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EXPLORING THE GRAMMAR OF PERCEPTION

A CASE STUDY USING DATA FROM RUSSIAN

Dagmar Divjak|d.divjak @shefield.ac.uk

2015| Functions of Language 22 (1): 44-68
[Sensory Perceptions in Language and Cogijition
Edited by Rosario Caballero and Carita Paradis

Abstract

In this paper, | pursue the distributional hypothesis that the meaning of a word/ési dssm
the linguistic contexts in which it occurs and apply it to verbs of perceptiffierdhty from
NLP implementations of the distributional hypothesis, | explicitly limé tange of variables to
the grammatical domain and chart the way in which verbs of Vislearing and Touch are
used, morphologichl and syntactically, in a representative sample of corpus data. Some
aspects of experience are so central and pervasive that reference to theaminaatigalized
(Divjak 2010; see also Newman 2008; Janda & Lyashevskaya 2011).

The aim is, firstly, to determine to which extenteab’s grammatical context alone allows
us to classify utterances according to the perception type, and, secondly, tbeckarilarities
and differencesn the verbs’ preference for morphological markers and syntactic constructions.
If contexts are highly specialized, language structure, as it is witnessed, icousd assist
sensory impaired speakers in building up viable representations of concepts, sersoify
experience is lacking. If, in addition, similarities between certain sepsvcgption verbs are
high, sensory impaired speakers could use these similarities to perform @adatogpping
across senses and ground concepts relating to the impaired sense in a cognate sensory
experience.

The findings are relevant for concept acquisition and representation in gandrébr
concept acquisition and representation in sensory impaired populations, such as the blind, in
particular.
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1. Background

The human capacity for acquiring and representing meaning has long puzzled philosophers,
linguists, psychologists and cognitive scientists alike. Theories for understainelingture and

content of concepts cover a spectrum from innate to empiricist and from pueetglist to

fully embodied. Although empirical approaches to conceptual content acknowledge that
concepts are made up of information gathered through our bodies and senses ahrealas
language, research has foregrounded our modal, sensory-motor experiences, at the expense of
our linguistic experience, which is typically considered a-modal within the @agjiSiciences.

After a brief introduction to the building blocks of concepts (Section 1.mjl Ipresent the
Distributional Hypothesis (Section 1.2) as a way of capturing the contributionadgagnakes

to concept formation.

1.1 Concepts, and what they are made of
Concepts, the constituents of thoughts, can be defined, at the most general level, as menta
structures corresponding to a specific entity or class of entities, be thewteoacrabstract
(Matthews 2007). In other words, concepts generalize over experiences. Three sources of
information for concept formation are commonly acknowledged, i.e. direct sensory-motor
experience (experiencing yourself), indirect sensory-motor experience (witnesiags
experience), as well as experience with language.

In recent years, the debate about innate concepts has been reinvigorated as advances in
cognitive science have provided new tools for revisiting the dispute (Wilson Zb@ddence
has accumulated that concepts can be acquired on the basis of experience using a few relativel
simple general-purpose cognitive mechanisms. The discussion is therefore dbifting
guestion of which experiences feed into the mix and how much of sensory-motae e es
retained in the mental representation. Recently, Vigliocco et al. (2009) haves@dopn
account of semantic representations that recognizes affective and linguisticemogen

addition to sensory-motor information.
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With this turn, the question of how meaning is learned from statistisalbdition across
texts is again gaining popularity in cognitive circles. In this study, | focus oguistion of
what language has to offer the learners in their quest for the meaningeofelexand the

concepts they give access to.

1.2 Distributional learning

The distributional hypothesis (Harris 1954) driving this research questates that the
meaning of a word is derived from the linguistic contexts in which it occursdd\tbiat are
more similar in meaning should occur in a larger number of shared contexts.

Existing implementations of the distributional hypothesis are found witlseareh on
natural language processing. A range of models has been designed that rely ontthiodiatr
hypothesis, with Vector Space Models such as Latent Semantic Analysis (Landauer et al. 1998)
and Probabilistic Topic Models (Hofmann 1999) as the best known types in linguiskes cir
“Context” is a crucial concept for these models, and it is the property most accounte dimerg
Issues typically discussed in conjunction witlntext” relate to its definition and structuring.

The size of the contextual unit taken into consideration in NLP applications franes
two-word windows to an entire text. It has been found that larger contexts gjelhlit
information suited for information retrieval tasks. Smaller contexts, on tiex band, reveal
knowledge akin to lexical semantic competence. The structure of the context islytypital
taken into account, which has given these implementations the HaiBegmt words”-models.
The reason for this is that adding structural information to text requires megtigible amount
of pre-processing and easily suffers from data sparseness, while the drapideace for the
supremacy of refined contexts remains scarce (Sahlgren 2008: 47-48).

I use the Behavioural Profiling (BP) implementation of the distributionpbthesis (as
presented in Divjak 2003; Divjak 2006; Divjak & Gries 2006; Divjak 204€e references
therein to related work by Gries, Arppe, Janda and collaborators). From thefpdew of a

linguist, BPs improve on the NLP implementations by narrowing down the coviteddw toa
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“natural” unit of expression, i.e. a sentence or clause, and by annotating the entire context
manually for a rangef morphosyntactic, syntactic or semantic properties.

Divjak (2006) argues that constructional networks (as used by ApresjanlE37;1993
and others to delineate semantically similar groups of yesheeal coarse-grained meaning
similarities and differences between verbs because constructions outlineahimgncontours
of the verbs that occur in them (different from lexical elements tomivey detailed
information see also Li and Brew (2008). Janda & Solovyev (2009) show that one can rely on
constructions to distinguish between semantically similar nouns in Russian.

At a lower level of granularity, Steinfeldt (1970) observed that Russian verbs vary in the
frequency distribution of their paradigm forms and Karlsson (1986: 27) conahudéak basis
of Finnish data that meaning properties are reflected in the use of formsnéddiam-scale
practical application of this idea, Janda & Lyashevskaya (2011)etigmeferences in tense,
aspect mood marking (TAM) to delineate semantically coherent subgroups of verag& D
(2010) showed that TAM markings on verbs are the variables that distinguish vesérbet
near-synonymous verbs.

The fact that differences in the morphosyntactic and syntactic distributiverlo are
connected to the verbs’ semantics provides learners with a more powerful bootstrapping device
for acquiring lexical meaning (cf. Landau & Gleitman 1985); if the meaning of ankexe not
exclusively accessed through the meaning of other lexemes but is accessible through
morphosyntax and syntax as well, infinite regress is avoided. For this reason,rhitvithyiself
to a BP of morphosyntactic and syntactic properties in this paper, leaving semapéidies
for future investigation.

Of course, representations of meanings of words induced from analysis of texdéuah dat
morphosyntactic and syntactic properties alone are without dtibbddless and sterile”
(Landauer et al. 1998). There is however growing evidence that much sensory and bodily
experience is encoded in language (Louwerse & Jeuniaux 2010). Language users can thus rely

on the linguistic system as a shortcut to the perceptual system (Louwerse 2011). $srfer go
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as to claim that perceptual and distributional streams of data are redundant strearealard sp

can attend to either type (Riordan & Jones 2010).
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2. Data & Method
| analyse usage data of Russian verbs of seeing, hearing and touching to detdraties
grammar distinguishes clearly between these verbs while allowing them ® asltammon

constructional base that would facilitate drawing conceptual and experiential analogies.

2.1 Verb selection

In English, it seems straightforward to select the members of the agentividieti@leVision,
Touch and Hearing pairs, i.e. look/see for Vision, touch/feel for Touch and Histenfor
Hearing. In Russian, selecting the basic verbs in each category and determiniogttheutral
perfective counterparts is a task riddled with difficulty, in particular lierdomain of Touch.

The relation between touch and feel in English and between the equivalents foretihssein
Russian is not identical to the relation we find in look/see and listenAr@htheir Russian
equivalents Feel covers a much broader domain outside its primary area of tactile perception
than see and hear do. A detailed analysis of the differences remains owssgeé of this
study.

In Russian, perception verbs seem to form a network, rather than pairs, lhylend
aspectually. | settled for the thr&main™ senses (Vision, Hearing, Touch) as expressed by
means of the most frequent verbs (see Table 2 below) that participate in akeimggosition
(Agent/Experiencer, i.e. look vs see, listen vs hear, touch vs feel) and an aspgptsiion

(imperfective/perfective), yielding the 3 pairs presented in Table (1).

Table 1. The six perception verb pairs in Russian

Perception type | Agentive perception Experiential perception
Imperfective Perfective Imperfective Perfective
VISION smotret’ posmotret’ videt’ uvidet’

HEARING slusat’ poslusat’ slysat’ uslysat’
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TOUCH

trogat’ potrogat’/tronut’ | Cuvstvovat’ pocuvstvovat’

According to Nesset et al. (2008), agentive verbs prederprefixation while their

experiential counterparts attract This generalization holds for Vision that contrasts agentive

posmotret’ with experientialuvidet’ and Hearing where we observe agentpes/usat’ but

experientialuslysat’. The domain of Touch behaves differently as it can employ po- for

perfectivizing both agentive and experiential perceptionpoogat’ vs pocuvstvovat’, while

also offering the more frequently used perfectiveu:’.

In what follows, | provide an example for each verb; first of the agenéxe and then of

the experiential one.

VISION:

1)

)

HEARING:

©)

Sl monro He pemrancs m nocmompes Ha HeOO TOHSI — CTOWUT TOIMPOOOBATE.
[Kenmunna + myxuuna: [Tcuxonorus ao6su (popym) (2004)]

| took a long time to decide but having looked at the sky | understabis

worth a try.

Huxonaii moBepHyscs 1 TOOpesl B KOMHATY, JOTaJIbIBasICh yXKe, KOTO OH TaMm
yeuoum. [Esrennit Jlykun. Delirium tremensrpactu o Hukosaro) (1997)]

Nikolaj turned around and wandered off into the room, already guessing who

he’d see there.

B marasunax, napbkax ¥ Ha PhIHKAaX HUKTO HE JKEJAeT CHEIMATbHO Ul MEHS
cpbIBaTh emwiodan ¢ KoMmakT-aucka u ctaButh CD Ha 1uieiiep, 9ToObI 5 9ero-

To TaM nocaywan. [B. A. Anexcanap. Mysbika uepe3 tpyOouky (1997) //
«Cromura», 1997.06.10]

In the shops, stands and on markets no one is particularly keen to rip the plastic

off a CD for me and to put the CD in the player, so that | could listen to it there.
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(4) Nmenno Tam MeHs ycaviwan aupvxep Janudme bapeHOoiM, ¢ KOTOPBIM s
notoM mena B bepmuue. [Pycckas muBa (2003) // dlebenp» (Bocton),
2003.11.01]

It’s there that director Daniel Barenboim heard me, with whom | later sang in

Berlin.
TOUCH:
(5) OH HEXHO MpOHY/ KeHy 3a IUIeY0 M J00aBWJI TPYIHBIM rojocom: [JleoHun
F03edosuu. [lom cBupanuii (2001)]
He tenderly touched his wife on the shoulder and added in a deep voice: (...)
(6) Ho 32000 uyemomek [...] nouyscmeoéanu B MUK MOPO30B HEAOCTATOK TeIia B

kBapTupax. [[ops;uas Tema. Mopo3 nomaer 3yObl O MapuiiCKHe TeIIOTPacChl
(2003) // «Mapwuiickas npasa» (Mourkap-Oa), 2003.01.10]
Up to 32 00 people felt, at the peak of the cold spell, the lack of wannttteir

apartments.

There are, however, many more verbs available to express Touch; these are listed bel
with their English translation (taken from the Oxford Russian-English dexti) but will
remain outside the scope of this article because they do not categorize thatdfienbasic
level of categorization. Apart froruvstvovat /pocuvstvovat’ (‘feel, sense’), illustrated in (6),
which is not touch specific and can also be used for §nesberiential feeling can be encoded
with oscuscat /oscutit’ (‘“feel, sense, experience’), osjazat’ (‘feel’)’, and vulgarcujat /pocujat’
(‘scent, smell’; (fig) ‘sense, feel’). Agentive touching is not only rendered foygat /potrogat’
or tronut’ (‘touch’) as illustrated in (5), but also bwri)kasat’sja/(pri)kosnut’sja (‘touch

lightly®), Sc¢upat /poscupat’ (‘feel for, touch, probe’), sarit’ (‘grope about, feel, fumble’) as well
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asprobovat /poprobovat’ (‘test’; again, not touch specific). All of these verbs combine with a

range of prefixes to form perfectives.

2.2 Corpus data

Data on the 6 most general verb pairs were extracted from the Russian National(Rbius

A contemporary 78-million-word written subcorpus was set, spanning the period 1992-2012;
the entire 10-million-word oral subcoprus was used to ensure a large enough number of
observations. The subcorpora were searcheehétrlexical item used as “Verb”.

An overview of the overall frequencies of occurrence is given in Table (2)skiwats
frequency of mention supremacy of Vision over Hearing, followed by Touch; ofiexpar
perception over agentive perception; and of imperfective aspect over perfectivevegact
written data. In the oral corpus, a similar trend is identified, except for iagdintening versus

experiential hearing that seem to be equally frequent.

Table 2. Raw frequencies per verb in the RNC

Perception | Verb Type Aspect | # in  written |[# in oral
subcor pus cor pus
Vision Videt’ Experiential | Impf 134,004 30,382
Uvidet’ Experiential | Pf 61,746 5302
Smotret’ Agentive I mpf 95,540 20,204
Posmotret’ Agentive Pf 42,318 12,400
Hearing Slysat’ Experiential | Impf 34,520 13,480
Uslysat’ Experiential | Pf 22,526 1768
Slusat’ Agentive I mpf 29,696 13,744
Poslusat’ Agentive Pf 6542 3512
Touch Cuvstvovat’ | Experiential | Impf 33,730 3742
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Pocuvstvovat’ | Experiential | Pf 16,638 910
Trogat’ Agentive I mpf 4588 1466
Tronut’ Agentive Pf 3854 488

The first 1000 examples per lexeme were downloaded and the samples were further
cleaned to leave 1 per author, which ensures independence of observations; finally, gtk clean
samples were randomized and the first 300 examples per perception type were selected. Seven

observations were excludégijelding a dataset of 893 observations in total.

2.3 Annotation

As explained in Section 1.2, it is the aim of this paper to explore to which élxeegtammar-
asbootstrapping device would aid in acquiring verbs of perception, i.e. to establthewh
language distinguishes grammatically between Vision, Hearing and Touch (and not only
between look andee which Landau and Gleitman (1985) established for English) and to find
out where the parallels are and where the differences lie. For this reason thénstisete

annotated for soalled “skeletal” information only (Divjak 2006), as summarized in Table (3).

Table 3. Variables and variable levels included in the sample annotation

Variable Variablelevel label
(levels)
Verb aspect (2) (imperfective, perfective)
mode (6) (infinitive, indicative, imperative, conditional, gerun
participle)
tense (5) (past, present, future, non-past, none
number (3) (singular, plural, none)
person (4) (1, 2, 3, none)
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voice (2) (agentive, experiential)
Construction | polarity (2) (negative, positive)
argument (lexeme as adjective, lexeme as adverb, verb only,

structure typegq followed by adjective/adverb, verb followed by noun, v
9) followed by direct object, verb followed by preposition, v¢

followed by that-clause, verb followed by adverbial clafis¢

Situation situation (2) (spoken, written)

Most of the variables and variable levels listed in Table (3), except for Catitatru
need no further explanation. Examples of each of the constructions identifiedtablé under

“argument structure type” are given below in (7) through (15).

(7) [transitive use of verb: verb with direct object]
I[J'ISI TOr0 YTOOBI nocayutams nmudve nerHue, HYXKHO IIOCCIUTBCA B OKPECTHOCTAX
nocenka Mopckoe, Hanpumep B otelie «Jlocyr», pacroiioKeHHOM Ha Oepery 3ajuBa.
[SIaTapHsrii kpait Poccun (2000) // &'ypusm u obpazosanune», 2000.06.15]
To hear bird song, you have to settle in the vicinity of the settlement Morskoe, f

example in hotel “Leisure” that is situated on the bank of the bay.

(8) [intransitive use of verb: verb only]
Oxn06BcTuH [SiC], My:)x KadaHOB CHSJ BOT B CEHTs0Ope / BCeX Mpuriamaro / KTO
cavrum u euoum_/ tax Bot / [becema JI. JluOposa ¢ M. OxnoObicTHHBIM B 3dupe
tenenepenayn «AHtpomnonorus», HTB // Apxus XenbCHHKCKOTO YHUBEpcHuTeTa, 1999]

[...] Tinvite everyone who can hear and s¢e.]

(9) [verb followed by adverbial clause]
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Sl Buepa B KHIXKHOM MarasuHe 6uoejid, KaKk OJHA JKCHIIMHA MMOKyIala CBOeMy PEOCHKY
yaeOHNKH 3a 4-5 Kiacc, XoTa oH ydutcs Bo BTopoM. [Hanmexna Kypruauna, Mapuna
bymrakoBa. Kpumsnc rnazamm gereir (1998) // «Hmxeropoackue ryOepHCKHe
BegoMocTn», 1998.09.11]

| saw yesterday in the bookstore how one lady bought her child a textbodkdoB2

grade, although he’s only in 2™ grade.

(10) [verb used as adverbial participle]
C Hell meya MOCKOBCKasi 17 — JIeTHSISL MOJIOACKD, KOTOpas, 6u0uMo, OT MaM | Tall B
XPOMOCOMHOM Habope TMoJIydria TAry K puT™Mam B ctiiie «Pa-pa-pacmytud... ». [[Tapk
KyabTypbl (1997) // €Tonuua», 1997.06.17]
With her sang the 17-year old Moscow youth, who clearly received in their
chromosome set from mom and dad an inclination for rhythms of the style “ra-ra

Rasputin ...”

(11) [verb followed by pronoun “self” and noun (in instrumental)]
JIiist MOJIOZICKH OYEHb BAXKHO HE YY8CME06amv ceOs HeyOAUHUKAMU, HAKTO HE XOYeT
ObITh TaKMM KaK OH, U OHM HAYMHAIOT 33JyMbIBATHCS O TOM, YTO JJISi 3TOrO HAJO
nenate. [Enena Enkuna. Dnuka 2001 (2001) // Rexinamubiii mup», 2001.12.25]

It is very important for the youth not to feel (like) failures)

(12) [verb followed by pronoun “self” and adjective (in instrumental) or by adverb]
Banmanne ®pancya MwuTrepana ObUIO CTONB K€ OCTPBIM, HO B HEM YacTo ObliIa
WUPOHUS, TUCTAHINA, TaK YTO Thl YY8CMB06ANL cebsi OJHOBPEMEHHO MNONbUCHHbLIM U
sademvim_... [Exarepuna JlembsiHoBa, Anekceiri KameHckuii. MuTTepaH u ero smoxa

(1996) // «Kommepcanrs-Daily», 1996.01.20]
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The attention of Mitterand was so sharp, but in it there was often anmhylistance, so

that you felt at the same time flattered and offended

(13) [verb used as adjectival participle]
MyX4HMHa JOJIKEH OBITH MBICIIAIIAM U uy6CmeyIouuUM 4el06exom, OLLyIaroIuM ceos
HCYIOTHO, €CJIM T[AC-TO MPOHUCXOAUT HECHPAaBCAJIUBOCTD. [OJ‘IBFa Mutuna wu Aap.
I/I,I[GOJ'IOFI/ISI MaCKYJIMHHOCTH B Poccun: mocranoBka HpO6J‘IeMH 1 OKCIICPUMEHTAIIBHOC
uccinenosanue (2003) // «O0mecTBeHHBIE HAYKH U COBpeMEHHOCTEY, 2003.04.30]
A man has to be a thinking and feeling person, who feels uneasy if somethairg unf

happens.

(14) [verb and prepositional phrase]
ITorom MBI A0JITr0 JICKAJIM U MOJIYa cmompenu Ha CBE€YU, HAa TO, KaK CBCT ILUIAMCHHU
urpaet Ha koke. [Onmbsra 3yesa. Hac mo060Bb kpysxuna g0 yrpa // «Jlama», 2003]
Afterwards we lay there for a long time and looked at the candles, at how theldigit

with flames on the skin.

(15) [verb followed by that-clause]
Korna el ckaxerb 3Ty (pasy 10-i pas, nouyecmeyews, umo roBopuiib mpasny. [Erop
MuxankoB-KonuanoBckuii: ['yranuH U mbUiecoc Kak cpeicTtBa 0OphOBI CO CTpeccoM
(1997) // «3nopoBbex», 1997.12.15]

When you’ll have said this phrase the 10" time, you’ll feel that you are saying the truth.

In addition to the structural variables, one coarse meanlaged variable “reading”
(literal, nontiteral) was coded for: a tag “literal” was assigned to an extraction if the situation

represented required activation of sensory perceptors, such as (16). If sensptopedid not
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need to be activated, the tag “non-literal” was assigned, as in (17) (see Paradis & Eeg-Olofsson

2013 for a discussion of metaphorization within the domain of perception).

(16)

7

Ee mpusTHO Tporath pyKamu, OHa XpaHUT B ceOe TEIUIO JKEITOr0 COTHEYHOTO

CBeTa, BNUTHIBACT Halle abixanue. [AHgamycckue wmoTuBel (2001) //
«JlanamadTaeiii nu3aita», 2001.03.15]

It is nice to touch her with your hands, she keeps in herself the warmth of the

yellow sun light, absorbs our breathing.

IIbeca OKOHYE€HA, a KaXCTCd, 4TO €€ MEJIOJAWsA, CIIOBHO TpOHYBIIasd CE€pAUC
CTpyHA, MPOJOJDKAET 3BeHETh. [Jl0OpBIi MOJOJCI B MHHHCTEPCKOM Kpecle.
O6partnas cBsi3b (2002) // dzsectus», 2002.07.02]

The play is over, but it seems that its melody, like a string that has tounehed t

heart, continues to sound.
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3. Results

A first aim of this study (Section 3.1) was to identify clear sinmiksiand striking differences
between Vision and the two other senses studied that could aid (sensory impaiagdyssm
building up an overarching concept of seeing, as suggested by Landau & Gleitman (1985) for
individual verbs of seeing. A second goal is to determine how well percepfiencgn be

predicted from morphological and syntactic variables alone (Section 3.2).

3.1.Univariate analysis
In order to identify significant attractions between variables and outconmesyiables were
initially explored individually with respect to one of three outcomes: fhinee perception type
(Section 3.1.1), the agentive vs experiential modes of perception (Section 3.1.Heand t
members of each pair of verbs (Section 3.1.3). Given that independence of obsehations
been assured at the data collection stage, a simple Chi-squared test could beandidaec
variables to establish whether there is significant dependence between thée \amthlihe
outcome. Due to the number of tests run (one for each variable), the conservativeoBonfer
correction was applied and the significance level was lowered from 0.05 totBro0g§hout
this section to maintain an overall alpha level of 0.05. Standardized Pearson resiheals w
inspected to find the cells that make the largest contribution to the Chedguelues and to
identify the direction of any deviations (positive and thus overrepresented or negative
underrepresented) from the expected values. The largest significant deviance frotatiexpe
is reported; complete tables are available in the on-line Appendix.

The results reported in this section do not imply that the properties smgleuld occur
together; rather, these properties are identified as individually distirfoti\ae perception type
or verb. Properties that are not listed are distributed in a way that does na &igmficant
deviation from what would be expected, given the marginal values, if there wassamation

between the two variables investigated. So, although there is a clear and speifitr eaich
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type, there are many similarities among the types too. Section 3.2. will teweathese

properties interact to form the contexts that are typical for each verb.

3.1.1 Perception types
This analysis takes as input the rows in column 1 of Table (1) and contiparieshaviour of
perception types, aggregating findings over the individual verbs within each perception type.
For Vision, spoken language is significantly more typical, as is the perfecfigetasd a
first person subject. These characteristics signal that Vision is an #wias often mentioned
in conversation once, typically said about the self and is something thatcallyypuccessfully
completed. From a constructional point of view, Vision is more often ditemttesomething
(look at something) than just about perceiving something (see something).
(18) 4 25-ro emy B CBepasioBck/ a 27-ro B Kues yesxaro/ 3m0poB0o/ OAPYKKY CBOIO YBUKY/
[0 Mara3wHaM MoX0oXy/ y Hac mac [SiC] oxua mpobiema// [PasroBop poaCTBEHHUKOB //
JKusas peus ypansckoro ropoja, 1990]
| am going to Sverdlovsk on the2&nd the 2% I’m leaving for Kiev/cool/I’ll see my

friend/I’ll go shopping/we only have one problem now//

Touch verb prefers imperfectives more strongly, third person subject# {sesaid about
others), negated contexts and non-literal use. In other words, Touch is typically found i
ongoing or repeated situations, that are often negated (don’t touch!) and in situations where no
physical sensors are involved. Construction-wise, touch behaves similarly, wéfesence for
“feel (as/like) x” statements.

(19) Hepmenu Tpu €ro HUKTO HE TPOTraeT, BOOOINE 3a0BUTH, YTO €CTh TaKO#. [AHaTonmii
Tpymkun. 208u36panssix crpanun (1990-2002)]
For three weeks no one has been touching him, they’ve totally forgotten that there is

someone like him.
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Hearing favours the imperative (listen!) and is typically used literaligafing physical
receptors are involved). As far as constructional preferences are concerned, beeuisg
significantly more often without direct objects at all, leading to statements such as keamdist
that are confirmations of an invisible act.

(20) — MaBwun, a yro OymeTe aenaTh ¢ npuineaumMu U3 Yednu 6oeBukamu?
David, what do you plan to do with the warriors who’ve come from Chechnya?
— Cunymiaiite, oHM Bamu, poccuiickue, OanauThl. CaMH ¢ HAMH BOIOWTE, a HAM W
coOctBeHHbIX xBaTaeT. [Emena Jlopus, Anexcanap Xoximos. Pycman I'emaeB moxer
cnath crokoiHo. Koppecnonnentsl «W3BecTuit» cTand y4yaCTHHKaMH OIE€paldu
rpy3uHCKUX crienciryx0 B [laakucckom ymense (2002) // «U3Bectus», 2002.09.04]
Listen, they are your, Russian, bandits. Deal with them yourselves, we’ve got enough of

our own.

No significant differences between the 3 groups were found for voice, number oiénse.
perception types are predominantly used agentively, all prefer the singular andasfeften
to events in the past.

Interestingly, non-literal use is rare for Hearing. This is very diftefrem the situation for
Vision and Touch verbs that are often used non-literally. More specifi¢dédlgring is less
likely to be used in situations that do not require agentive sensory perception sfmami¥/{(in
fact, Hearing is found used non-literally in 9 instances only), while Touchsaymificantly
more frequently in non-literal situations than Vision does (overall 214 tuesf 293). There
is also a difference in degree of non-literalness between the perception typeseavitighh
(21) being used in a situation where visual perception is heeded rather tharyaetiteption
since the readers will read the opinion, not hear it, but Touch nig2idstantiated in the

emotional domain.
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(21) [Aymaro, ynraTensM KypHalla HHTEPECHO YCIbIIIATh MHCHUE KOHCTPYKTOPOB, a JIydlle
JIMAJIOT 110 TIPEUMYINECTBY MX «ITUTOMIICB». [MOpckue XUIIHUKH Ha cyxomyTbe (2004)
Il «Connat ynaum», 2004.04.07]
I think it would be interesting for the readers of the journal to Heaopinion of the
builders (...)

(22) — 3aro Ha ¢uanrax dury u Podepro Kaprnoc uyBcTBOBa M ce0sl BIOIHE CBOOOHO. ..
[FOpuit Cemun: «Huwubs ¢ «Peamom» -- ato He mpemenm» (2002) // «3BecTus»,
2002.12.13]

- But at the flanks Figo and Roberto Carlos felt completely.fre

3.1.2 Agentive versus experiential perception

A similar analysis as for the perception types can be carried out for agesmsues experiential
perception. This analysis takes as input the two columns in the top row of Talded(1)
compares the behaviour of agentive perception with experiential perception, cogitass for
the individual verbs per perception type.

At this level too, there are striking similarities but also significaiférénces between the
ways in which the three agentive and the three experiential verbs are useill, Ghezring
seems to be the most neutral perception type with both agentive and experieatiatj He
behaving nearly as expected (in the statistical hypothesis testing sense airdhd.ev as
expected if there would not be an association between the variables in qu¥sion)showed
most deviations for the agentive verbs and Touch for the experiential verbs.

For agentive perception verbs it is the behaviouwngaftrer’ that diverges significantly in
half of the properties tracketh contrast to what would be expectediotret’ prefers the
perfective aspect and is more readily used as a gerund than the other verli fikstsgerson
and favours non-past forms. In other words, as summarized in Sectiors@drds’ expresses
an action that is said more often than expected by chance about the self and isdptedict

happen once or be accomplished in the future.
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The differences betweemortret” and the agentive Hearing and Touch verbs imply that the
agentive seeing concept as expressedsbyrret’ in Russian is delineated quite well
linguistically and presented as distinct from Hearing and Touch. This mada&siét to pick up
how to usesmotret’ from language alone, but it also makes it more difficult to draw parallels
with Hearing and Touch and to transfer experiential information from Hearing @unch to
Vision.

As far as experiential perception is concerned, the experiential Visionierbdiverges
from expectation on only one property; in all other casissTibuch or Touch and Hearing that
diverge. Experiential seeing can thus by and large be copied from experientiad)hatithe
situation with experiential feeling is differeruvstvovat’ in particular occurs more often than
expected by chance in the imperative (and less often in the participle), in the rsenwith
a third person subject and in a negated sentence. This is in line withofieties listed as

specific for Touch in general in Section 3.1.1.

3.1.3 Agentive versusxperiential Vision
This type of comparison can also be applied to the members of each pair dhdaibisially.
Browsing the data we see that there are hardly any morphological or syntactic properties that ar
exclusive to one verb or the other. Instead, all verbs display the same ranggbblogical
properties and syntactic possibilities. Yet it remains possible to distingefalkeen the verbs in
each pair by tracking their preferences for use in or with a specific grammatical context.
Comparing the core verbsvidet’ and smotret’ property for property reveals in which
respects the two Vision verbs are similar or differ on a number gfhmotmgical and syntactic
properties.
Videt’ occurs more often than expected in the imperfective aspect; it is diegciedirect
object and often used non-literally. It also occurs more often than expecitedpadsive voice,
and & in the indicative and as a participle. Finally, it is something that i fnequently than

expected said about the past and about singular subjects.
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Smotret’ encodes an action that is attracted to the perfective aspectliieesed at an
object using a preposition and is typically used literalyotret” gravitates more than expected
by chance towards the imperative and infinitive, modes that do not exist jpast or are not

tensed in Russian.

3.2 Multivariate analysisatree and forest model

After an initial univariate analysis that has revealed which properties aeestnongly attracted
than expected by chance to individual verbs as well as to certain groupings,asuc
agentive/experiential or type of perception, we are now ready to move on to ansthering
guestion of whether perception type can be predicted from the morphological aactisynt
variables.

A tree and forest model that relies on recursive partitioisingsed to determine whether
and how well the perception type mentioned in a sentence can be predicted on thethasis of
morphological and syntactic properties availaBlesingle classification tree shows how much
of each perception type is accounted for (in the order Vision/Hearing/Touctiadiing a
specific variable level; this makes classification trees particutaiitgd for the purposes of this
paper. A tree model discards non-significant predictors automateradlynaturally allows for
interactions. The resulting visualization is easy to read and provideghHwavard insights
into the structure of the data. Finally, there is a mechanism available for valitetipgpbposed
tree model. The classification forest relies on bootstrap samples, thatigles of size N
drawn with replacement from the original dataset with N observations. Using thertyR
package both a classification tree and a classification forest were construthtetheworest
grown from 1000 random samples and number of variables to consider at each split set to 4.

A classification tree provides an optimal partitioning of the data agskpts a procedure
for deciding whether the perception type expressed in a sentendmwill this case, Vision

Hearing or Touch. The classification tree for the perception data, based wariabbles
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presented in Table (3) with the exception of literal non-literal reading, is represented in

Figure (3.

INSERT FIGURE 1 ABOUT HERKctree seed 11.pdf)

Figure 1. Classification tree for perception data

Each split in the tree is labelled with a decision rule. Before determinengute at each
node, the algorithm inspects all predictors and selects the one that is most ieealgorfithm
does not look ahead, however, and cannot consider decisions that would yieldlya \stigse
split locally but would do significantly better globally. The fisglit (in the oval) in tfs tree is
on Construction type. The accompanying p-value indicates that Perception types lare wel
separable if the construction type is known. In this particular case, th@partjtshows thatfi
the constructions consist of a target verb followed by a noun, adjective obather follow
the right branch. This branch leads directly to a terminal node tlitas il occurrences of
Touch, at the bottom right hand side; these can be predicted directly fronodbeirence in
these 3 constructional circumstances. The bar graph shows the total number of tokens in the
node and how they are divided over the 3 Perception types. Each leaf node contaipg a uni
subset of the data and the leaf nodes jointly make up the entire dataset.

Bearing in mind how classification trees work, this part of the data has novedrelmed
off and further decision rules will focus on splitting up the remainddh@fdata as welhs
possible. The search for the locally best performing splitting criteriorows repeated for the
remainder of the data. At each next branch a new decision rule is presented thatudirect
further down the tree past always purer nodes; the realization of Wisidtearingvs. Touch
should be more pure or extreme in the daughter nodes than in the mother nodes higher up. In
this diagram, Construction type shows upaasignificant predictor of Perception type at the

second split as wellf the target verb is used as adverb or is followed by an adverbial or
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prepositional clause, it is very likely to be a Vision verb, as shown in timentd node in the
left-hand corner at the bottom of the diagram that contains 112 instances.

The tree in Figure (1) reveals that constructional properties play a crobgalin
distinguishing between the perception types: they are found highest up in the trengxieeu
first and second splits. The property that comes into play next for spititngmainder of the
data as best as possible is polanitgpending on the polarity of a sentence, either verb number
or spoken vs written situation is required to achieve further splittirigelgentence is negated,
only verb number is needed to arrive at an endnode, with plural verbs in negated cdtatexts o
being instances of Touch.For singular verbs the preference is less prondureelistinction
between spoken vs writtdanguage plays an important role in positive contef@@iwen that
nearly half of all instances of Hearing are grouped under the right branclotitarns written
language, we can conclude that Hearing is a type of event that needs reportingritterin
language in particular. Yet, the fact that part of the Hearing data dered off by its non-
occurrence in spoken language does not mean that Hearing would be the situation least
frequently talked about. In fact, Touch is least frequently used in spoken tsoteix half of
Touch has already been accounted for in earlier nodes, hence Touch is less rvitiilgle i
remaining leaf nodes. Overall, Vision is used three times more often in speechubkhnisTo

All in all, the tree correctly classifies 56.9% of all instances, W@7/300 Hearing,
162/300 Vision and 139/293 Touch correctly classified (Tabje {his is twice as good as
randomly choosing, which would yield 1/3 correct. Moreover, the perception typesoste
often predicted as themselves, i.e. the highest values are on the diagon#liethgignalling

that the classification accuracy is good for all three perception types involved.

Table 4. Classification according to the standard classification tree

Vision Hearing Touch Total

Vision 162 70 24 256
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Hearing 121 207 130 458
Touch 17 23 139 179
Grand Total 300 300 293 893

That being said, Touch is less well predicted than the two other sensess laadt
frequently predicted overall. But, in this case of how grammar selataneaning incorrect
classifications are also revealing. Instances of Vision and Touch thatgmediited are most
often predicted as Hearing, while mispredictions of Hearing are more oedasafly divided
between Vision and Touch. A prediction mechanism working on the basis of morphological and
syntactic properties alone is unable to distinguish well between Vision anthgfle Hearing is
also the most frequently predicted Perception type, stressing that it occupiesstheentral
position when viewed in terms of morphological and syntactic properties alone.

A single tree is likely to overfit the data, howevgrowing a forest based on resampling
mitigates against this risk. A random forest also makes more precise presitbtain a standard
classification tree. In this particular example, a random forest of 1000riceeases the correct
prediction rate to 64.5% with 193/300 Hearing, 172/300 Vision and 211/293 Touch correctly

classified (Table b

Table 5. Classification according to the random forest

Vision Hearing Touch Total
Vision 172 50 20 242
Hearing 81 193 62 336
Touch 47 57 211 315
Grand Total 300 300 293 893
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Generally, each of the three perception types is most frequently predicted abl@agtig
remains the most overpredicted perception type, but it is now Vision that idrkspsently
predicted. If Vision and Touch are mispredicted, they are most frequently predictediag,Hea
while Hearing is almost equally divided between Vision and Touch.

On the basis of the forest, the importance of each variable can be calculatedabdorg
permutation of the labels of each variable, the relative importance diffitreent predictors for

the classification accuracy of the model is assessed. The result is shown in Bigure (2

INSERT FIGURE 4 ABOUT HERE (dotchart seed 11111 runs 1000.png)

Figure 2. Variable importance plot

The variable importance plot shows that construction is the strongest qredic0.059,
rounded up), followed by negative or positive polarity (at 0.032), spoken or writietic (at
0.020) and aspect (at 0.014). Leaving the remaining variables out reduces the prediction
accuracy of the model with less than 1%. Verb number, form, person, tense @dreothus
rather fine-tuning variables than anything else, and each taken individusdly,do not

contribute much to a correct classification of situations as types of Perception.
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4. Discussion

This paper set out to determine to what extent morphological and syntaeiaocibuld aid
learners in setting up concepts of Perception. How do the findings describectionS relate
to the hypothesis put forward in the literature that learners are be aibliertanuch of the

meaning of a verb from the set of constructions it is used in.

Could speakers rely on differences in use to distinguish the 3 main typesception from
each other?
Yes. Data from the written and spoken subsections of the RNC shows that the 3iquercept
types are characterized by a different statistical distribution of morpholamichlsyntactic
forms in usage.

In order for a speaker to distinguish Vision from Hearing and Touch on the dfasi
grammatical information alone, s/he first and foremost needs to track theofacayestructions
in which the verbs occurs. The relation between argument structureuctiosis anch verb’s
meaning is well documented (cf. Apresjan 1967 for Russian, Levin 1993 for English) and it
comes as ho surprise that differences in the types of constructions a verbirogauid bea
strong predictor for a v®’s meaning. Judging from these properties alone, 64.5% is correctly
predicted, with 193/300 Hearing, 172/300 Vision and 211/293 Touch correctly classified
Generally, Hearing is the most strongly overpredicted on this subsetasfagrand Vision is

least frequently predicted.

Could speakers rely on similarities in use to be able to map Hearingoanl &xperiences to
Vision?

Yes, the data show that this is indeed the case, in particular for expepenteption Videt " is
the verb that is used in a way that does not deviate significantly from sveapécted within
the confines of the set of basic perception verbs analyseditheppears to be very much like

Hearing, at least from a linguistic point of view.
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Agentive perception is very different, with look diverging signifibaritom touch and
listen as far as morphology and syntax are concerned. Language is rather specifibeabout
difference between agentive Vision and Hearing/Touch; in contrast towaldd be expected.
Smotret’ prefersthe perfective aspect, occurs more often than the other verbs as gerund, attracts
the first person and favours non-past forms. In other words, as summarized in Section 3.1.1
smotret’ expresses an action that is typically said about the self and is preditigppen once
or be accomplished in the future; this is not so for Hearing/Touch. In additfmoviming an
estimate of the contribution language makes to concept formation, this datasetsctitgain
necessary information to complement Landau & Gleifm@l 985) study.

On the basis of a detailed analysis of the way in which a blind girl, Kelli, recbjaihd used
verbs of seeing, Landau & Gleitman (1985) concluded that the precise meaning of ia specif
verb could be determined on the basis of the set of morphological and syntactic corgexts it
used in. The fact that “a large number of semantic distinctions is encoded onto a limited number
of phrase organizations of the clause” results in a “many-to-few mapping of the meaning
components onto the surfaderms”. In other words, there is very little information in any
single syntactic format that is attested for a verb, because that &@raas many distinct uses.
This implies that “the child can make no sure induction from a single phrase structure to the
meaning it encodes and vice versa.” However, the set of subcategorization frames associated
with a verb is highly informative about the meaning it conveys. As Landau and Gleitmign put
each verb entry includes a set of subcategorization frames that do double-dutys@nd
represent part of the semantics of each verb. This finding is in line witdighéutional
hypothesis that was originally proposed by Harris (1954). Harris’ distributionalism predicts that
the meaning of a word is derived from the linguistic contexts in which it occurs, wittsvthat
are more similar occurring in a larger number of shared contexts.

Although Landau & Gleitman (1985: 138-142) promoted the idea that linguistic experience,
and in particular the sets or networks of constructions a verb is used irhanaycrucial

contributing factor for blind children to get a grip on verbs such as dooksee, on their



The final publication is available at Benjamins via https://benjamins.com/catd/28/1.03div

account, sensory experiences from Hearing and Touch would need to be transferred to Vision to
account for others’ knowledge: experiential analogies with cognate sensory experiences such as
hearing and touching would be needed to fully reconstruct seeing in the(béindau &
Gleitman 1985: 83). Although Landau & Gleitman point out that what is at stake are
experiences in the hearing (listen vs hear) and touching (touch vs feel) dtimaaihave clear
parallels in the vision domain (look gge) they remain silent about how these parallels would

be identified and the transfer would happen.

With the data presented in this paper, we can explore the idea that the propo$eddians
experience from Touch and Hearing to Vision would be facilitated if guided slyased
linguistic structure. For example, experience of the agentive-experiential contrastamthias
of hearing (listen vs hear) and touching (touch vs feel) could shape knowledgeagéttiee-
experiential divide (look vs see) in the vision domain. This distinction coulddkedup by
registering which verbs occur in the imperative (look, listen, toanth)vhich ones do not (see,
hear, feel), across all three domains, and as such provide more precise guidanceneedshat
to be mapped across domains.

Before setting out, a caveat needs to be expressed. In a sense, this partssfudsodi
represents a thought experimeibtis not about language as used by or with blind speakers, but
about a snapshot of language in general, about what language offersthat (blind)sspmaker
make use of. Yet, the lack of visual input in the blind could change the distributios ioputs
from the other sensory channels (known as sensory compensation), and this could possibly

result in behavioral differences between the sighted and the blind.

Could speakers rely on similarities in use to be able to groumahVisdirectly in perception
and hence to some extent obviate the need for sensory experience in concept formation?
Given a large enough shared linguistic basis, analogies drawing on comparable sensory
experiences involving cognate sensory domains could be directly accommodated. Especially the

experiential perception verbs lend themselves well to supporting transfea foognate sense



The final publication is available at Benjamins via https://benjamins.com/catd/28/1.03div

to Vision and enabling blind speakets infer that Seeing is another sense, just like
Hearing/Feeling. Overall, the picture any speaker gets from linguistic dat ialthat Seeing
is something very similar to Hearing and Feeling, but that the act of LodKiiegs in many
respects significantly from Listening and Touching.

Non-literal use of perception verbs plays a potentially important role Frene experience
with Touch verbs, speakers are accustomed to perception verbs being used in a hamyitera
when sensors are not activated. Non-literal use could form a pathway fosidiaklers to build
up a more general concept of Vision, without perceptual experience, as it dequusiesl
sensations from the verbs for which the blind have perceptual experiences and creatss pathw

for supporting cross-modal analogy.

Could speakers rely on differences in use to be able to use Vision verbs correctly?
Yes. The Vision verbs are characterized by distinct typical usage patbethsas far as
morphology and syntax are concernéd recapitulate:

Videt’ occurs more often than expected in the imperfective aspect; it is said pasbut
events and about singular subjects. In other warids;” encodes an action that goes on for
some time and is typically commented on after it has taken pta&e. also occurs more often
than expected in the passive voice, used as in the indicative and as a pattisiple;activity
that someone carries out and is presented as a fact (indicative) or as a property (partibgle) of
subject. Videt’ is directed at a direct object but is often used non-literally, indgatisual
sensors need not be activated when the verb is used.

Smotret’, its agentive counterpart, encodes an action that is attracted to the perfective aspect
and gravitates more than expected towards the imperative and infinitive, modes thagxist not
in the past or are not tensed at all in RussSanret’ thus seems to be used, more often than
expected, in situations where someone else is told to pedomamt of looking. Unlikevidet’,

smotret’ is directed at an object using a preposition and is typically used literally.
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5. Conclusion

This corpus study vyields a first estimate of the potential shgeaker’s experience with
language has for contributing to sensory concept formation in Russian. In more %hah &
usage instances of perception verbs, the perception type referred to can be classifiad using
model that relies on morphological and structural information alone.

Although overall verbs expressing Vision, Touch and Hearing occur with itine types of
morphological markers and participate in by and large the same sets of symastiactions,
the frequency with which they occur in each one is different, leaving andligtath of
preference. This requires a refinement of the bootstrapping hypothesis, turningre
distributional than was originally envisageSipeakers do not only need track the sets of
constructions a verb occurs in, but also how frequently a particular verb is encountared i
specific construction or with a particular morphological marker (cf. Newman 2DRfk
2006, 2010; Janda & Lyashevskaya 2011).

There is further evidence that in Russian, like in English, Vision verbkecdistinguished
from one another on this same principle, i.e. on the basis of the frequenciesigthvey are
encountered with certain morphological properties and in certain syntactic constructions.

From this analysis, it can also be concluded that in Russian, Hearing and dgetttet
could help scaffolding concepts of Vision in the absence of vision. There are gtaiigls
between the structures in which Vision and Hearing/Touch participate, whitthszpport the
inference that Visionis “another sense like Hearing/ToucH. At the same time, Touch is
frequently used non-literally, and the verb is not restricted to expressing Taecasipnally
also being used to refer to smell and taste), which paves the way for decquipsigal
sensations from the verbs and creates pathways for supporting cross-modal analogy.

It is expected that an analysis that takes into account the lexical semantiesstgrhents
in each sentence, i.e. a full Behavioral Profile study of the verbs involvedakD#G10 and
references therein), would further improve the classification accaratyork on this is under

way. Notes
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* I would like to thank the three anonymous FoL reviewers as well as Maria
Ovsjannikova for valuable observations and suggestions.

! Smell and taste have traditionally been considered inferior, that is havesdideto

play a less prominent role in humans, but see Wnuk & Mahid (2012) for a recent reassessment.
2 An alternative that is less frequently encountered in the corputgrisgat’ (‘touch’),
which occurs 714 times in the written subcorpus and only 30 times in the oral cagius (|
checked on 07.02.2013). The lower frequency of occurrence for the perfective pasitagdt:’

is possibly due to it being more limited to expressing physical senghtanits counterpart
tronut’, as native speakers report.

3 A reviewer insisted that osjaZatould be a more appropriate experiential candidate for
Touch since it relates to osjazanie, a psychological term foletasiperience. The latter being
true, the verbosjazat’ is not only highly specific (comparable to referring to visias
ophtalmoception) but also not very frequent, in particular in spoken language gthestbout
300 occurrences in the written 130 million word corpus and 8 in the spoken Ildhmithrd
corpus). This makes it unlikely for average non-highly educated speakers to know it.

4 In fact, it is also possible to hear a smell in Russian.

Four of these useduvstvovat’/pocuvstvovat’ 1o encode smell, while three were
homomyms, with tronwepresenting a form of the noun ‘throne’ rather than of the verb‘touch’.

6 | am using the terms participle here to refer to the Rusgiafustie (adjectival
participle) and the term gerund to referdeepricastie (adverbial participle). This is standard
practice (compare Janda & Lyashevskaya 2011) and does not imply that the categories would
behave identically in English and in Russian.

! The level “none” used with tense, number and person signals that this variable does not
apply to a certain form, e.g. infinitives in Russian are not marked for tense, namcbperson
and would be tagged “none” for all three.

8

Janda & Solovyev (2009) report that, based on their data, usually only 6-10

constructions are needed to accurately represent the constructional profile of a verb.
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As one reviewer pointed out, some of the perception verbs have developed non-
perceptual meanings, such as look being used to mean understandsf(as:impro, mot
yxoouwn ‘As far as I understand, you are leaving’) or wait ([Tocmompum, umo on ckadxcem

‘Let’s wait for his opinion”) in certain contexts, and some have grammaticali¢e@d/gps umo
svibupams ‘Depends on what to choose’.) There were no examples of these constructions in the

corpus sample analysed, and as such, they will remain outside the scope of the discussion.
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