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Abstract

In this paper we look at the Line Integral Convolution method for flow visatidin and ways in which this can be
applied to the visualization of two dimensional, steady flow fields in the presgnmcertainty. To achieve this,
we start by studying the method and reviewing the history of modificatioas atithors have made to it in order
to improve its efficiency or capabilities, and using these as a base for thelizesion of uncertain flow fields.
Finally, we apply our methodology to a case study from the field of oceapbhgr

1. Introduction Assuming it is possible to find the PDFs that define the
behaviour of the magnitude and direction of each vector in
a field, in this paper we look at the problem of how to vi-
sualize them, and how this problem can be approached by
considering the modification or augmentation of traditional

All data is uncertain by nature, whether it comes from er-

rors made when taking measurements on the field or from

errors generated by computer simulations. Despite this, it is

not uncommon that, when it comes to visualization, data is - e )

considered to be exact, and images are produced under thalﬂow visualization techniques.

assumption. In Section2, we will provide a brief introduction to flow
There are areas though, where the uncertainty is a fun- visualization algorithms and how there have been efforts to

damental property of the data, and if not considered, visu- apply these Withir_1 the uncerte_lin visuali_zation context. In
alization results can not be considered valid. For example, S€ction3 we |ook in more detail at the Line Integral Con-
take the case when an underlying physical model is in itself volution algorithm (LIC), vital to our approach for uncer-
uncertain, and therefore a number of simulations are needed@in flow visualization. Sectio# defines the methodology
in order to correctly understand the phenomenon. In such a e Will follow in order to implement an uncertain version of
case, we no longer have a single ‘result’ to use as input for the Line Integral Convolution method. In Secti®we intro-

our visualization techniques, but a series of plausible results, 9Uc€ Some of the statistical processes we have used in order
each one with its own probability of being correct. to derive an uncertain flow field from a multivalue dataset. In

o o ) Section6 we present the results of applying our approach to
In scientific applications, vector fields are usually de- 4 ca5e study from the field of oceanography. And finally, in

scribed using two quantities defined over a grid: magnitude Section7, we draw conclusions from our work and comment
and direction. In the uncertainty visualization case, mag- g future developments.

nitude and direction are not represented as precise values,
but as random variables, with associated Probability Density
Functions (PDF). For a random variatdethe PDF,fx tells 2. Background and Related Work

us that the probability oK lying in the intervala, b] is given
P yatying [2.bjis g The visualization of both static and dynamic flow fields is

by: S -
y a problem scientists from different areas of knowledge of-
/b i (X)dx @ ten have to face. In consequence, several techniques have
a been developed to address the issue, and approaches such as
“streamlines” or “particle tracing” are widely known.
T scsrsao@leeds.ac.uk Not intending to provide an extensive review of the flow
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visualization field, in this section we will introduce the ef-
forts that have been made in the specific area of visualizing
uncertain flows. For a good review of the state of the art in
flow visualization, seel[HD *04].

In terms of uncertainty visualization, a good description
of techniques applied specifically in the area of geograph-
ical data can be found ifMRH*05] and a general review
of the current state of the art can be foundliK05]. Our
own work, on visualizing uncertainty in contouring, was pre-
sented at EGUKO08AOBOS].

Next, we will look at some of the work that has been
done in the specific area of uncertain flow visualization. We
will also review a particular group of flow visualization tech-

2.2. Texture-based flow visualization

Although the methods introduced in Secti@rl do allow

the visualization of certain types of uncertainty, these either
present flow properties through the whole field, but only at
discrete locations, or they show the continuous properties of
the field, but for only a reduced number or even a single
particle. Texture-based flow visualization algorithms, on the
other hand, allow the dense and continuous representation of
the underlying flow field.

In 1991, Van Wijk introducedpot noisewith the inten-
tion of using randomly generated textures for the visualiza-
tion of scalar and vector fields over surface®Vp1l]. The
idea behind the spot noise technique is that, by generating

niques based on the use of textures, as these will give us the@ number of spots, it is possible to create random textures

starting point for our approach to uncertain flow visualiza-
tion.

2.1. Uncertain Flow Visualization

As mentioned before, uncertainty in the visualization pro-
cess can arise at different stage®\L97]. When data is col-

lected, uncertainty can arise from the measurement instru-

that reflect the behaviour of the flow field. Spots are located
randomly along the texture and their visual properties, size,
shape, direction, the presence of patterns or different types
of edges, can be modified according to the vector local field.

Van Wijk also introduced Image Based Flow Visualiza-
tion (or IBFV) [VW02], a method that allows the visualiza-
tion of unsteady flow fields using animation. To produce the
frames that compose the animation, a starting image is ad-
vected using the flow field and then blended with a back-

ments themselves or the numerical methods used in the dataground image. The resulting image is later used as a starting

generation stage. Uncertainty is also generated by the algo-

rithms that transform the data, when new variables for exam-
ple are derived from the original measurements. Finally, the
visualization process itself is a source of uncertainty when,
for example, different rendering methods are used.

Wittenbrink and his colleagues investigated the ways in
which glyphs could be used for the visualization of uncer-
tainty arising in both the data acquisition and the modelling
stages. They followed two approaches, first, an overlapping

point to produce the next frame in the animation.

Following the ideas of Van Wijk on spatial convolution
and combining it with digital differential analyser line draw-
ing techniques, Cabral and Leedom introduced one of the
most used texture-based visualization techniques: the Line
Integral Convolution CL93]. At each pixel, a streamline is
traced in both the forward and backward directions, a ran-
dom noise texture field is then evaluated along this stream-
line and convolved with a filter to produce the intensity to

approach by which properties such as colour, transparency pe shown in the final image. The next section presents a

and size of a glyph are modified to encode the uncertainty in

more detailed description of LIC, as this technique will be

the data; but focused in a second approach, in which glyphs the starting point for our approach in uncertain flow visual-
are designed specifically to include uncertainty cues. Under jzation.

this second approach, arrow-like glyphs are defined in such

a way that, for example, magnitude uncertainty in a vector

can be represented by drawing multiple arrow heads and di- 3 Line Integral Convolution (LIC)
rection uncertainty is represented by varying the shape of the capral and Leedom noticed that, although some techniques

arrows WPL96|.

Lodha and his colleagues developed UFLOW, a system

that focuses on the visualization of the uncertainty that arises
when different algorithms are used to calculate streamlines

based on the same flow field. They do this by rendering the
output of two different algorithms simultaneously and use

for the visualization of vector fields existed at the time, these
were not always suitable when dealing with very dense fields
or when generalized to applications outside the traditional
scientific visualization field. To address this issue, they de-
veloped a new, texture-based method for the visualization
of flow fields known as Line Integral Convolution, or LIC

visual structures, such as glyphs or streamlines, to represent[CL93]'

the differences between theitHSW94.

In a similar approach, Lopes and Brodlie focused on

showing the uncertainty that arises when analysing the er-

ror created by different numerical integrations of the same
particle tracing algorithml[B99].

LIC is based on the idea that visual properties at each pixel
in the final image, can be determined by generating a kernel
that describes the behaviour of the field around the current
location and convolving this with an input texture.

To understand how LIC works, let us consider the case

submitted tcEG UK Theory and Practice of Computer Graphics (209
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of a two-dimensional, static flow field, described as vectors section we will review the ways in which this basic algo-

over a regular grid. First, we define a random noise input rithm can be modified so that it can be used for the visual-
texture of the same size as the input vector field. Then for ization of uncertainty in the flow fields.

each vertex in the input dataset, we calculate a streamline
that defines the movement a particle would experience when
exposed to the flow in both the forward and backward direc-

tions. Secondly, we convolve the streamline with the random
input texture, using the length of the path as convolution ker-

nel, in order to determine the intensity at the corresponding
pixel in the final image.

To achieve this, we will use two different approaches, the
modification of the input texture used for the LIC convolu-
tion (Sectiord.1), and the modification of visual properties,
such as hue (Sectigh2) and brightness (Sectigh3).

In order to test our ideas, we need a dataset that has uncer-
tainty measurements. To solve this, and in an effort to clar-
ify, we have added an arbitrary value to represent the uncer-
tainty in the magnitude at each vector in the dipole dataset
presented in Figurd. To add the uncertainty, we have di-

Although results from this method are visually appealing,
originally, LIC was a computationally expensive algorithm,

that required numerous computations of streamlines along * ! ) )
the flow field. Stalling and HegeSH99 noticed that, for vided the dataset into four areas, then, we assign to each grid

pixels that lie along a particular streamline, the results from Pointin the lower left area a PDF for its velocity magnitude,
the convolution process differ only by two small correction With mean equal to 1 (due to vector normalization) and stan-
terms, one at each end of the streamline. So, if we generate adard deviation equal to 0.1. Vectors in other areas, ordered
streamline longer than the kernel needed for the convolution counter-clockwise from the first, were assigned standard de-
process, the performance of the algorithm can be improved Viation values of 0.4, 0.6 and 0.8 respectively.

in two ways: by moving along the streamline and recursively
calculating the intensity in the final image; and by reducing
the number of streamlines that need to be generated.

Figure 1: Vector field generated by an irradiating dipole an-
tenna, visualized using our implementation of the fast LIC
algorithm and a white noise input layer.

Figurel shows the results of using our implementation of
the fast LIC algorithm to visualize the vector field generated
by an irradiating dipole antenna (Vector field data obtained
from IRIS Explorer).

Having implemented the LIC algorithm, we will introduce
in the next section ways in which this can be modified for the
uncertain flow situation.

4. Our Approach - Uncertain Line Integral Convolution

4.1. Multi-Frequency noise

In order to encode information regarding the magnitude of
the underlying vector field, Kiu and Banks introduced a
modified version of LIC that used multi-frequency noise as
input layer for the convolution procesSB96].

Using a frequency inversely proportional to the magni-
tude of the vector field has, in terms of representing the mag-
nitude, the advantage of generating long, thicker streaks in
areas of high speed and short, thin streaks in areas of low
speed KB96].

When looked at from the uncertainty visualization view-
point, a low frequency input texture, and the corresponding
blur effect in the final image, can be used to encode locations
where the uncertainty in the input data makes it difficult, or
in cases even impossible, to clearly define the flow direction.

Figure 2: Four different noise layers. From left to right, the
original, high frequency, randomly generated white noise
layer; and decreasing frequency layers generated using
Gaussian filters and histogram equalization.

Starting from a high frequency white noise image, lower
frequency layers can be easily derived using Gaussian filters
and histogram equalizatiofEff00]. Figure 2 shows the re-
sults of such a process. For the initial high-frequency white
noise layer, values are randomly generated at a ratio of one

We have seen how a texture-based visualization technique, value per pixel. Moving from left to right, and following the

LIC, can be used for the visualization of vector fields. In this

submitted tcEG UK Theory and Practice of Computer Graphics (2009

lines of [KB96], correlated noise layers are calculated using



4 R. Allendes & K. Brodlie / Uncertain Flow Visualization ugihlC

B ../data/mdts/dipoleVF g« =]E3 B ../data/mdts/dipoleVF. g [=1E3

Figure 3: Using a composition of multiple frequencies ran-  Figure 4: Use of colour to show different values of uncer-
dom noise, we can generate a new LIC image of our dipole tainty in our dipole dataset.
dataset.

Gaussian filters of size 5, 7 and 9, and histogram equaliza-  Notice that, although only four colours are shown in the
tion. image, these are mapped directly from the uncertainty val-

] ) ) ~ ues. This differs from the way uncertainty is mapped when
When using multi-frequency input layers together with  ysing multiple noise layers, where a whole range of values

our LIC implementation, the lines that show the flow pat- js mapped to each of the different frequency noise layers.
terns become, as expected, increasingly blurred, thus giving

the impression of a flow that is not well defined. Figdre
shows the result of applying such an approach to our test 4.3. Fog

dipole dataset. There could be situations in which the most effective way

to represent uncertainty is to actually avoid the display of
4.2. Colour highly uncertain data.

Shen, Johnson and Ma used dye advection and animation
to depict the direction of a flow being visualized using B ../data/mdts/dipoleVF. g« [=]E]
LIC [WJIKM9E€]; similarly with the help of animation, and ; Py

using decaying levels of intensity, Wegenkittl, Groller and
Purgathofer introduced an Oriented Line Integral Convolu-
tion (OLIC) [WGP97, and a more computationally effective
version FROLIC WG97]. Following a different approach,
colour has also been used when working with multivalue
datasets, in order to show multiple scalar magnitudes asso-
ciated with a single vector fieldfiIM *03].

If we define each pixel in the final image as an HSV tu-
ple, we can consider LIC as a method that only modifies the
brightness of the pixel, or V-component of the model. This
leaves us with two other components we can use to show the
uncertainty in the dataset. We have chosen to use the Hue.

Figure4 shows the results of using colour to identify dif- Figure 5: Using a fog effect, we can effectively white out
ferent levels of uncertainty on the dipole dataset. This effect 51055 of high uncertainty in the dataset.

is achieved by evaluating the uncertainty at each pixel in the

final image and using a mapping function to determine a hue

value for the pixel. The pixel is finally drawn using the hue To achieve this effect, we have implemented a fog effect

value selected from the colour mapping, a fixed value of sat- that uses uncertainty to create a layer of high brightness that
uration and the brightness level obtained from the LIC rou- can be superimposed on the image resulting from the LIC

tine. routine. This is achieved by adding the levels of brightness of
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the fog layer and the LIC image. Figubeshows the results
of applying such a technique to the test dipole dataset.

5. Multivalued Velocity Fields

Let us assume we have a two dimensional, multivalued ve-
locity field, i.e. there are several velocity values at each grid
location. It is possible from this information, to derive statis-
tics that define a probability density function (PDF) for both
the magnitude and the direction of this field at each point in
the grid. If we finally assume that the PDFs follow a nor-
mal (or Gaussian) distribution, then we can completely de-
fine them by calculating their means and standard deviations.

To calculate the statistics that define the PDF for the mag-
nitude of a vector at each grid point, we use the following
equations:

&)

s= [axg ®3)
wherez is the mean vector magnitude at the current grid

point, n represents the number of realizations availahle,

is the vector magnitude at the current location for realization
k, andsis the standard deviation of the sample. Thus, we can
say that the magnitude of the vector at each grid location is
defined by a random variabg with the distributiorN(j, 0)

with y=xando =s.

The calculation of the statistics needed for the distribution
of the direction is not as intuitive as the one for the magni-
tude, due to the circular nature in which angles are measured.
However, there are references suchMar72 that provide
us with an answer for this situation.

Let us defineb1,0,...0 with k: 1...n as the direction
of the vector at each location in the grid foeth realization.
Then we can construct the following sums:

1 n
X = =Y cos6y
n k;
4
12
y = = sinB
&
We can re-write Equatiod in polar coordinates:
X=r+cos® and y=r=xsin® (5)
with0<r <1and 0 <86 < 360 by writing
r=+x+y? and tanézg (6)

Finally, we can defin® as the mean direction of the vector

submitted tcEG UK Theory and Practice of Computer Graphics (2009

5

at the current location, as given by Equatidrts 6. And we
can define the standard deviatioras

o=+v-2xInr

()

6. Results

In section4, we described the methods we implemented for
the visualization of uncertain flow, and applied them to a
test dataset. In this section, we will present a real uncertain
flow field from the field of oceanography, and present the
results of using these previously described methods for its
visualization.

6.1. Case Study: Oceanography

The study of the Ocean Dynamic Topography (ODT), which
can be defined as the height of the sea surface above its rest
state (the geoid), is of importance for oceanographers, as it
allows them to understand the circulation patterns of oceans
and the associated geostrophic surface currents, one of the
main players in the regulation of Earth’s climate.

However, technical difficulties in the definition of the
geoid make it difficult to obtain direct measurements of
the ODT, and scientists usually rely on alternative meth-
ods, such as the calculation of Mean Dynamic Topographies
(MDT) to use in their studies. Bingham and Haines proposed
a method to combine a series of MDTs to generate a com-
posite MDT and use the spread among the original models
as a formal measure of errd3iH06].

Working together with the University of Reading, we have
obtained the eight original MDTs used in the original deriva-
tion of the composite MDT. Each of these input models de-
scribes the height of the ocean using a regular two dimen-
sional grid, in which the lowest-left grid point represent co-
ordinates 41N 79W, and the upper-right grip point represents
coordinates 77N 13E.

Using the method described in Sectidnwe can use the
eight original MDTSs to generate an uncertain model of the
flow field that represents the velocities at surface level.

Using the calculated mean velocity of the dataset as in-
put to our normal LIC implementation, we obtain the results
shown in Figures. Notice that areas where there is no de-
fined data, due to large land-masses or islands, are blacked
out on the final image.

Also, having derived measures for uncertainty in the mag-
nitude and direction of the vector field, it is now possible to
use the modified versions of LIC described in Sectidio
visualize this dataset.

6.2. Multi-frequency noise

For both magnitude and direction in the vector field, we can
divide the whole range of uncertainty values into a series
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..[data/mdts/speedVF.gd

of discrete levels, and use these to select different layers of
frequency noise to use in the convolution process of LIC as

described in SectioA. 1

Pdata/mats/epeedvrgd

Figure 7: Multi-frequency noise mask generated when using
five levels of equally spaced magnitude uncertainty levels.

“/data/mdte/speedvrgd

Figure 9: Multi-frequency LIC representation of the com-
posite MDT gradient dataset, using direction uncertainty to
generate the input noise layer mask.

Figure10 shows a basic LIC image, in which we have used
colour to represent the uncertainty in the magnitude of each

In our case, we have chosen to divide the range into five vector in the field. Notice that for mapping purposes, the un-
equally spaced levels of uncertainty. For the magnitude case, certainty range has been normalized to the interval (0,1), and

this generates an input noise mask as shown in Figure

~Jdatajmdts/speedVF.gd
SSERAR Wy
NN _

e N

Figure 8: Multi-frequency LIC representation of the com-
posite MDT gradient dataset, using magnitude uncertainty
to generate the input noise layer mask.

In turn, Figures8 and 9 show the results of using our
multi-frequency LIC to visualize the uncertainties in both
magnitude and direction of the flow field.

6.3. Colour Addition

As described in sectiod.2, we can also use colour to en-
code information regarding the uncertainty in our flow field.

that as mentioned in Sectiah2, the colour mapping is a
continuous function of the uncertainty values.

At this point, it is possible to start incorporating differ-
ent techniques into our visualization. These can be used re-
dundantly to encode the same information and produce a
stronger effect, or as an option to add more information to
our visualization.

datajmdte/cpeedvEga

Figure 11: Multi-frequency and colour LIC. Colour is used

to encode the magnitude of vectors, whilst the uncertainty in
the magnitude is used to select the noise layer to be used in
the convolution process.

Figures11 and 12 show two different ways in which

submitted tdEG UK Theory and Practice of Computer Graphics (209
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../data/mdts/speedVF.gd

Figure 10: Normal LIC representation of the gradient vector field composed withi@uc map of the magnitude’s uncertainty.

/data/mate/Epeedvrga

\- (0.20, 0.40)|

g o

s T
-

&y

.40, 0.60)

@.60, 0.80)

.80, 1.00)

Figure 12: Multi-frequency and colour LIC image. Noise
layers are selected based in the uncertainty in magnitude.
Colour is also used to identify the noise layer being used at
the current location.

colour can be incorporated when using multi-frequency
noise with LIC. First, in Figurell we use colour to map
the magnitude of the vector field (which has also been nor-
malized to the interval (0,1)) whilst a multi-frequency noise
layer has been constructed using timeertaintyin the mag-
nitude. Figurel2 on the other hand, both colour and multi-
frequency noise are used to identify different levels of un-
certainty in magnitude of the vector field.

6.4. Fog Effect

Finally, we can use the uncertainty, either in the magnitude
or the direction of the vector field, to derifeg layerswhich

Tdata/mate/Epeedvrgd

©:20, 0.40)

040, 0.60)

(.60, 0.80)

(©.80, 1.00)

Figure 14: Colour and multi-frequency noise layers are used
to show the uncertainty in the direction of the field. The fog
layer used is based in the magnitude’s uncertainty.

As before, different techniques can be used to show a
combination of different types of uncertainty, together with
other properties of the vector field. Figutd shows the re-
sult of running multi-frequency LIC, using the uncertainty
in the direction to select both the noise layers and the colour
mapping, and using the uncertainty in the magnitude to cre-
ate the fog effect.

7. Conclusions and Future Work

In this paper, we have reviewed two different approaches to
modify the Line Integral Convolution algorithm, in order to
make it suitable for the visualization of static, uncertain fluid
flows. These are the use of multi-frequency random input

can be used to increase the brightness in areas of high uncerdayers, and the use of colour and brightness.

tainty in the final LIC image.

/datajmats/Epeeavrga)

Figure 13: Normal LIC image with increased brightness ac-
cording to the uncertainty in vector's magnitude.

submitted tcEG UK Theory and Practice of Computer Graphics (2009

The described techniques have been implemented and ap-
plied to two datasets: a test dataset showing the field gen-
erated by an irradiating dipole antenna, with synthesized
uncertainty; and a practical case study from the field of
oceanography.

We have also shown that, through the combination of the
different approaches, it is possible to show simultaneously
the mean and the standard deviation of a particular compo-
nent of the vector field; and that it is also possible to show
different types of uncertainty in a single image.

We are currently experimenting with the modification of
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other properties when generating the input layer used by [LPKO5] Love A. L., PANG A. T., Kao D. L.: Visual-
LIC, in a continuous search for more ways to encode un- izing spatial multivalue datalEEE Computer Graphics
certainty information. One of these approaches is looking at  and Applicationg2005), 69-79.

the range of frequencies used when generating white noise [LPSW96] LODHA S. K., NG A., SHEEHAN R. E.
and how this could be related to the uncertainty in the field. WITTENBRINK C. M.: UFLOW: Visualizing uncertainty

In terms of the visualization algorithm, we are looking in fluid flow. In IEEE Visualization '96(1996), Yagel R.,
at implementing this techniques using a different texture- ~ Nielson G. M., (Eds.), pp. 249-254.
based visualization technique as starting point. In particular, [Mar72] MARDIA K.: Statistics on Directional Data
we have taken the first steps towards an uncertain enabled Academic Press, 1972.
version of van Wijk’s technique Image Based Flow Visual- [MRH*05] MACEACHREN A. M., ROBINSONA., HOP-

ization PW02]. PER S., GARDNER S., MURRAY R., GAHEGAN M.,
HETzLER E.: Visualizing geospatial information uncer-
tainty: what we know and what we need to knd@®artog-
raphy and Geographic Information Science 822005),

. . . 139-160.
We are aware that further evaluation of the techniques is

necesary in order to understand the perceptual issues better[PWL97]  PANG A. T., WITTENBRINK C. M., LODHA
and we are currently planning this. S. K.: Approaches to uncertainty visualizatiofihe Vi-

sual Computer 138 (1997), 370-390.

[SH95] SraLLING D., HEGE H.-C.: Fast and resolu-
tion independent line integral convolution. M«GGRAPH
'95: Proceedings of the 22nd annual conference on Com-

We have assumed a normal distribution, however, the
ideas will apply to other distributions (such as uniform), and
we hope to look at this in the future.
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