1. Introduction

Interferometric Synthetic Aperture Radar (InSAR) is a geodetic tool that is well suited to the observation of crustal deformation processes. However, the use of InSAR to measure small magnitude and long wavelength deformation signals, such as interseismic slip (e.g., Fournier, Pritchard, & Finnegan, 2011; Hooper et al., 2013; Béjar-Pizarro et al., 2013; Walters, Elliott, Li, & Parsons, 2013), subduction zone slow slip events (e.g., Caballé et al., 2013; Bekaert, Hooper, & Wright, 2015a), and creep (e.g., Jolivet et al., 2012) is severely limited by atmospheric contamination from ionospheric noise. Correction methods using weather model data, GNSS and/or spectrometer data have been applied in the past, but are often limited by the spatial and temporal resolution of the auxiliary data. Alternatively, a correction can be estimated from the interferometric phase by assuming a linear or a power-law relationship between the phase and topography. Typically, the challenge lies in separating deformation from tropospheric phase signals. In this study, we perform a statistical comparison of the state-of-the-art tropospheric corrections estimated from the MERIS and MODIS spectrometers, a low and high spatial-resolution weather model (ERA-I and WRF), and both the conventional linear and new power-law empirical methods. Our test regions include Southern Mexico, Italy, and El Hierro. We find spectrometers give the largest reduction in tropospheric signal, but are limited to cloud-free and daylight acquisitions. We find a ~10–20% RMSE increase with increasing cloud cover consistent across methods. None of the other tropospheric correction methods consistently reduced tropospheric signals over different regions and times. We have released a new software package called TRAIN (Toolbox for Reducing Atmospheric InSAR Noise), which includes all these state-of-the-art correction methods. We recommend future developments should aim towards combining the different correction methods in an optimal manner.
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(from now on referred to as tropospheric phase delay) is the difference between tropospheric delay at the master and slave acquisition times \( \Delta \delta_{\text{tropo}} = \delta_{\text{tropo}}^m - \delta_{\text{tropo}}^s \), and thus depends on the change in refractivity, rather than the total refractivity.

Tropospheric corrections can be calculated using auxiliary information from weather models (e.g. Wadge et al., 2002; Liu, Hanssen, & Mika, 2009; Doin, Lasserre, Peltzer, Cavaillé, & Doubre, 2009; Jolivet, Grandin, Lasserre, Doin, & Peltzer, 2011; Walters, Parsons, & Wright, 2014; Jolivet et al., 2014), GPS measurements (e.g. Williams, Bock, & Fang, 1998; Onn & Zebker, 2006; Li, Fielding, Cross, & Muller, 2006a; Löffgren e al., 2010), multi-spectral observations (e.g. from the Medium Resolution Imaging Spectrometer (MERIS) onboard the Envisat satellite; or the Moderate Resolution Imaging Spectroradiometer (MODIS) onboard the Terra and Aqua satellites) (Li et al., 2006b; Li, Fielding, Cross, & Preusker, 2009; Li, Fielding, & Cross, 2009), or GPS in combinations with spectrometer data (e.g. Li, Muller, Cross, & Fielding, 2005; Puysseégur, Michel, & Avouac, 2007). The estimated corrections are often limited by the spatial and temporal resolution, and the precision of the auxiliary data. GPS stations are often absent or sparsely distributed in many areas around the world. Spectrometers can only provide useful corrections under cloud-free and daylight conditions. Weather models and spectrometer observations that are not acquired simultaneously with SAR data need to be interpolated in time, which can also introduce uncertainties. This is not required for MERIS in combination with Envisat ASAR sensor, as both were operated simultaneously onboard Envisat.

Tropospheric corrections can also be calculated empirically directly from the interferogram. Tropospheric delays \( \Delta \delta_{\text{tropo}} \) for an individual interferogram can be estimated by assuming a linear relation, \( \Delta \delta_{\text{tropo}} = K_{\delta b} \cdot h + \Delta \delta_{\delta b} \) between topography \( h \) and the interferometric phase \( \Delta \phi \) in a non-deforming region (Wicks et al., 2002) or in a spatial band insensitive to deformation (Lin, Simons, Hetland, Muse, & DiCaprio, 2010), where \( K_{\delta b} \) is the gradient to be estimated, and \( \Delta \delta_{\delta b} \) is a constant that can be neglected as it merely represents a constant shift applied to the whole interferogram. Elliott, Biggs, Parsons, & Wright (2008) used a modification of this method and removed a preliminary estimate of the deformation displacements prior to estimating \( K_{\delta b} \). Such phase-based methods have been effective in the reduction of tropospheric signals, but are limited as they assume no spatial variability of the tropospheric properties is present. Some authors have attempted to overcome this limitation by applying a piece-wise slope correction over multiple windows (e.g. Béjar-Pizarro et al., 2013). However, this method is technically flawed, as a laterally-varying tropospheric signal requires a common reference between windows, and estimation of the constant \( \Delta \delta_{\delta b} \) within windows is not possible as other phase contributions bias the estimate. Alternatively, Bekaert, Hooper, & Wright (2015b) developed a power-law model, which unlike the linear approach can account for a spatially-varying tropospheric signal in the presence of deformation.

In this study, we perform a statistical analysis of several different tropospheric correction methods that can be used to correct an individual interferogram. This includes corrections estimated from (i) MERIS at ~1.2 km spatial-resolution, (ii) MODIS at 1 km resolution, (iii) the archived European Center for Medium-Range Weather Forecasts (ECMWF) ERA-I weather model at 80 km resolution (Dee et al., 2011), (iv) a locally run Weather Research and Forecasting Model (WRF) (Michalakes et al., 2004) nested to a 7 km resolution, and the phase-based empirical (v) linear and (vi) power-law corrections. All these methods are included in TRAIN, our open-source Toolbox for Reducing Atmospheric InSAR Noise.

### 2. Tropospheric correction methods for InSAR

Tropospheric signals consist of a short-scale (few km) component, introduced by turbulent as well as coherent dynamics in the troposphere, a longer-scale (10 s of km) component, introduced by lateral variation of pressure, temperature, and relative humidity, and a topography-correlated component due to changes of pressure, temperature, and relative humidity with height (e.g. Hanssen, 2001). Different correction techniques have different sensitivities for these three components of the tropospheric delay. For example, weather models often have timing issues, which render them unable to correctly resolve the turbulent variation of water vapor (e.g. Liu et al., 2009). While the statistical properties of the turbulent component can be representative for the region, the location can be wrong, leading to an adverse effect when removing the estimated tropospheric signal. Unlike water vapor, temperature and pressure are smooth in space, leading to a better-resolved longer wavelength hydrostatic component. Spectrometer measurements only produce an estimate for the wet component of the delay. While a direct comparison is possible between the spectrometer correction and the wet delay as estimated from weather models, the phase-based methods cannot produce separate wet and hydrostatic components of the delay. As the linear and the power-law methods only estimate a topography-correlated component of the delay, they explicitly cannot account for the turbulent and coherent short-scale component.

In the following section we provide more information on the estimation procedure of the different correction methods.

#### 2.1. Tropospheric delays from weather models

The output (pressure, temperature, and relative humidity) from local or global weather models can be used with Eq. (1) to compute both hydrostatic and wet tropospheric delay (Doin et al., 2009; Jolivet et al., 2011). In this study we used the freely available archived ERA-I global model, and also run our own local high spatial-resolution model using the Weather Research and Forecasting (WRF) model (Michalakes et al., 2004).

**ERA-I** outputs data at a spatial resolution of ~80 km, at a 6 h interval, and on 37 pressure levels (Lee et al., 2011). We performed a lateral and vertical spline interpolation of pressure, temperature, and relative humidity, after which we computed the refractivity and the integration from the surface upwards. To match the SAR acquisition time, we performed a linear interpolation in time.

We modified the WRF set-up to produce outputs at the same 37 pressure levels as ERA-I. We set the boundary of the parent WRF domain using the National Center for Environmental Prediction (NCEP) Climate Forecast System Reanalysis (CFSR) data (Saha et al., 2010) and NCEP’s Global Forecast System analysis (GFS) (Unidata et al., 2003). As GFS did not exist prior to 1 November 2006, we used the CFSR data instead for those dates. The impact of changing between CFSR and GFS on the estimated delays is small. We estimate negligible differences in slant total delay between the two methods; the average RMS difference is <1 mm across 15 interferograms for which CFSR and GFS corrections were both available.

#### 2.2. Tropospheric delays from spectrometer observations

Both MERIS and MODIS provide products of Precipitable Water Vapor (PWV), the vertically integrated water vapor content of the atmosphere. The MERIS estimate for PWV is computed by comparing the radiance ratio between two closely-spaced infrared frequency bands, of which only one is sensitive to water vapor (ESA, 2011). A similar approach is used for MODIS but with five near-infrared bands instead (Gao & Kaufman, 2003). PWV is defined as the equivalent column height of liquid water when integrating all water vapor \( e \) from the surface \( h \) to the top of the atmosphere (Bevis et al., 1992):

\[
PWV = \frac{1}{\rho_w R_e} \int_0^h e \frac{dh}{T}
\]

where \( \rho_w \) is the density of water, \( R_e \) the specific gas constant of water vapor, and \( T \) temperature. The MERIS PWV accuracy has been estimated
from continuous GNSS to be \(-1.1\) mm, equivalent to \(-6.2\) mm of zenith wet delay for each epoch (Li et al., 2006b). For a difference between two epochs this increases by a factor of \(\sqrt{2}\) to 8.8 mm. This is equivalent to \(-1\) cm in radar line-of-sight for Envisat with an incidence angle of 23°, obtained by substituting \(PWV = 8.8\) mm in the computation of the spectrometer delay, Eq. (5), provided below. We found that MODIS gives at best an accuracy equal to that of MERIS, further detailed in the results section. MERIS has no bias in PWV retrieval, but MODIS tends to over-estimate PWV on average by 5% (Li, Muller, & Cross, 2003). For those SAR dates where PWV from MERIS and MODIS have \(\geq 50\%\) mutual pixels after applying a cloud cover mask, we estimated a MODIS recalibration factor \(\alpha_{MODIS}\) from a linear relation between both the cloud-free MERIS and MODIS PWV. For the other SAR acquisitions we assumed the calibration factor to be the weighted average of the estimated calibration factors, where weights were estimated from bootstrapping.

The tropospheric delay of Eq. (1) can be rewritten as:

\[
\Delta \phi_{\text{tropo}} = \frac{-4\pi \times 10^{-6}}{\lambda} \left( k_3 \int_{h}^{h_{0}} \rho e \frac{d\phi}{d\tau} \, dh + \frac{k_5}{h} \int_{h}^{h_{0}} \rho e \frac{d\phi}{d\tau} \, dh \right)
\]

(3)

where \(T_{m}\) is (Davis, Herring, Shapiro, Rogers, & Elgered, 1985):

\[
T_{m} = \frac{\int_{h}^{e/T \Delta \phi} \, dh}{\int_{h}^{e/T^2 \Delta \phi} \, dh}
\]

(4)

This can now be further rewritten in terms of the spectrometer delay as:

\[
\Delta \phi_{\text{tropo}} = \frac{-4\pi}{\lambda} \frac{\Pi}{\cos \theta} + PWV.
\]

(5)

where \(\Pi\) is a conversion factor (Bevis et al., 1992; Niell et al., 2001; Li et al., 2003; Li et al., 2006b), typically around 6.2, that varies with the temperature of the troposphere, as:

\[
\Pi = R_\nu \rho_{\nu} 10^{-6} \left( k_5 + \frac{k_3}{T_{m}} \right).
\]

We estimate \(\Pi\) for individual SAR acquisitions using balloon sounding data, provided by the Department of Atmospheric Science of the University of Wyoming.

### 2.3. Phase-Based tropospheric delays

The interferometric tropospheric phase \(\Delta \phi_{\text{tropo}}\) can be estimated from the relationship between the interferometric phase and the topography as:

\[
\Delta \phi_{\text{tropo}} = K_{\phi}\Delta h + \Delta \phi_{0},
\]

(7)

for the linear method, and

\[
\Delta \phi_{\text{tropo}} = K_{\phi}'(h_0 - h)^\alpha, \quad \text{with} \quad h < h_0
\]

(8)

for the power-law method, where \(K_{\phi}\) and \(K_{\phi}'\) are coefficients relating phase to topography. The power-law reference height, \(h_0\), and the power-law coefficient, \(\alpha\), are constants estimated from balloon sounding data, or weather model data (Bekaert et al., 2015b). Unlike the linear method, the power-law method can account for spatial variation of tropospheric properties by estimating \(K_{\phi}'\) over local windows.

Lateral variation for the lower part of the troposphere is critically controlled by the interaction of air parcels with topographic barriers (Markowski & Richardson, 2010). Whether or not an air parcel will flow around or over a mountain is related to the relative height, the slope of the mountain, the mountain aspect ratio, the horizontal wind speed towards the mountain, and the static stability of the troposphere. The stagnation height, \(h_{stag}\), or the mountain height for which blockage occurs, can be simplified as:

\[
h_{stag} = \frac{v_m}{\mathcal{f}_{bv}}
\]

(9)

with \(v_m\) horizontal wind speed towards the mountain, and \(\mathcal{f}_{bv}\) the Brunt–Väisälä frequency (Markowski & Richardson, 2010), which we fixed to be 0.01 Hz.

The original power-law method (Bekaert et al., 2015b) splits the study region into multiple rectangular windows, over which the local phase-topography relation is estimated. This is then interpolated to all data points, by weighting the windows with the distance to the data points, and with the window uncertainty of the estimate. We modified the method to account for disconnected tropospheric regions by specifying a physical boundary, identified from stagnation or mountain blockage, which is used to limit the interpolation to the windows of the same tropospheric region only.

First, we computed the stagnation height for each SAR date using WRF, and compared stagnation height with local topography to identify disconnected regions. Figs. S1–S3 give a binary representation for all SAR dates whether or not stagnation occurs. Second, we combined the binary information of all SAR dates to compute the fraction of consistent stagnation over time (Fig. 1), which allows us to identify the physical boundaries that act as barriers persistently through time.

### 3. InSAR processing

We processed InSAR data using ROI_PAC to focus the raw data (Rosen, Henley, Pelzer, & Simons, 2004), DORIS to form interferograms (Kampes, Hanssen, & Perski, 2003), and StaMPS to select stable scatterer pixels (Hooper, Segall, & Zebker, 2007). While a time-series InSAR approach is not required to estimate the tropospheric delay map for each individual interferogram, it allowed us to increase the signal-to-noise ratio, helping the unwrapping process. Moreover, when processed through a small baseline network, it allowed us to validate the unwrapping process. Known phase contributions due to Envisat’s oscillator drift are also removed according to Marinkovic & Larsen (2015).

![Fig. 1. Fraction of consistent mountain blockage over time for (a) Mexico, (b) Italy, and (c) El Hierro, using WRF wind velocities at the time and date of the SAR acquisitions. Mountain blockage for individual SAR acquisitions is contained in Figures S1–S3 for the different regions. (See the online manuscript for a full color version of this figure)](image306x93 to 548x279)
4. Background of the test sites

We investigated the correction capability of the different tropospheric InSAR correction methods over three test sites: Mexico, Italy, and El Hierro in the Canary Islands (Fig. 2).

Over Mexico we generated a single master network of 19 descending Envisat interferograms (track 255, Table S1), spanning the period from November 2004 until December 2009, and covering an area of ~100 km by 340 km. While no significant earthquakes occurred during our study, interferograms are subjected to long-wavelength (few 100 s km) tectonic displacements introduced by the 2006 Guerrero slow slip event, equivalent to $M_w \approx 7.3$ (Bekaert et al., 2015a), as well as interseismic deformation due to locking on the subduction interface.

The topography ranges from sea-level up to 4.8 km elevation, and includes the Valley of Mexico City, and the surrounding Popocatépetl and Iztaccihuatl volcanoes. A mountain range of ~2 km elevation, just 100 km inland from the coast, acts as an obstacle for air flow and thus can introduce different atmospheric conditions on either side of the mountain. Large tropospheric phase delays (>5 cm) have been observed in previous InSAR studies of this region (e.g. Hooper, Bekaert, Spaans, & Arikante, 2012; Cavalié et al., 2013; Bekaert et al., 2015b).

Over Italy we generated a small baseline network of 49 descending Envisat interferograms (track 79, Table S2), spanning December 2002 until February 2009. Our study area extends from the western to eastern coastline of peninsular Italy (~100 km by 260 km), crossing the Apennines, with a maximum topographic height of ~2 km and ridges oriented parallel with the coastline. Within this region six earthquakes of $M_w \geq 5$ occurred, clustered around April 2009, of which the L’Aquila earthquake of 6 April was the largest with $M_w 6.3$ (e.g. Walters et al., 2009; Cheloni et al., 2014). Tectonic contamination from long-wavelength (few 100 s km) interseismic deformation (extension rate of $6 \pm 2$ mm/yr; D’Agostino, Giuliani, Mattone, & Bonci, 2001) is expected to be small, as horizontal deformation is predominately perpendicular to the radar line-of-sight, in which direction InSAR is insensitive.

Over El Hierro we generated a small baseline network of 78 descending TerraSAR-X interferograms (track 79, Table S3). El Hierro is much smaller (~30 km by 25 km) than our Mexico and Italy datasets, and as an island is completely surrounded by water. The local topography is related to the volcanic nature of the island. A sharp cliff ~1.5 km high, in combination with the surrounding ocean, allows for complex and highly turbulent tropospheric delays. Our InSAR data covers the period from September 2011 until February 2012, and includes the 13 October 2011 submarine eruption (e.g. González et al., 2013).

5. Results and discussion

Prior to the computation of the MODIS tropospheric delays, we performed a recalibration of MODIS PWV using MERIS as a reference. The left panel of Fig. S4 shows the estimated calibration factors $\delta_{\text{MODIS}}$ for individual SAR acquisitions, with the uncertainty estimated from 1200 bootstrap runs. The average uncertainty for $\delta_{\text{MODIS}}$ is 0.001. The average weighted calibration factor amounts to ~0.98 over Italy, based on 13 samples, and ~0.95 over Mexico, using only 14 samples, or when combining all samples (Fig. S4 right panel). This value is in agreement with Li et al. (2003) and Li et al. (2005), who found an average recalibration factor of 0.95 when comparing MODIS PWV with GPS observations over Germany and Southern California. On average we found negligible differences between estimated tropospheric delays when applying an individual estimated calibration factor or when assuming a fixed value of 0.95. Therefore we believe it will be sufficient for future studies to estimate a single calibration factor for each region.

The power-law method can be applied in deforming regions by applying the estimation in a spatial band insensitive to the deformation. However, other strong signal contamination from the turbulent troposphere and orbit errors should also be avoided. While turbulent signals manifest at short spatial scales, and orbit errors are of long wavelength, the selection of the non-deforming band is not always trivial, as it requires a priori information about the spatial extent of deformation throughout time.

We selected the spatial band whose correction had the smallest RMSE when compared to the unwrapped interferograms (Fig. S5). To avoid contamination of deformation, we corrected the interferograms (left panel) for a time-series estimate of tectonic deformation and DEM errors.

We found the mean RMSE to vary more strongly between spatial bands over Mexico ($\sigma_{\text{RMSE}}$ of 0.2 cm) and Italy ($\sigma_{\text{RMSE}}$ of 0.3 cm), than over El Hierro ($\sigma_{\text{RMSE}}$ < 1 mm). The 8–16 km spatial band corresponded to the smallest RMSE over Mexico, 16–32 km over Italy, and 4–16 km over El Hierro.

We modified the power-law method from Bekaert et al. (2015a) to allow for disconnected tropospheric regions separated by blue solid lines in Fig. 2, which likely have different tropospheric conditions. To
identify these regions we used Eq. (9) to compute the consistency of wind stagnation over time due to topography (Fig. 1).

Mountain blockage occurs for more than 95% of the time over our Mexican study area, except for the region within ~10 km of the Mexican coast, dividing our study area into multiple disconnected tropospheric regions. We did not enforce different disconnected regions over Italy, as the western extent of our study region is only blocked 50–65% of the time. Over El Hierro this analysis is not applicable due to its smaller extent. The identification of different disconnected tropospheric regions (Fig. 2, blue solid lines), in combination with local subdivision to allow for spatial variation of tropospheric properties (blue dashed lines), leads to a total of eight power-law windows over Mexico, three over Italy, and one over El Hierro.

Fig. 3(a)–(c) shows two examples of the estimated tropospheric delays for the different correction methods for each test-region. For each of these three regions, the first example (Case 1) shows a scenario where the tropospheric delays are mainly topography-correlated. We find that all methods show both a similar magnitude of the estimated delay and a similar spatial pattern of the delay.

The second example (Case 2) demonstrates a more complex tropospheric delay, with spatial variation of tropospheric properties and with a significant turbulent behavior of the troposphere. Variation can be observed between the different estimated delays, especially over Mexico and Italy. Both MERIS and MODIS estimated delays show a strong resemblance to the original interferograms, whereas the weather model correction shows delays of similar order of magnitude, but not always correctly located (e.g. over Mexico). As the phase-based (linear and power-law) methods are estimated over a region, they are incapable of matching the turbulent signals. Over El Hierro the effect of long wavelength spatial variation is limited due to the small extent of the island, hence the main variation in the tropospheric signal results from the topography-correlated signal and turbulence. While the high-resolution weather model (WRF) is capable of capturing the correct spatial trend over
the region, it cannot capture the high gradients in the delay from turbulence (few km). Spectrometer estimates of MERIS and MODIS were not included over El Hierro due to limited amount of data, but when they were available their estimated delays were limited by their lower, ~1 cm, spatial resolution.

For each region we performed a statistical analysis where we compared all the tropospheric techniques with respect to the unwrapped interferograms (Fig. 4), similar to the analysis used for the power-law spatial band selection. As before, the left panel gives the RMS of the unwrapped interferograms, while the right panel gives the RMSE of the different tropospheric correction methods after subtracting the corrections from the unwrapped interferograms.

Assuming the unwrapped interferograms are correctly compensated for signals other than the troposphere, the maximum reduction in RMSE will be limited by the accuracy of the tropospheric correction method under consideration. For MERIS this corresponds to a RMSE level of ~1 cm (black line), computed using the measured ~1.1 mm PWV accuracy (Li et al., 2006b).

In order not to limit ourselves to cloud free interferograms only, we split our dataset into three classes: interferograms in which both SAR dates are cloud-free (triangular markers), those in which one of the SAR dates fails our 80% cloud-free threshold (circular markers), and those where both SAR dates fails our cloud-free threshold (diamond markers). By comparing the different classes, we observe all correction methods perform worse as cloud cover increases. On average we find a 10–20% RMSE increase for each additional cloudy SAR date, for all the methods.

Over the different regions, we find MERIS consistently gives the largest RMSE reduction, resulting in RMSE approximately equal to the MERIS ~1 cm accuracy level (black line). No uncertainty is introduced through temporal interpolation for MERIS, unlike for MODIS. Over Italy and Mexico, we find MODIS acquisitions are on average within ~25 min (σ = 18 min) of our SAR acquisition times, with a maximum time difference of around an hour. While both MERIS and MODIS have similar sensitivities, MODIS does not perform as well over Mexico, reducing the RMSE to only ~2 cm (twice as bad than the MERIS accuracy), while over Italy MODIS performs similarly to MERIS. While spectrometers are the preferred method in terms of RMSE reduction, the success-rate is limited to cloud-free and daylight acquisitions only. This excludes the use of spectrometer data for the correction of ascending SAR data for satellite systems in a sun-synchronous orbit with nighttime ascending acquisitions, such as Envisat (ascending node at 22:00 local time at the equator), ERS 1/2 (22:28 at equator), ALOS (22:00 at equator), and ALOS2 (00:00 at equator). However, for SAR systems which operate in a sun-synchronous dawn-dusk orbit, such as Sentinel 1, Radarsat, Radarsat 2, the future NISAR mission (ascending node at 18:00 for all), and COSMO-SkyMed (ascending node at 06:00), spectrometer-derived corrections can potentially be used for both ascending and descending acquisitions. The application to ascending and descending tracks for these satellites is limited by variation in the length of day over winter and summer seasons, and as such will also be strongly influenced by the latitude of the target.

For Mexico and El Hierro, phase-based methods give a better RMSE reduction than weather models, and in the case of Mexico are also better than the MODIS spectrometer. Over Italy we find that none of the different methods, except for the spectrometers, reduces the RMSE on average.

With large topographic variations over Mexico, the main tropospheric signal contribution results from the topography-correlated component. The phase-based methods, especially designed to resolve the topography-correlated component, therefore are capable of retrieving the tropospheric delay, reducing the RMSE by 0.5 cm to an average RMSE level of 1.9 cm. Over Italy, tropospheric delays are more subject to signals introduced from local weather and turbulent variations, which results in a strongly under estimated tropospheric signal from the linear method with a maximum RMSE reduction of only ~0.05 cm on cloud-free interferograms, and 0.3 cm for the complete dataset to an average RMSE level of 1.2 cm. As the power-law is applied locally, it is more strongly contaminated by the different tropospheric delay components, which are present at different spatial scales, leading to a

![Fig. 4. Statistical analysis between different tropospheric correction methods over (a) Mexico, (b) Italy, and (c) El Hierro. Left panel, Root Mean Squared (RMS) of the tropospheric signal of the reference technique, corresponding to the unwrapped interferograms corrected for DEM errors and tectonic signals. Right panel, RMS Errors after correction of the reference signal using tropospheric estimates of the power-law for different spatial bands (colored markers). Triangular markers corresponds to interferograms that are more than 80% cloud free, circular markers to interferograms for which one of the SAR dates had more than 20% clouds, and diamond markers where both SAR dates failed the cloud-free threshold. Small colored markers represent individual interferograms, while the thicker marker represents the average of all interferograms. The solid line gives the expected MERIS accuracy level. Wet delay components are indicated by (w), and hydrostatic components by (h). (See the online manuscript for a full color version of this figure)](image)
biased estimation of K_0′, and an average RMSE increase of ~0.2 cm. This is also expressed by the large RMSE across the different power-law spatial bands (Fig. S5). Considering both phase-based methods have the potential to introduce incorrect signals in the presence of turbulence and coherent short-scale tropospheric signals, neither should be applied in those instances. However, for the linear correction method the impact of turbulence appears less severe than for the power-law method.

We do not observe an improvement by running a local high-resolution weather model. This can be observed at El Hierro, where the high-resolution model tries to estimate turbulence, but due to its incorrectly estimated location, is penalized with a larger RMSE. With high-resolution models offering only a minimal improvement and requiring additional computation, online available weather models are more suitable for near real-time InSAR processing.

Preferred correction methods depend on the region of application and the SAR satellite under consideration. However, from our analysis we find that each method has its limitations, which vary with region of application and with time. For future development we suggest that it would be optimal to combine the different correction methods in such a way that they can constrain each other. Further work is needed in order to identify suitable metrics that can be used to weight the different observations.

6. Conclusions

We performed a statistical comparison of different tropospheric correction methods with respect to unwrapped interferograms over Mexico, Italy, and El Hierro. Our analysis included methods based on spectrometer measurements, output of weather models, and empirical interferometric phase-based methods. When available and limited to cloud-free and daylight acquisitions only, we found the spectrometers to provide the largest RMSE reduction. We found that the estimated tropospheric delays using MODIS have at best an accuracy equal to that of MERIS, and at worst twice that of MERIS. We found the phase-based methods (linear and power-law) to outperform the weather model methods in regions where tropospheric delays are mainly correlated with topography. For regions over which this is less apparent, due to turbulence in the troposphere and dynamic local weather, weather models can potentially offer better performance. In those instances where weather models mis-estimate the location of turbulent features, they will have a correspondingly higher RMSE. We did not find a significant improvement when using a local high-resolution weather model (7 km and 2 km) instead of the global reanalysis products. With a longer required runtime, local weather model are less suitable for near real-time InSAR application. From a cloud cover analysis, we found the performance of the different correction methods to worsen with increasing cloud cover, with a ~10–20% increase in RMSE for each cloudy SAR date.

We confirmed that the different tropospheric correction techniques all have their own limitations, and are not always sensitive to the same component of the tropospheric delay. We did not find any of the tropospheric correction methods to be best in reducing the tropospheric delays consistently over different regions and times. Therefore, we recommend future developments should aim towards combining the different correction methods in an optimal manner.

Together with this paper we release the Toolbox for Reducing Atmospheric InSAR Noise - TRAIN, which contains all the applied correction methods within this study. In future we will further expand this toolbox to include other corrections, such as those from GPS.
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