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1. Introduction

The hypothesis of uncovered interest parity (UIP) is the theoretical cornerstone in international finance and open economy macroeconomics. The hypothesis rests on the idea that arbitrage leads to equalisation of the return on assets denominated in the domestic currency and the expected return on comparable assets denominated in foreign currencies. If the UIP hypothesis holds, returns across different financial markets and different currencies are tied together. In this way UIP epitomises the key constraints in international financial markets faced by investors, borrowers and policymakers (De Grauwe 2014, Engel 2014).

Testing of the UIP hypothesis is also important for scientific or conceptual reasons. The hypothesis builds on the conception that all gains from trade are exhausted, meaning that exchange and interest rate markets function efficiently. Divergence between domestic and expected foreign returns may suggest, however, that “imperfections” such as transaction costs, different risk profiles and non-symmetric tax treatments play an important role. Empirical testing of the UIP hypothesis may provide information on the functioning of financial markets.

This paper provides econometric analyses in which the UIP hypothesis is tested on data from five countries with floating exchange rates from Central and Eastern Europe (CEE): Poland, the Czech Republic, Hungary, Romania and Croatia. The data sample ranges from September 2003 to December 2013 and includes periods in which the countries experienced rapid economic growth, increasing integration and the fallout from the global financial crisis. As discussed in the literature survey in Section 2 there are only a few studies that examine the empirical validity of the UIP hypothesis for the CEE countries, particularly studies that use data covering the period of EU accession and the global financial crisis.

The CEE countries liberalised their capital markets and removed the remaining exchange rate restrictions before joining the EU. Many of the countries experienced substantial capital inflows in the years immediately before and after the accession to the EU, just to experience reversals following the global financial crisis in 2008-09 (Jevcak et al. 2010). The question of whether these abrupt changes in capital flows have affected the relationship between exchange rates and interest rates in the CEE countries is largely unresearched.

Testing the UIP hypothesis for the CEE countries is also important because households and firms in many countries in the region have borrowed extensively in foreign currencies, mainly the euro (Rosenberg & Tirpak 2008). This would suggest that borrowers expect that borrowing in a foreign currency will be cheaper than borrowing in the domestic currency, meaning they have made the bet that UIP will not hold within the horizon of the loan. Speculators without an underlying motive of borrowing or saving have similarly taken positions in the currencies of the CEE countries through carry
trade. Rosenberg & Tirpak (2008) and Brzoza-Brzezina et al. (2010) find that the interest differential between domestic and foreign rates is an important determinant of borrowing and saving in foreign currencies in the CEE countries.¹

This paper contributes to the empirical literature investigating the empirical validity of UIP in a number of ways. First, the sample considers the CEE countries with a floating exchange rate during a decade in which the world economy was affected by numerous shocks. Second, the global financial crisis and the subsequent instability may have changed economic relationships fundamentally, and the empirical methods therefore allow for structural breaks and determine these endogenously. Finally, given the weak support for the UIP hypothesis in different datasets, the importance of expectations arises; different specifications of the expectations for future exchange rate changes are assessed to address this issue.

The rest of the paper is organised as follows: Section 2 surveys a number of empirical studies with a particular emphasis on the CEE countries. Section 3 discusses the theoretical foundation of the UIP hypothesis and how to test it empirically. Section 4 documents the data. Section 5 presents the econometric methods used. Section 6 shows the results of the estimations and provides some interpretations. Finally, Section 7 summarises the results.

### 2. Some empirical findings

Uncovered interest parity has generally been rejected in empirical studies. Even more puzzling, many studies have found that currencies offering higher interest rates tend to appreciate against currencies yielding lower interest rates, creating the forward premium anomaly. These findings have been explained in different ways.

One of the first influential contributions on UIP was Meese and Rogoff (1983). The authors found that the interest rate differential has no predictive power on exchange rate movements. This result, together with the forward premium anomaly, has been documented in many subsequent studies including Booth and Longworth (1986), Froot and Thaler (1990), Engel (1996) and Alexius (2001).

There have been many attempts to explain empirically the puzzle posed by the failure of UIP in most empirical studies. UIP has been tested on a longer time horizon. Usually this is done with monthly or quarterly data, while some contributions (Chinn and Meredith 2004, Mehl and Cappiello 2007, Sarmidi

---

¹ Batini & Dowling (2011) use a UIP framework to decompose exchange rate movements between the US dollar and major currencies into shocks stemming from US monetary policy and other sources. The sharp depreciation of most of the sample currencies against the US dollar during the global financial crisis cannot be attributed to changes in the interest rate differential, but rather to changes in the risk premia. The subsequent appreciation of many of the currencies may partly reflect the carry trade exploiting low US interest rates and higher interest rates in other countries. No CEE countries are included in the sample.
et al. 2011) have found that UIP is not empirically rejected at horizons of 5 or 10 years.

The presence of different interest rate regimes has been suggested as an alternative explanation for the rejection of UIP. In particular when the interest rate differentials are large, arbitrage becomes more compelling and UIP is more likely to hold, while arbitrage is less compelling when interest rate differentials are low (Froot and Thaler 1990, Lothian and Wu 2011). This also explains why UIP is less likely to be rejected in empirical studies of emerging markets, where both inflation and interest rates tend to be higher than for high income countries (Alper et al. 2009, Bansal and Dahlquist 2000).

In recent years more attention has been dedicated to the problem of expectation formation. When UIP is testing, it is usually assumed that expectations are rational, i.e. that the expected or forecast exchange rate for the end of the contract horizon is equal to the realised exchange rate plus an error term that is independent of all information available at the time of the contract entry. In practice this means that the expected nominal exchange rate is replaced by the realised exchange rate. From an economics viewpoint it is an obvious thought that rejections of UIP may be the result of this very restrictive assumption. From an econometrics viewpoint the assumption implies that the expected exchange rate becomes extremely volatile as this is a case of a realised exchange rate. Typically these fluctuations in the expected exchange rate completely dominate possible differences in the interest rates.

Ter Ellen et al. (2013) test different expectation formation specifications in foreign exchange markets and find that interest rate differentials are used as a carry trade strategy in the short term horizon (causing the forward premium anomaly), but are used according to the UIP prescription in the long horizon. Felcsér and Vonnak (2014) similarly find that carry trade behaviour explains the relation between interest rate differentials and the exchange rate in the short term, but not in the longer term. Both contributions suggest that short-term expectations are not based on the interest rate differential. Lothian and Wu (2011) also look at expectations and analyse a sample that spans over two centuries, finding that UIP rejection can be attributed to the slow adjustment of expectations. All these contributions show that the way in which expectations are modelled is crucial in the empirical test of UIP.

Another aspect of the UIP literature that is relevant for our research is the presence of structural breaks, which can cause the arbitrage condition to be rejected. This problem has been studied particularly in emerging markets, where structural breaks and regime shifts can be more frequent. Volatility and volatility regime changes have been linked to different macroeconomic variables in some contributions. Goh et al. (2006) analyse a sample from Malaysia using a Switching ARCH model, and they show that different volatility regimes are important in explaining UIP deviation dynamics. Li et al. (2013) find that UIP does not hold because of nonlinearities in the relationship of interest rates and exchange rates, and UIP tends to hold in
higher volatility regimes. The different volatility regimes are identified endogenously using STR (smooth transition regression) models. Baillie and Cho (2014) analyse explicitly the presence of structural breaks in the forward premium anomaly for eight developed market currencies against the USD, using different methods (rolling regressions, Bayesian estimations and the Time Varying Parameter method) and find the presence of four to five breaks on a 23-year sample. For some of the currencies the forward premium disappears after the recent global financial crisis.

Only a few studies have tested the empirical validity of UIP for countries from Central and Eastern Europe. Jiang et al. (2013) test UIP using data from 10 CEE countries and apply nonlinear threshold tests, and find that, after accounting for nonlinearities and non-stationarity, UIP is confirmed for seven of the countries analysed. It is noticeable that most of the other studies reject UIP. Triandafil and Richter (2012) test UIP for five CEE countries and find that inflation dynamics help explain deviations from UIP.

Holtenmöller (2005) also stresses the importance of the risk premia due to economic convergence/divergence in the violation of UIP for CEE countries. Filipozzi and Staehr (2012) find for five CEE countries with a floating exchange rate regime that UIP is broadly rejected and that global risk aversion indicators are important in explaining the rejection of UIP. Braili and Sitzia (2003) use panel data and find that the deviations from UIP are nonlinear and that factors linked to the risk premium can explain deviations from UIP. Hoffmann (2012) confirms the rejection of UIP for 10 CEE countries, and finds that this is due to capital flows driven by carry trade.

In summary, evidence on UIP is extremely mixed, with results in favour or against the hypothesis depending on countries, samples and the methods employed. The uncertainty about the empirical validity of UIP is also a characteristic of the few studies focused on the CEE countries.

3. Testing for UIP

In this section we discuss the theory behind Uncovered Interest Parity and ways to test the hypothesis.

The theory of UIP is based on a simple arbitrage assumption, i.e. that investments in assets denominated in different currencies should yield the same expected returns (Levi 2005, Ch. 8). At time $t$ an investor with an investment horizon of one period is assumed to face two different investment possibilities. The first possibility is to invest in an asset denominated in the local currency and with a fixed interest rate $i_t$. The interest rate is the return per period and it is known at time $t$ and is fixed over the investment horizon of one period. The gross return of this investment possibility is $(1+i_t)$.

---

2 The discussion can easily be adapted to longer investment horizons than one period, but the present example corresponds to the empirical testing in Section 6.
The other possibility is to invest in an asset denominated in foreign currency but with otherwise similar characteristics. In this case the investor will exchange the initial investment amount at the exchange rate $S_t$, and invest the sum in the foreign denominated financial instrument bearing a fixed interest rate of $i_t^*$ per period. The total return of the investment in foreign currency will be $(1+i_t^*)/S_t$. This sum must be converted back into the local currency at the exchange rate $S_{t+1}$ prevailing at the end of period $t+1$.

When the investment decision is taken at time $t$, the exchange rate prevailing at $t+1$ is not known so the investment decision must depend on the investor’s expectations of the exchange rate at $t+1$, which we label $S_{t+1}^e$. The baseline assumption in the literature is that the investor is risk neutral, in which case the investor will be indifferent between the two different investment possibilities as long as their expected returns are identical:

$$(1+i_t) = (1+i_t^*) S_{t+1}^e / S_t$$

Eq. (1) represents the Uncovered Interest Parity condition. By taking logs, using the approximations $i_t \approx \log(1+i_t)$ and $i_t^* \approx \log(1+i_t^*)$ and denoting the logarithms of the exchange rate variables with lowercase letters, $s_t = \log(S_t)$ and $s_{t+1}^e = \log(S_{t+1}^e)$, the log-linearised version takes the form:

$$s_{t+1}^e - s_t = i_t - i_t^*$$

The left-hand side of eq. (2) is positive when the local currency is expected to depreciate against the foreign currency, bringing an expected capital gain for the investor from the foreign currency investment. UIP will hold when the expected capital gain is equal to the interest rate differential, the right hand side of eq. (2).

Eq. (2) can be tested empirically in a number of ways. Methods entailing the estimation of a constant and a slope coefficient of the interest rate differential generally yield results that are difficult to interpret. We analyse instead the time series properties of deviations from eq. (2):

$$dUIP_t = (i_t - i_t^*) - (s_{t+1}^e - s_t)$$

The variable $dUIP_t$ denotes the deviation from UIP at time $t$ for a trading horizon of one period.

The empirical testing of UIP rests on the time series properties of the deviation variable $dUIP_t$ in eq. (3). If the strict version of the UIP hypothesis holds, then the variable $dUIP_t$ should be zero or revert to zero quickly. Persistent deviation might be interpreted as reflecting a risk and liquidity premium or another departure from strict UIP. A persistent positive deviation would mean that the return $i_t$ on assets denominated in domestic currency would be higher than the expected return $i_t^* - (s_{t+1}^e - s_t)$ on assets denominat-
ed in the foreign currency. In this case there would be a positive expected return from carry trades funded by borrowing in the foreign currency and investing in the domestic currency.

The empirical validity of the UIP hypothesis is assessed by analysing the time series properties of the deviations $dUIP_{t+1}$ given in eq. (3). A stationary process would allow for a constant risk premium, but shocks in the process would only have a temporary effect on $dUIP_{t+1}$ in which case we would conclude that UIP is satisfied. If the process exhibits a unit root, shocks would be persistent and a deviation from UIP would be persistent, in which case there is no support to the UIP hypothesis.

Tests of the time series properties of the deviation from UIP has also been used in other studies examining the efficiency of foreign exchange markets, including Brunnermeier et al. (2008), Hoffmann (2012) and Holtemöller (2005). Another methodology entails the estimation of a cointegrating relationship between interest rates and the expected exchange rate depreciation. This method is problematic if all variables are not integrated of order one and also complicates testing for structural breaks. The unit root tests in this paper are equivalent to testing for cointegration in a model where the cointegrating vector is given by the UIP hypothesis.

4. Data and summary statistics

This section documents the data used in the empirical analyses for the five sample countries, Croatia, the Czech Republic, Hungary, Poland and Romania. Data are monthly and the UIP hypothesis is tested for a trading horizon of one month. The data are from Ecowin.

The interest rates are the one-month interbank offered interest rate in the five CEE countries and the one-month Euribor rate.\(^3\) Interest rates on the interbank market are chosen as they would be close to those at which an institutional investor could borrow or lend at the rather short horizon of one month. The interest rates are expressed in terms of return per month by simply dividing the annual return by 12. The exchange rates are denominated in units of local currency per euro.\(^4\)

The interest rate differential is computed as the difference between the one-month interbank interest rate in the CEE country and the one-month Euribor rate, both taken at the last trading day of the previous month. The interest rate differential is the monthly return differential due to the way the interest rates are defined.

The one-month expected depreciation requires data on the spot exchange rate and on the expected exchange rate one month ahead. The exchange rates are taken at the end of the month. We use two different assumptions for the

\(^3\) Ecowin codes: hkr36036, czk14201, huf14201, pln14201, rol36001, deu14101.

\(^4\) Ecowin codes: hrk19400, czk19400, huf19400, pln19400, rol19400.
expectation of the exchange rate one month ahead.

- Rational expectations (RE) mean that there will be no systematic difference between the expected and the realised exchange rate, i.e. the difference should have zero mean and be serially uncorrelated. This implies that the realised exchange rate at the last trading day of the month can be used as the expected exchange rate for the month.

- Static expectations (SE) entail that the expectation for the exchange rate one month ahead is the same as the present exchange rate. This means that the expected exchange rate depreciation is always zero.\(^5\)

The deviation from uncovered interest parity, \(d\text{UIP}\), is calculated using eq. (3). If expectations are rational (RE), \(d\text{UIP}\) is the interest rate differential minus the exchange rate depreciation. If expectations are static (SE), the deviation is simply the interest rate differential. Table 1 shows the mean and standard deviation of the deviation from UIP with rational and static expectations. The sample for \(d\text{UIP}\) starts in March 1999 and ends in October 2014, except for Croatia for which data start in April 2006.

<table>
<thead>
<tr>
<th>Country</th>
<th>Rational Expectations (RE)</th>
<th>Static Expectations (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Croatia</td>
<td>0.106</td>
<td>0.150</td>
</tr>
<tr>
<td>Czech Rep.</td>
<td>0.179</td>
<td>0.027</td>
</tr>
<tr>
<td>Hungary</td>
<td>1.309</td>
<td>0.498</td>
</tr>
<tr>
<td>Poland</td>
<td>0.378</td>
<td>0.399</td>
</tr>
<tr>
<td>Romania</td>
<td>0.924</td>
<td>1.564</td>
</tr>
</tbody>
</table>

Note: Data start in 2006:04 for Croatia and in 1999:03 for the other countries; data end in all cases in 2014:10. The numbers represent the deviation from UIP in per cent per month.

The mean deviation from UIP is positive in all cases but only statistically significant in the case of Hungary with static expectations. There are clear differences in the standard deviations across the two definitions. The standard deviations are much higher for the RE definition than for the SE definition, which is explained by the fact that the deviation from UIP with SE is simply the interest rate differential and interest rates are much smoother than exchange rates changes.

To illustrate the very different volatilities resulting from the two specifications of exchange rate expectations, Figure 1 shows the deviation from UIP with RE and SE for each of the five sample countries. The deviation with RE is extremely volatile in almost all cases. The deviation with RE, i.e. the interest rate differential, is on the other hand relatively smooth and slow-moving for all five countries in the sample.

\(^5\) This assumption would be consistent with the finding in Meese and Rogoff (1983) that standard macroeconomic variables do not help explain developments in the future exchange rate and the best forecast of future exchange realisations is therefore a random walk.
Figure 1: Deviation from UIP ($d_{UIP}$), monthly data 1999:02-2014:10

(a) Croatia

(b) Czech Rep.

(c) Hungary
5. Econometric methods

This section discusses the methods we use to analyse the degree of time series properties in the process $dUIP$, i.e. the deviations from the UIP as defined in eq. (3). We apply a number of unit root tests without and with breaks, and the Bai and Perron (2003) method, which allows us to estimate equations incorporating endogenously determined breaks in $dUIP$ processes.

First, we apply standard unit root tests. The Ng and Perron (2001) unit root test is a modified version of previously existing tests, incorporating a GLS detrending method and a modified information criterion for the lag length selection. The Lee and Strazicich (2003) (LS) test incorporates breaks in the deterministic components.

The Ng-Perron and the LS tests do not make it possible to test for changes in the degree of persistence of the shocks and also not to determine endoge-
nously the break points. Given our interest in analysing the effect of the 2008 crisis on the UIP relationship, we apply the Leybourne et al. (2007) (LKT) unit root test, which allows us to test for breaks in both the deterministic component and in the order of integration from I(1) to I(0) and vice versa, and to obtain endogenously the break points.

Leybourne et al. (2007) propose a method which uses a Dickey-Fuller type equation as an auxiliary regression, with a Generalised Least Square (GLS) method to detrend the series. The detrended series \( y_i^d = y_i - z_i' \hat{\beta} \), where \( \hat{\beta} \) is the OLS estimator obtained by regressing \( y_{i,\tau} = \{ y_{i,T}, y_{i,T+1} - \overline{\alpha} y_{i,T}, ..., y_{i,T} - \overline{\alpha} y_{i,T-1} \} \) on \( Z_{i,\tau} = \{ \tilde{z}_{i,T}, \tilde{z}_{i,T+1} - \overline{\alpha} \tilde{z}_{i,T}, ..., \tilde{z}_{i,T} - \overline{\alpha} \tilde{z}_{i,T-1} \} \) with \( \overline{\alpha} = 1 + c / T \) for some \( c < 0 \), \( y_i = d_i + u_i \) and \( u_i = \phi u_{i-1} + \epsilon_i \), i.e. \( y_i \) is an AR(1) with or without deterministic components, \( d_i \) (a constant or, alternatively, a constant and a linear trend). The test statistic is:

\[
M = \inf_{\lambda \in (0,1)} \inf_{\tau \in (\lambda, 1)} DF_G(\lambda, \tau)
\]

which is based upon the following regression:

\[
\Delta y_{i,t} = \rho y_{i,t-1} + \hat{\epsilon}_i
\]

where \( t = \lambda T, \lambda T + 1, ..., \tau T \) with \( \lambda \in (0,1), \tau \in (\lambda, 1) \). It follows that the test statistic \( M \) is computed as the minimum of the double-recursive sequence \( [DF_G(\lambda, \tau), \lambda \in (0,1) \text{ and } \tau \in (\lambda, 1)] \).

Numerous economic and financial disruptions in the sample period suggest that structural breaks are probable. We therefore use the Bai and Perron (2003) method to assess changes in the persistence of shocks. The method allows us to determine the number of breaks and to estimate the relationships for each of the subsamples formed by the endogenously determined breakpoints. The Bai and Perron (2003) method is based on the estimation of the following relationship:

\[
Y = X\beta + Z\delta + U
\]

The vectors \( \beta \) and \( \delta \) contain parameters, \( Y \) and \( X \) are vectors of time series variables, \( U \) is a vector containing residuals, \( \delta = (\delta_1', \delta_2', ..., \delta_{m+1}') \) and \( Z \) is the matrix which diagonally partitions the full set of observations \( Z \) at the breakpoints \( T_1, ..., T_m \). \( \bar{Z} = \text{diag}(Z_1, ..., Z_{m+1}) \) with \( Z_i = (z_{T_i+1}, ..., z_{T_i}'). \) The break points are obtained by means of first estimating \( \beta \) and \( \delta \), minimising the sum of the squared residuals \( S = (Y - X\beta + Z\delta)^T(Y - X\beta + Z\delta) \) for each potential partition, and then finding the breakpoints which minimise the sum of the squared residuals summed across the partitions, i.e. \( \arg \min_{T_1, ..., T_m} S_r(T_1, ..., T_m). \)

Bai and Perron (2003) propose the use of three different methods for computing the number of potential breaks, \( k \). One method is to choose the number of breaks using the Bayesian Information Criterion (BIC). An alternative
method is to use the modified Schwarz criterion proposed by Liu et al. (1997) (LWZ). Finally, it is possible to use either one of two sequential methods, i.e. the null of 0 breaks vs. the alternative of \( k \) breaks, and the null of \( k - 1 \) breaks vs. the alternative of \( k \) breaks. These later F-type tests are developed in Bai and Perron (1998).

6. Results

This section presents the results of the econometric analyses. The analyses are carried out for each of the assumptions on the formation of expectations, i.e. rational expectations (RE) and static expectations (SE).

Table 2 shows the results of the Ng and Perron (2001) unit root test for the full sample and for the sample after 2008:1, the Lee and Strazicich (2003) (LS) test with two changes in the drift, and the Leybourne et al. (2007) (LKT) test for changes in persistence for endogenously determined dates.

<table>
<thead>
<tr>
<th>Country (RE)</th>
<th>Ng-Perron</th>
<th>Ng-Perron, crisis sample</th>
<th>LS structural breaks for I(0)</th>
<th>LKT interval with I(0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Czech Rep.</td>
<td>I(1)</td>
<td>I(0)**</td>
<td>2008:6, 2008:11</td>
<td>All</td>
</tr>
<tr>
<td>Czech Rep. (SE)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>2001:4-2005:10</td>
</tr>
<tr>
<td>Croatia (RE)</td>
<td>I(0)**</td>
<td>I(1)</td>
<td>2003:12, 2004:5</td>
<td>All</td>
</tr>
<tr>
<td>Croatia (SE)</td>
<td>I(0)**</td>
<td>I(0)*</td>
<td>2007:5, 2009:7</td>
<td>2011:8-2013:10</td>
</tr>
<tr>
<td>Hungary (RE)</td>
<td>I(0)**</td>
<td>I(1)</td>
<td>2002:12, 2003:5</td>
<td>All</td>
</tr>
<tr>
<td>Hungary (SE)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>2003:2-2007:2</td>
</tr>
<tr>
<td>Poland (RE)</td>
<td>I(0)*</td>
<td>I(0)**</td>
<td>2008:8, 2009:1</td>
<td>All</td>
</tr>
<tr>
<td>Poland (SE)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>2000:9, 2001:8</td>
<td>I(1)</td>
</tr>
<tr>
<td>Romania (RE)</td>
<td>I(1)</td>
<td>I(0)**</td>
<td>2000:8, 2001:3</td>
<td>All</td>
</tr>
<tr>
<td>Romania (SE)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>2000:8, 2001:1</td>
<td>I(1)</td>
</tr>
</tbody>
</table>

* The crisis sample comprises the period 2008:1-2013:12.
Notes: The symbols ** and * denote rejection of the null of unit root at the 5% and 10% significance levels, respectively.

The results of the Ng and Perron (2001) test are provided for the whole sample period and for the crisis sample starting in 2008:1. The deviation variable \( dUIP \) is stationary when expectations are rational except for the Czech Republic and Romania. For these two countries, however, the deviation variable becomes stationary when the sample is restricted to the crisis sample. The deviation is, except for Croatia, non-stationary when expectations are static and this holds irrespective of the choice of sample.

The dynamic processes of exchange rates and interest rates may change over the sample period as structural change, the global financial crisis and other factors change (Brunnermeier et al. 2008, Hoffmann 2012). When introducing the possibility of structural breaks in the drift with the LS test, we find evidence in favour of stationarity and the UIP hypothesis in almost all
cases, the exceptions being the Czech Republic and Hungary for the static expectations definition.

When allowing for changes in the order of integration with the LKT test, we consistently find support for the UIP hypothesis when the rational expectations definition is used. When the assumption of static expectations is used, the deviation from UIP has a unit root for Poland and Romania throughout the sample, whereas there are short intervals of stationarity for the Czech Republic, Croatia and Hungary. The conclusion from the LKT test is that deviations from UIP are short-lived when expectations are rational, but generally persistent if expectations are static.

The overall lesson from Table 2 is that the deviation from UIP is generally not persistent when expectations are rational, but may be so when expectations are static in which case the deviation from UIP is simply the interest rate differential. The results are broadly consistent with the depiction of the two processes in Figure 1. When expectations are rational, the deviations from UIP become very “spiky” reflecting the very large exchange rate changes, and this is consistent with little persistence for most of the countries. When expectations are static, the deviations from UIP become “smoother” and more persistent.

In order to get more detailed information on the evolution of the degree of persistence during the sample period, we present the results of the Bai and Perron (2003) method. First, the number of breaks is obtained for each country and each specification of expectations. Table 3 shows the results of this test, for a maximum of two breaks. To decide the number of breaks, we include the BIC, the LWZ and the F-tests. It is noticeable that we generally cannot find changes in the persistence when the expectations are assumed to be rational (RE). The only exception is Hungary with rational expectations (RE), in which case two structural breaks are found. With the SE definition, the test indicates the existence of two breaks. These results are broadly in line with the results in Table 2; as with the LKT test, there is no evidence of breaks with the RE definition, however, two breaks are found for the SE definition.
Table 3: Bai and Perron (2003) breaks determination

| Breaks (k) | BIC       | LWZ       | F(k|θ) | F(k|k-1) | Decision |
|------------|-----------|-----------|------|---------|----------|
| Czech Rep. (RE) |          |           |      |         |          |
| 0          | 1.07      | 1.13      | -    | -       | 0        |
| 1          | 1.08      | 1.20      | 4.28 | 4.28    |          |
| 2          | **1.06**  | 1.23      | 5.96 | 7.35    |          |
| Czech Rep. (SE) |          |           |      |         |          |
| 0          | -8.19     | -8.13     | -    | -       |          |
| 1          | -8.19     | -8.07     | 5.33 | 5.33    | 2        |
| 2          | **-8.35** | **-8.17** | 14.19** | 21.83** |          |
| Croatia (RE) |          |           |      |         |          |
| 0          | 0.03      | **0.03**  | -    | -       |          |
| 1          | -0.04     | 0.08      | 6.57 | 6.57    | 0        |
| 2          | -0.02     | 0.16      | 5.05 | 3.35    |          |
| Croatia (SE) |          |           |      |         |          |
| 0          | -3.88     | -3.81     | -    | -       |          |
| 1          | -4.11     | -3.96     | 18.61** | 18.61** | 2        |
| 2          | **-4.24** | **-4.01** | 16.94** | 11.35** |          |
| Hungary (RE) |          |           |      |         |          |
| 0          | 4.10      | 4.15      | -    | -       |          |
| 1          | 4.08      | 4.19      | 7.15 | 7.15    | 2        |
| 2          | **3.85**  | **4.03**  | 19.38** | 29.39** |          |
| Hungary (SE) |          |           |      |         |          |
| 0          | -5.88     | -5.82     | -    | -       |          |
| 1          | -5.85     | -5.73     | 2.19 | 2.19    | 2        |
| 2          | **-6.05** | **-5.88** | 14.85** | 26.89** |          |
| Poland (RE) |          |           |      |         |          |
| 0          | 2.03      | 2.09      | -    | -       |          |
| 1          | 2.06      | 2.18      | 2.70 | 2.70    | 0        |
| 2          | **2.00**  | 2.17      | 7.20 | 11.39   |          |
| Poland (SE) |          |           |      |         |          |
| 0          | -6.50     | -6.44     | -    | -       |          |
| 1          | -6.67     | -6.55     | 22.61** | 22.61** | 2        |
| 2          | **-6.97** | **-6.80** | 36.00** | 39.79** |          |
| Romania (RE) |          |           |      |         |          |
| 0          | 1.70      | 1.76      | -    | -       |          |
| 1          | 1.65      | 1.77      | 10.60 | 10.60   | 0        |
| 2          | 1.66      | 1.83      | 7.70 | 4.40    |          |
| Romania (SE) |          |           |      |         |          |
| 0          | -0.65     | -0.59     | -    | -       |          |
| 1          | -0.86     | **-0.74** | 27.76** | 27.76** | 2        |
| 2          | **-0.91** | -0.73     | 20.07** | 9.73    |          |

Note: The minimum value for each of the criteria BIC and LWZ is shown in **bold**. Superscript ** denotes rejection of the null at the 5% significance level.

Second, after the selection of the number of breaks in Table 3, we estimate the constant and the autoregressive parameter to assess the degree of persistence for each of the partitions of the sample in an Augmented Dickey Fuller type regression

\[
\Delta dUIP_t = \gamma_1 I(t < T_1) + \alpha_1 I(t < T_1) dUIP_{t-1} \\
+ \gamma_2 I(T_1 \leq t < T_2) + \alpha_2 I(T_1 \leq t < T_2) dUIP_{t-1} \\
+ \gamma_3 I(t \geq T_2) + \alpha_3 I(t \geq T_2) dUIP_{t-1} \\
+ \sum_{i=1}^{p} \beta_i \Delta dUIP_{t-i} + \varepsilon_t
\]

(7)

The indicator function \( I(.) \) takes the value one when the condition in the bracket holds. The specification in (7) is the empirical version of eq. (6).
The results are shown in Table 4. We focus on the results for static expectations where the deviation from UIP is simply the interest rate differential. For the Czech Republic and Croatia the breaks appear to be related to the outbreak of the global financial crisis. Interestingly, the estimate of the autoregressive parameter is positive for Croatia at the height of the crisis 2008:8-2009:2, suggesting that there is no dampening of the interest rate differential in this period.

Table 4: Estimation of the broken equations

<table>
<thead>
<tr>
<th>Country</th>
<th>$\gamma_1$</th>
<th>$T_1$</th>
<th>$\gamma_2$</th>
<th>$T_2$</th>
<th>$\gamma_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Czech Rep. (SE)</td>
<td>-0.002 -0.006</td>
<td>2008:9</td>
<td>0.041 -0.455</td>
<td>2009:10</td>
<td>0.000 -0.099</td>
</tr>
<tr>
<td>Croatia (SE)</td>
<td>0.036 -0.395</td>
<td>2008:8</td>
<td>0.030 0.530</td>
<td>2009:2</td>
<td>0.023 -0.300</td>
</tr>
<tr>
<td>Hungary (RE)</td>
<td>-1.345 -0.320</td>
<td>2002:12</td>
<td>17.365</td>
<td>-1.410</td>
<td>-0.596 -0.621</td>
</tr>
<tr>
<td>Hungary (SE)</td>
<td>0.023 -0.060</td>
<td>2003:5</td>
<td>0.656 -0.948</td>
<td>2003:11</td>
<td>0.010 -0.035</td>
</tr>
<tr>
<td>Poland (SE)</td>
<td>0.255 -0.259</td>
<td>1999:10</td>
<td>1.185 -0.976</td>
<td>2001:1</td>
<td>0.011 -0.057</td>
</tr>
<tr>
<td>Romania (SE)</td>
<td>7.509 -0.764</td>
<td>1999:8</td>
<td>6.827 -1.223</td>
<td>2000:2</td>
<td>0.038 -0.061</td>
</tr>
</tbody>
</table>

Note: $T_1$ indicates the month of the first time break, $T_2$ indicates the month of the second time break.

For Hungary, Poland and Romania the breaks are concentrated at the beginning of the sample in the late 1990s and early 2000s. This was a period of rapid convergence of interest rates as witnessed by numerically large estimates of the autoregressive parameters at the early partitions of the sample (see also Figure 1). The results also indicate that the interest rate differential become less stationary, i.e. there is less evidence in favour of the UIP hypothesis, after the second break.

7. Final comments

The hypothesis of uncovered interest parity posits that the expected returns of investments in assets that are denominated in different currencies but otherwise similar should be equal. This paper has examined the empirical validity of this hypothesis using data from five CEE countries for the period 1999-2013. The five countries, Croatia, the Czech Republic, Hungary, Poland and Romania, are among the largest economies in Central and Eastern Europe and all operated floating exchange rate regimes during the sample period.

The empirical investigation analysed the time series properties of the deviation from uncovered interest parity for investment with a horizon of one month. A persistent deviation would suggest the presence of arbitrage possi-
bilities provided the investor is risk neutral, while this would not be the case if the deviation is stationary. Two important innovations were introduced in this paper. First, we considered two different assumptions about the formation of expectations, i.e. rational expectations and static expectations. Second, we allowed for structural breaks so as to analyse the evolution of persistence of shocks after and before some endogenously determined dates.

A number of interesting results came out of the empirical analyses. When expectations are assumed to be forward-looking or rational, we find for the five CEE countries that there are not persistent deviations from uncovered interest parity, except a possible constant term reflecting the risk premium. This means that an investor cannot use a deviation from uncovered interest parity as an indication that the deviation will persistent the following month. In other words, an investor should not expect to earn a greater risk-adjusted return from investment in assets denominated in one or the other currency.

When expectations are assumed to static, the deviation from uncovered interest parity is found to exhibit a unit root for at least part of the time sample for all five countries. There seem, however, to be structural breaks in the unit processes either due to interest rate convergence at the beginning of the sample or due to disturbance during the global financial crisis. The lack of empirical support for the UIP hypothesis in this case may open up arbitrage possibilities for an investor with static expectations. The presence of carry trade may thus be tied to investors having static or non-rational expectations.

The overall conclusion from this study is that expectations are of prime importance for the results when the UIP hypothesis is tested empirically. In the sample of CEE countries used in this paper, the assumption of forward-looking or rational expectations implies that the hypothesis of UIP cannot be rejected, while the assumption of static expectations generally means that the UIP hypothesis cannot be upheld in most parts of the sample period. These results clearly underscore the importance of the assumptions when the UIP hypothesis is tested, but also suggest the pertinence of studies of the formation of expectations in foreign exchange and interest markets.
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