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Abstract

Decomposition-based methods are often cited as the solution to multi-objective nonconvex optimization problems with an increased number of objectives. These methods employ a scalarizing function to reduce the multi-objective problem into a set of single objective problems, which upon solution yield a good approximation of the set of optimal solutions. This set is commonly referred to as Pareto front. In this work we explore the implications of using decomposition-based methods over Pareto-based methods on algorithm convergence from a probabilistic point of view. Namely, we investigate whether there is an advantage of using a decomposition-based method, for example using the Chebyshev scalarizing function, over Pareto-based methods. We find that, under mild conditions on the objective function, the Chebyshev scalarizing function has an almost identical effect to Pareto-dominance relations when we consider the probability of finding superior solutions for algorithms that follow a balanced trajectory.

We propose the hypothesis that this seemingly contradicting result compared with currently available empirical evidence, signals that the disparity in performance between Pareto-based and decomposition-based methods is due to the inability of the former class of algorithms to follow a balanced trajectory. We also link generalized decomposition to the results in this work and show how to obtain optimal scalarizing functions for a given problem, subject to prior assumptions on the Pareto front geometry.

© 2014 Copyright Line

Keywords:
Multi-Objective, Optimization, Chebyshev decomposition, Pareto-based methods, Decomposition-based methods.

1. Introduction

When considering nonconvex problems, guarantees about the obtained solution can only be given when an exhaustive search is performed. That is, only if the entire domain of definition of the objective function is explored. Naturally, such a task can very easily become unmanageable. However once the fact that a problem is nonconvex is established, there are several metaheuristics that can be employed to obtain a solution. Some examples of metaheuristics, often referred to as evolutionary algorithms (EAs) in the literature are, genetic algorithms (GAs) \cite{17, 14, 26}, evolution strategies (ES) \cite{36}, differential evolution (DE) \cite{40} particle swarm optimisation (PSO) \cite{8, 31, 43} and others \cite{7, 1, 18, 33, 13}.

Although a solution produced by any of the aforementioned methods will most likely be suboptimal, metaheuristics perform well in practice. Thus, compared to the alternative of using random search \cite{30, 39}, which has the property of asymptotic convergence \cite{46}, EAs in practice, converge faster to the neighbourhood of optimal solutions.
for a number of problems [50, 48]. Of course, this does not imply that EAs are superior to random search for all problems. The implication is that if domain knowledge is exploited then EAs can be very effective [35], especially in light of the fact that even convex problems become nonconvex at the slightest provocation, see [5] for example.

In this work our focus is on multi-objective nonconvex problems. An issue with multi-objective problems is that a complete ordering is not uniquely defined and instead of a single optimal solution there is a set of optimal solutions [44, pp. 113],[34, pp. 61]. In the field of evolutionary multi-objective optimization, there are two main approaches employed to resolve this issue: Pareto-based and decomposition-based methods. In both methodologies and assuming, the a posteriori preference articulation paradigm [34, pp. 63] is employed, the relative importance of the objectives is unknown. In the case that preference information is given by the decision maker (DM), then using a decomposition method to combine the scalar objective functions can be used, see Section 4. An alternative is to distill the preference information given by the decision maker into a utility function, however this requires extensive knowledge of the problem structure and does not guarantee that its solutions will be Pareto optimal [44, pp. 62]. Pareto-based methods use the Pareto-dominance relations [34] to induce partial ordering in the objective space.

Multi-objective problems that have more than 3 objectives are common in real-world applications. Some examples are control and aerospace, see for instance [9]. However, for increasing number of dimensions the number of incomparable solutions dominates the population, hence the selection pressure is massively reduced which leads to poor convergence rate to the Pareto front [24]. Another problem that Pareto-based methods face for multi-objective problems with more than 3 objectives is that it is unclear how to preserve diversity in the solutions.

Some authors allege that the solution is to use decomposition-based algorithms since they scale well for large population sizes and seem to have a better convergence rate compared with Pareto-based algorithms [23], a view that seems to be gaining support [16, 20] and as illustrated by the number of publications based on the MOEA/D algorithm introduced in [47]. However if relative performance is to be considered, the difference between decomposition-based algorithms and Pareto-based algorithms is not impressive. Namely the performance of decomposition-based algorithms is often of the same order of magnitude, in the selected metrics, as Pareto-based algorithms, see for instance [47, 32]. Additionally, decomposition-based methods have their fair share of difficulties. For instance, a straightforward method to distribute the solutions on the Pareto front seems elusive to obtain for decomposition-based methods. This deficiency stems from the fact that it is not straightforward to select the weighting vectors and the scalarizing function as most results available in the literature apply only to convex optimization problems [44, 34]. However recent results show that there is a way for these problems to be resolved under certain assumptions [11, 12]. Another issue with decomposition-based methods is that not all scalarizing functions can guarantee that all Pareto optimal solutions will be obtainable [34, pp. 99]. An exception to this is the Chebyshev scalarizing function, that can be used for convex or nonconvex problems whilst guaranteeing to produce solutions that are at least weakly Pareto optimal1. Furthermore, there is a theorem that applies to the Chebyshev scalarizing function, that states that all Pareto optimal solutions can be obtained for some weighting vector [34, pp. 99]. Perhaps this is the reason for the increased use of this scalarizing function in the literature, see for example [47, 42].

To date, there is no theoretical evidence to support the above-mentioned view, namely, that decomposition-based methods are superior to Pareto-based methods for problems with more than 3 objectives. Some studies have appeared in the literature, for example [38, 41] but the assumption is that the objective function is unimodal, i.e. convex or quasi-convex. This assumption limits the scope of these works since evolutionary algorithms (EAs) are applied to nonconvex problems. In this work we attempt to reveal a fundamental reason why Pareto-based EAs seem to be ill suited for problems that have an increased number of objectives, as opposed to decomposition-based optimization algorithms. Additionally, our prior assumptions about the problem structure are much more relaxed and realistic compared with [38].

The main contributions of this work can be summarised as follows:

- The effect of Pareto dominance methods is studied from a theoretical perspective and an explanation of the difficulties experienced by several Pareto-based algorithms is presented.
- Decomposition-based methods are also studied and their relation to dominance methods is clarified. A major result is that methods based on the Chebyshev scalarizing function are equivalent to methods based on Pareto-dominance under certain assumptions that are usually trivially met in decomposition-based algorithms.

---

1See Section 2 for definition.
Lastly, given some prior information about the Pareto front geometry the optimal scalarizing function is identified. Optimal in the sense that with this scalarizing function the probability of finding a better solution, given a starting point \( z \), will have a slower rate of decrease compared to other scalarizing functions and at the same time similar guarantees provided by the Chebyshev scalarizing functions can be given.

The remainder of this paper is structured as follows. In Section 2 a definition of multi-objective optimization problems is given. In Section 3 we discuss Pareto-based methods and explore the effect of dominance relations for this type of problems. Furthermore, in Section 4 we perform a similar analysis to the one conducted for Pareto-based methods, for a popular class of decomposition methods based on the weighted metrics scalarizing functions. In Section 5 we show that similar assurances to the ones provided by the Chebyshev scalarizing function can be given for an \( \ell_p \)-norm based decomposition function with \( p < \infty \). Furthermore, in Section 6 we reflect on the consequences of the presented results in this work and present contexts in which our results can be used constructively to improve algorithms tackling problems with a large number of objectives. Lastly in Section 7, this work is summarised and concluded.

2. Problem Definition

A multi-objective optimisation problem is defined as:

\[
\begin{align*}
\min_x F(x) &= (f_1(x), f_2(x), \ldots, f_k(x)) \\
\text{subject to } x &\in S,
\end{align*}
\]

where \( k \) is the number of scalar objective functions and \( x \) is the decision vector with a domain of definition \( S \subseteq \mathbb{R}^n \), while \( Z \) is the objective space and is the forward image\(^2\) of \( S \) under the mapping \( F \). When the number of objectives, \( k \), is more than 3 then the problem defined by (1) is referred to as many-objective in the evolutionary multi-objective optimization community. This distinction in terms is due to the fact that for nonconvex multi-objective problems an increase in number of objectives can have a profound effect on the algorithm's ability to find solutions near the Pareto front, while for convex problems this is not usually an issue. However, to avoid confusion, in this work we simply refer to such problems as multi-objective. For further details on multi-objective optimization the reader is referred to [44, 34].

3. Pareto Methods

3.1. Overview

In mathematical programming, the Pareto dominance relations are mainly used for theoretical purposes. However, in evolutionary computation they are heavily used in fitness assignment. Fitness assignment has a similar function to the negative gradient in gradient search - it indicates a promising direction of search. Therefore, if such a direction is unavailable to the EA, then continuation of the search becomes increasingly more difficult as there is no indication that better solutions are being generated.

Specifically, in a minimisation context, a decision vector \( \bar{x} \in S \) is said to be Pareto optimal if there is no other decision vector \( x \in S \) such that \( f_i(x) \leq f_i(\bar{x}) \), for all \( i \), and, \( f_i(x) < f_i(\bar{x}) \) for at least one \( i = 1, \ldots, k \). Namely there exists no other decision vector that maps to a clearly superior objective vector. Similarly, a decision vector \( \bar{x} \in S \) is said to be weakly Pareto optimal if there is no other decision vector \( x \in S \) such that \( f_i(x) < f_i(\bar{x}) \) for all \( i = 1, \ldots, k \). Lastly, the ordering induced by the binary relations \( <, \leq \) is called partial because of the following possibility: \( x, y \in Z \) but \( x \not< y \) and \( y \not< x \), in which case the vectors \( x, y \) are said to be incomparable.

Most multi-objective problem solvers attempt to identify a set of Pareto optimal solutions. This set is a subset of the Pareto optimal set (PS) which is also referred to as Pareto front. The Pareto optimal set is defined as follows: \( \mathcal{P} = \{ \bar{z} : \bar{z} \not< z, \bar{z} \in Z \} \), namely, it is the set of objective vectors that are not dominated by any objective vector in the feasible objective space. The decision vectors whose forward image under the objective function is the set, \( \mathcal{P} \), are also referred to as the Pareto set and are denoted as \( \mathcal{D} \), namely \( F : \mathcal{D} \rightarrow \mathcal{P} \). That is, the decision space is implicitly ordered according to the partial ordering applied to the objective space.

\(^2\)Namely, \( F : S \rightarrow Z \).
3.2. Bias in the Objective Function

In the following sections of this work we assume that the objective function is not biased towards the Pareto front. This term is related to what the authors of the WFG toolkit [19] refer to as bias in the objective function. An objective function is considered to be unbiased when for decision vectors that are uniformly distributed in $S$ the resulting distribution in objective space is also uniform, or close to uniform [19]. In this work we employ the same notion of bias, however we also provide a definition which should clarify the underlying assumptions of the statements: “an objective function has no bias”, or “an objective function is biased toward the Pareto front” etc. In this work we consider objective functions of the following form:

$$
\int_B h(z_1, \ldots, z_k) dz_1 \ldots dz_k \mathbb{P}_d(z \in B),
$$

where $h$, is the probability density function in the objective space and $B$ is the set of all feasible objective vectors with distance $r$ or less from the Pareto front and $R_i$ is an element of $R = \{<, >, =\}$. Also, $\mathbb{P}_d(z \in B)$ is the probability that the objective vector, $z$, lies in the set $B$ when sampling the decision space under the uniform distribution, $\mathcal{U}$. In the first two cases, namely $R_1$ and $R_2$, and for some $r > 0$ we say that the objective function is biased towards, and away from, the Pareto-front, respectively. When the relation $R_1$ holds for all $r > 0$ the objective function has no bias.

3.3. Pareto Dominance for Multi-Objective Problems

In [24] Ishibuchi et al. provide empirical results in an attempt to explain the reason for the poor performance of Pareto dominance-based algorithms applied to multi-objective problems. The main argument is that the ratio of non-dominated (incomparable) individuals to the size of the population is approaching 1, meaning that almost the entire population is non-dominated, therefore the algorithms’ selection mechanism is provided with no useful information. In what follows we elaborate further on this argument and prove that this behaviour is to be expected in multi-objective problems and we reveal, to an extent, the underlying cause for such difficulties.

Consider the simplest multi-objective case, namely a 2-objective problem. Every point in objective space defines 4 regions, (i) a region that contains solutions that are clearly better denoted as $S$, (ii) a region that contains solutions that are clearly worse, $\bar{S}$, and (iii, iv) two regions where the solutions are incomparable to the point in question, $\mathbb{D}$. In the general case, for $k$-dimensional problems, there is always 1 region with clearly better solutions, 1 region with clearly worse solutions and $2^k - 2$ regions containing incomparable solutions. Furthermore, assuming that there is no bias towards any of these regions in the problem (objective function), the probability that a solution is generated in any one of these regions by a stochastic process (algorithm) is proportional to the volume of these regions divided by the volume of the entire feasible set in objective space\(^3\), $Z$. However, as the number of dimensions increases, the likelihood that a solution will be generated within the region $\mathbb{S}$, is reduced significantly for any point in the objective space.

Although the assumption that the problem has no bias seems to limit the generality of the above argument, this is not entirely true. To illustrate this let us consider the relative directions of bias in the objective function in the context of optimization. This bias can be: (i) towards the Pareto front, namely it is easier to obtain solutions near the PF than in any other region, (ii) towards the region containing clearly worse solutions, and (iii) towards any region or regions containing incomparable solutions. Only in case (i) the solution of the optimisation problem becomes easier compared with the unbiased version. However this favourable scenario is seldom encountered in practice. So by assuming no bias in the objective function, all the probabilities that we calculate are in the worst case upper bounds on the probabilities of obtaining solutions in the set $\mathbb{S}$. In other words, the probabilities reported in this work represent the best attainable probability with respect to the location of an objective vector. We elaborate further on this point in Section 6.

To better appreciate and understand the reasons for the apparent difficulties that multi-objective optimization algorithms face with such problems, we frame the aforementioned example on a more concrete basis. Assume that

---

\(^3\)Walking Fish Group. The WFG toolkit can be used to create scalable test problems in objective and decision space.

\(^4\)We assume that the feasible objective set is bounded.
Figure 1. Trajectory for the experiment described in Section 3.4 comparing decomposition and Pareto-based methods. \( M_P \) is the upper bound of the feasible objective space while \( L_P \) is the Pareto front and the lower bound of the feasible objective space. Also \( V_F \) is the volume below the Pareto front and \( V_Z \) is the volume of the feasible objective space, while \( V_P \) is the volume of the region containing superior solutions to the current solution \( z_c \). Lastly, \( z_s \) and \( z_e \) are the starting and target objective vectors, with \( z_e \) being Pareto optimal. The left figure illustrates the aforementioned quantities for \( z_c = z_s \) and the right figure illustrates how the above quantities change as \( z_c \) moves towards \( z_e \) along the \((z_e - z_s)\) direction. The results can be seen in Fig. (2).

the objective space, \( Z \), is bounded from above by a hyperplane as shown in Fig. (1), specifically the upper bound is the set of points \( M_P = \{z : \sum_{i=1}^{k} z_i = M, z_i \geq 0\} \). The reasons for selecting a feasible objective region with this particular geometry will become clear in what follows. Also, let the Pareto front be a \((k - 1)\)-simplex, namely Pareto optimal objective vectors are part of the set \( L_P = \{z : \sum_{i=1}^{k} z_i = L, z_i \geq 0\} \), obviously we have to select \( L < M \) for minimization problems as \( L > M \) would imply \( Z = \{\emptyset\} \). If we also assume that the problem has no bias, then for a given objective vector, \( z_c \in Z \), it would be possible to calculate the probability of obtaining a better solution using the following relation,

\[
P(z \in S | z_c) = \frac{V_S(z_c)}{V_Z}, \tag{3}
\]

where, \( V_S(z_c) = V_F(z_c) \), for Pareto-based methods, \( V_Z \) is the volume of the feasible objective space which is equal to the volume of the slab in between \( M_P, L_P \) and the positive orthant \( \mathbb{R}_+^k \), see Fig. (1). Additionally, \( P(z \in S | z_c) \), is the probability of finding a better objective vector, \( z_n \), given the objective vector \( z_c \). The expression in (3) is valid only for problems whose objective function would produce objective vectors uniformly distributed, or nearly so, given a set of uniformly distributed decision vectors. For biased problems knowledge of the exact probability density function in objective space would be necessary so that we can weigh the integrals. However, as we mentioned above, in all but the most trivial problems the bias will be towards the Pareto front, otherwise it will be away from it, and so (3) will still describe a useful quantity, namely the upper bound of the probability of finding a better solution, assuming that there is no bias towards the Pareto front.

The volume of the region containing clearly better solutions, \( V_P(z_e) \), for Pareto dominance or cone dominance using an ordering cone \( K = \mathbb{R}_+^k \) is,

\[
V_P(z) = \prod_{i=1}^{k} z_i - V_F, \tag{4}
\]

where \( V_F \) is the volume of the non-dominated region beneath the Pareto front, which is the volume beneath the
simplex, $L_P$. The $(k - 1)$-simplex corresponds to a Pareto front with affine geometry and $V_F$ is calculated as,

$$V_L = \frac{\det \begin{bmatrix} v_1 & \cdots & v_k \end{bmatrix}}{\Gamma(k + 1)}.$$  

(5)

Here, $v_i$, are the vertices that the Pareto front intersects with the axes and $\Gamma(\cdot)$ is the gamma function [2]. The vectors, $v_i$ for the Pareto front are equal to $v_i = L \cdot e_i$, where $e_i$ is a vector of zeros and its $i^{th}$ element is equal to one. Furthermore, the volume beneath the hyperplane $M_F$, $V_M$, is calculated using (5) and $v_i = M \cdot e_i$. Once $V_M$ and $V_L$ have been evaluated, the volume of the entire feasible objective space is calculated as,

$$V_Z = V_M - V_L.$$  

(6)

Also the volume of the non-dominated region for $\varepsilon$-dominance is simply,

$$V_{P,\varepsilon}(z) = \prod_{i=1}^{k} (z_i - \varepsilon) - V_F,$$  

(7)

assuming that the same $\varepsilon$ value is used for every objective. If different values for $\varepsilon$ are used it is trivial to modify (7). The volume of the non-dominated region for cone $\varepsilon$-dominance [4] is much more involved to calculate exactly, however, given that its defining set is the intersection of a proper cone and the set $\mathbb{R}^k + \varepsilon$ it stands to reason that its volume, $V_{K,\varepsilon}$, will be within,

$$V_{P,\varepsilon} \leq V_{K,\varepsilon} \leq V_F,$$  

(8)

deciding on the selected acute cone.

3.4. Experiment

The question that we seek to answer is the following: Do decomposition-based optimization algorithms possess some inherent advantage over Pareto-based algorithms that can be attributed to the way partial ordering is induced in objective space? To answer this question we remove the implementation details of algorithms belonging to these families and study the effect of the fitness assignment on the likelihood that a superior solution is found as a function of the distance of the current best approximate solution to a solution on the Pareto front. To do this we select the shortest path in objective space from an initial point $z_s$ to a point on the Pareto front, $z_c$, as shown in Fig. (1). Next we calculate the probability of finding a better solution for points progressively closer to $z_c$. This will inform us whether there is some advantage in using decomposition-based methods over Pareto-based methods. However, there is an inherent assumption that approximate solutions in these algorithm families will tend to follow this particular trajectory. This means that we assume that if an algorithm starts from the point $z_s$, intermediate solutions will tend to be close to the trajectory shown in Fig. (1) and that upon convergence we will obtain the solution $z_c$. Therefore we have to justify two points, (i) why it would be reasonable to assume an algorithm would tend to follow this trajectory and (ii) why it should converge to that particular point, $z_c$, and not any other point on the Pareto front. For decomposition-based methods this is trivial as this is the direction in which the scalarization function monotonically decreases and the target point, $z_c$, can be selected by appropriate selection of the weighting vector, $w$ as shown in [12, 11]. And it is conceivable that the point $z_c$ is part of a set of points that are targeted by the algorithm. For Pareto-based methods however, even if we assume that a solution is admissible only when it dominates the current solution, $z_c$, the end point need not necessarily be $z_c$. Nevertheless, this would be true only if we ignore the part of a Pareto-based method that preserves diversity of solutions in objective space. Pareto-based algorithms as mentioned in the introduction will attempt to lead a set of solutions towards the Pareto front and simultaneously cover the entire Pareto front. This means that there is some mechanism to force solutions that are very close to each other in objective space to either move in unexplored regions of objective space or be eliminated. Indeed Pareto-based algorithms actively seek to preserve diversity and the employed measures are variations of the mean nearest neighbour distance in objective space [49]. This, in effect, allows an approximate solution to move only within a corridor in objective space. Given an adequate number of individuals in the EA this corridor can be approximated by a single trajectory as in Fig. (1) and the final solution will be within $\varepsilon$ distance from $z_c$, where $\varepsilon$ a small constant that can be made arbitrarily small by increasing the number of individuals in the population of the algorithm. If in fact a Pareto-based algorithm is unable follow
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\[
\text{dist}(z_e, z_c) \quad \text{P}(z \in S | z_c)
\]

a) Pareto-Dominance

\[
\text{dist}(z_e, z_c) \quad \text{P}(z \in S | z_c)
\]

b) $\ell_1$-norm

c) $\ell_2$-norm

d) $\ell_{\infty}$-norm

Figure 2. Probability of finding a better solution to $z_c$, $\text{P}(z \in S | z_c)$, as a function of the Euclidean distance of the solution $z_c$ to $z_e$, denoted by $\text{dist}(z_e, z_c)$, for different number of objectives (see Fig. (1)). Here [□, ○, ⋄, ×, •] correspond to $k = \{2, 5, 10, 15, 20\}$ objectives respectively.

The trajectory in Fig. (1), then this will only serve to decrease the probability of finding a superior solution to the current point, as we have shown that algorithms whose solutions tend to wander in objective space tend, in the mean, to obtain inferior solutions [10]. Hence the obtained probabilities will still be an upper bound for the probability of finding a superior solution to the current solution, $z_c$. This could be one reasons for the reported inferior performance of Pareto-based algorithms.

Therefore, using (3)-(5) and a trajectory in objective space we can explore the change in the probability to obtain a solution in $S$ from a current point, $z_c$. Assuming we start from a point that is on the upper bound of the objective space, $z_s \in M_P$, and a target point on the Pareto front $z_e$, the question is how likely is to find a better solution with respect to any point on the trajectory with direction $z_e - z_s$, see Fig. (1). This information for Pareto dominance methods will give us a basis for comparison with other methods for inducing a partial order in the objective space and should illuminate any differences. The steps involved, for Pareto-based and decomposition-based methods described in Section 4, can be summarised as follows:
• Set \( z_c = z_s \). Subsequently we divide the line segment from \( z_s \) to \( z_e \) into \( N - 1 \) segments, thus from start to end there are \( N \) points \( z_c[i] = z_s + (z_e - z_s)i/N \) and \( i = 0, \ldots, N - 1 \), see Fig. (1).

• For every \( z_c[i] \) we calculate (3). This procedure is illustrated in Fig. (1) and the results are shown in Fig. (2)-(a) for Pareto-dominance methods.

4. Decomposition Methods

![Figure 3](image-url)

Figure 3. The curves in this figure represent the boundary of solutions that will be perceived as clearly better with respect to the corresponding \( p \)-norm.

4.1. Overview

An alternative for defining a partial order in objective space can be found in decomposition methods. As mentioned in Section 1, these methods employ a scalarizing function to aggregate all the objectives into a single scalar objective function. To obtain different Pareto optimal points, a set of weighting vectors can be used which would result in a set of single objective subproblems. This is the reason why such methods are called decomposition-based. It is because the employed strategy is to decompose a complex problem into a set of simpler ones. Simpler in this context does not necessarily mean easier to solve, it means that it is straightforward to apply standard EAs to the resulting subproblems.

The family of scalarizing functions that we focus our attention in this work, is the weighted metrics method [34, pp. 97] defined as:

\[
\min_x \left( \sum_{i=1}^k w_i |f_i(x) - z^*_i|^p \right)^{1/p}, \tag{9}
\]

where, \( w_i \) are the weighting coefficients, \( w_i \geq 0 \) for all \( i = 1, \ldots, k \), and \( \sum_{i=1}^k w_i = 1 \), also \( p \in (0, \infty) \). The vector \( z^* = (z_1, \ldots, z_k) \), is called the ideal vector and is defined as \( z^* = (\inf_x f_1(x), \ldots, \inf_x f_k(x)) \). For the purpose of this work we will assume that \( z^* = (0, \ldots, 0) \), which means that (9) can be rewritten as,

\[
\min_x \left( \sum_{i=1}^k w_i f_i(x)^p \right)^{1/p}. \tag{10}
\]

Notice that we are allowed to remove the absolute value while maintaining the equivalency relation between (9) and (10), since, \( z^* = (0, \ldots, 0) \), implies that \( z \in \mathbb{R}_+^k \). The formulation shown in (10) obviates the relationship of the
weighted metrics scalarizing function with the weighting method and the Chebyshev decomposition. Namely, for \( p = 1 \) we obtain the weighting method [34, pp. 78],

\[
\min_x \sum_{i=1}^k w_i f_i(x),
\]  
(11)

while for \( p = \infty \) we obtain the Chebyshev scalarizing function,

\[
\min_x (\max(w_1 f_1(x), \ldots, w_k f_k(x))).
\]  
(12)

It should be noted that the assumption that the ideal vector is equal to the zero vector also implies that the objective function is bounded from below. In extension, if the ideal vector is known and is nonzero, a change of variables in the objective function would be sufficient to meet our assumption.

Although all norms are equivalent, in the sense that for every norm in a finite dimensional space multiplicative constants can be found relating two norms [6, pp. 636], their effect in an optimization problem can be significantly different, depending on the intricacies of the problem. For example, for \( p = \infty \), namely the Chebyshev scalarizing function, there exist theoretical results stating that the solutions of (12) will be at least weakly Pareto optimal for any weighting vector \( w \in \mathbb{R}_+^k \) and that any Pareto optimal solution can obtained for some weighting vector [34, pp. 99].

The interest of the MOEA community with respect to this particular norm is that the previous statement holds for nonconvex problems as well. Note that this does not imply that there is a guarantee that the algorithm will be able to find a Pareto optimal solution for a nonconvex problem, rather the statement refers to the equivalency of the two problems. In other words, assuming that the selected algorithm is able to solve the problem defined in (12) then the solution will be at least a weakly Pareto optimal, and that all the Pareto optimal solutions can be obtained for some weighting vector. Such a result does not exist for \( p < \infty \). In Section 5 we show that, given some prior information, it is possible to find a norm other than infinity with the same properties mentioned above. Namely, the ability of the a scalarized problem to converge to a weakly Pareto optimal solution for every weighting vector \( w > 0 \) and that all Pareto optimal solutions can be reached.

However, it is not obvious as to why a norm, other than the \( \ell_\infty \)-norm that is employed in the Chebyshev scalarizing function, would be more useful for decomposing a multi-objective problem. For this reason we extend the experiment conducted for Pareto-based methods to decomposition-based methods that employ (10) as the scalarizing function to decompose a multi-objective problem and study the effects that different values of \( p \) have on the resulting subproblems, see Section 4.2.

4.2. Decomposition Methods for Multi-Objective Problems

The difference between scalarizing functions and the various forms of dominance relations discussed in Section 3, is that the former define a complete ordering in the objective space. Namely, regions containing incomparable solutions are eliminated, and depending on the \( \ell_p \)-norm used in (10), parts of the \( \mathbb{D} \) regions are absorbed by the region containing inferior solutions, \( I \), and the region containing clearly better solutions, \( S \). This phenomenon has the potential to reduce the rate of decrease of the probability that a better solution is generated as the current solution approaches the optimal point, see Fig. (2)-\( \text{(a-d)} \). A better solution in this context is a solution that yields a lower value for the selected scalarizing function. In turn, this can reduce algorithm stagnation caused by a large number of non-dominated solutions, a phenomenon observed in Pareto-based methods [24]. Consider a scenario in which the weighted sum method is used. In this scenario the weighting vector represents the normal of a hyperplane that divides the feasible objective space in two partitions. One, a region containing better solutions, \( S_{I_1} \), and one with worse solutions, \( I_{I_1} \), shown in Fig. (3). Solutions above the hyperplane are considered to be worse while solutions below the hyperplane are taken to be better with respect to the particular subproblem. Therefore, since the volume of the \( S \) region is larger comparatively to dominance-based methods, it would be easier for the algorithm to identify solutions that are somewhat closer to the front with respect to the currently best objective vector. However we have made a concession here, as the new solution may not Pareto-dominate the previous best solution. We will return to this issue in Section 5 and Section 6.

To explore how decomposition-based methods relate to Pareto-based methods, we must be able to calculate (3) for every \( p = (0, \infty] \). The volume of the feasible objective space is calculated in the same way as in (6), while the
volume of the $$S$$ region for $$p = (0, \infty)$$ is calculated as:

$$V_{S_p}(z) = \left(\prod_{m=1}^{k} \alpha_i(z)\right) - V_F,$$

which is essentially the volume of the positive orthant of a hyperellipsoid calculated as seen in [45]. The factors $$\alpha_i(z)$$ represent the distance of the ideal vector from the intersection of the ellipsoid with the positive axis of the $$i$$th objective, shown in Fig. (3) and are calculated as,

$$\alpha_i(z) = \left(\sum_{m=1}^{k} w_m z_m^{\frac{1}{p}} \right)^{\frac{1}{k}} \prod_{i=1}^{k} \alpha_i(z),$$

see [45]. Since for the special case that $$p = \infty$$,

$$\lim_{p \to \infty} \left(\prod_{m=1}^{k} \alpha_i(z)\right) = 1,$$

the volume of the $$S$$ region becomes,

$$V_{S_{\infty}}(z) = \alpha_1(z) \ldots \alpha_k(z) - V_F,$$

and,

$$\alpha_i(z) = \max \left\{ w_1 z_1, \ldots, w_k z_k \right\}.$$  

Furthermore, to replicate the selected trajectory described in Section 3.3 and shown in Fig. (1), the weighting vector is set to $$w = \frac{1}{k} \cdot (1, \ldots, 1)$$ ascribing equal importance to all objectives so the resulting subproblem will tend to follow this trajectory and converge to the point $$z_e$$. For this particular weighting vector (16) becomes,

$$\max \left\{ w_1 z_1, \ldots, w_k z_k \right\} = w_m z_m,$$

$$V_{S_{\infty}}(z) = \left(\frac{1}{k} \sum_{m=1}^{k} w_m z_m\right)^{\frac{1}{k}} - V_F = \frac{1}{k} z_m - V_F.$$  

However, as can be seen in Fig. (1), all points in the trajectory from $$z_s$$ to $$z_e$$ have $$z_1 = z_2 = \cdots = z_k$$, hence $$z_m = z_i$$ for all $$i = 1, \ldots, k$$, thus (18) can be calculated for any point on the trajectory.

As seen in Fig. (2)-(a-d), the probability of finding a better solution as $$z_c$$ approaches the optimal solution $$z_e$$ decreases more rapidly for the Chebyshev scalarizing function and Pareto-based methods when compared to scalarizing functions employing the $$\ell_1$$, $$\ell_2$$-norm. However, the results for the Chebyshev scalarizing function are remarkably similar to the Pareto-based method. In fact, for this trajectory, the two are identical, see (4) and (18). This interesting result means that Pareto-based methods and decomposition-based methods using the Chebyshev scalarizing function are identical in the sense that,

$$V_{S_{\infty}} = V_P.$$  

This result is quite intriguing given the increased number of reports showing decomposition-based algorithms outperforming their Pareto-based counterparts for multi-objective problems [22, 23, 37, 20, 42]. However, we have only shown that the above equality holds for one particular trajectory and not necessarily for every possible trajectory towards any point on the Pareto front. We claim that (19) holds for an entire family of trajectories and that these particular trajectories are the ones that both decomposition and dominance-based algorithms attempt to follow in their approach towards the PF.

Consider a subproblem defined by the following weighting vector,

$$w = \frac{(c_1, \ldots, c_k)}{s},$$

$$s = \sum_{i=1}^{k} c_i,$$  

$$c_i \in \mathbb{R}_+$$  

(20)
and the trajectory defined by,
\[ z_c = C \cdot \left( \left( \frac{s}{c_1} \right)^{\frac{1}{p}}, \ldots, \left( \frac{s}{c_k} \right)^{\frac{1}{p}} \right), \]
(21)
\[ s = \sum_{i=1}^{k} c_i, \quad c_i \in \mathbb{R}_+, \quad C \in [L, M]. \]
The starting point, \( z_a \) is defined for \( C = M \) and the end point, \( z_e \) (Pareto optimal point), for \( C = L \). For this trajectory,
\[ V_p(z_e) = \prod_{i=1}^{k} k z_{c,i} - V_F = \frac{(Cs)^k}{\prod_{i=1}^{k} c_i} - V_F, \]
(22)
and
\[ V_{S_{\infty}}(z_e) = \frac{\left( \max(w_1 z_{c,1}, \ldots, w_k z_{c,k}) \right)^k}{\prod_{i=1}^{k} w_i} - V_F = \frac{(Cs)^k}{\prod_{i=1}^{k} c_i} - V_F. \]
(23)

At this point we need to justify the assumption that a solution will attempt to follow the trajectory (21) defined by a weighting vector (20), since it appears to be artificial. For this we refer to the work by Ballestero [3] where the author refers to this trajectory as well-balanced baskets due to the relation,
\[ w_1 z_1 = w_2 z_2 = \cdots = w_k z_k, \]
(24)
for a solution \( z \in Z \). This essentially describes the action of the scalarizing function on the objective vector, which is to minimize the largest deviation in the given \( \ell_p \)-norm. This is most easily observed in the \( \ell_\infty \)-norm used by the Chebyshev decomposition whereby only the largest deviation is taken into account thus reeling the solution toward the balanced trajectory. By this reasoning, when the \( \ell_\infty \)-norm is used in a minimization problem, the focus of the algorithm will be to maintain the Hadamard product \( w \circ z \) as close as possible to the vector \( C \cdot 1 \) while attempting to minimize \( ||C \cdot 1|| \). By changing the weighting vector, this equilibrium that the Chebyshev scalarizing function is attempting to maintain, changes, so a different trajectory is followed, which of course converges to a different Pareto optimal point if the optimization algorithm is successful. That trajectory can be identified by finding the objective vector that sends the weighting vector \( w \) to the unit vector. This means that whenever the objective vectors are allowed to follow the balanced trajectory, \( V_p(z_e) = V_{S_{\infty}}(z_e) \).

It follows that for objective vectors following a balanced trajectory,
\[ V_{S_{1}} > V_{S_{2}} > \cdots > V_{S_{\infty}} = V_p. \]
(25)
Therefore, it follows that,
\[ P_{S_{1}}(z \in S_{\ell_{1}} | z_c) > P_{S_{2}}(z \in S_{\ell_{2}} | z_c) > \cdots > P_{S_{\infty}}(z \in S_{\ell_{\infty}} | z_c) = P_p(z \in S | z_c), \]
(26)
where \( z \in Z \) and \( S_{\ell_{p}} \) is the region containing better solutions according to the \( \ell_p \)-norm version of the scalarizing function and \( P_{S_{\ell_{p}}} (z \in S_{\ell_{p}} | z_c) \) is the probability of finding a better solution in \( S_{\ell_{p}} \) given that the current best solution is \( z_c \). The result in (26) can be read directly from Fig. (3). It is noteworthy that in the case where a Pareto-based algorithm is unable to follow a balanced trajectory, it follows that it is likely, in the mean, to have a slower convergence rate compared with a decomposition-based algorithm [10]. However, as the probabilities in (26) are upper bounds for the probability of obtaining a better solution from a current solution, \( z_c \), this equation still holds.

5. Scalarization and Stability of the Equivalent Problem

The results in the previous section must be interpreted with care since (26) does not imply in any way that by using a scalarizing function based on a norm with \( p < \infty \), all the Pareto optimal solutions will be reachable. However
it does imply that by using a scalarizing function with \( p \) small, there is a better chance in finding better solutions with respect to that norm. Nevertheless, we require Pareto optimal solutions and not just any solutions that are closer to the front in some \( \ell_p \)-norm, which means that if we cannot ensure that the subproblems are able to converge to Pareto optimal solutions and that all Pareto optimal solutions will be obtainable, the importance of (26) would be limited to the fact that Pareto-dominance methods are equivalent to decomposition-based methods that employ the Chebyshev scalarizing function. Equivalent in the sense that for an objective vector following a well balanced trajectory the probability to obtain a solution dominating the current solution is the same in both methods.

To understand the tradeoff between using a dominance-based method versus a decomposition-based method let us consider the effect of a scalarizing function on the objective space. A scalarizing function projects the entire objective space onto a line\(^5\), therefore some regions that contain incomparable solutions in the Pareto sense, now become solutions that are either better or worse for the particular subproblem. Therefore, a major difference between decomposition-based and Pareto-based algorithms is that the former provide unambiguous information about the quality of the produced solutions at every iteration while the latter cannot always guarantee such information because the likelihood of generating incomparable solutions is high for problems with a large number of objectives [24]. However it is easy to reduce the above argument into a deadlock between Pareto-based methods and decomposition-based methods. This is accomplished by the simple observation that the clearly better regions in the Chebyshev scalarizing function (\( p = \infty \) in Fig. (3)) are identical to the regions generated by Pareto dominance based methods, while the incomparable and clearly worse regions in Pareto-based methods are mapped to clearly worse regions by the Chebyshev scalarizing function. Namely, if we require a decomposition method that can guarantee the generation of Pareto optimal solutions, then, we have to use the Chebyshev scalarizing function, but in so doing we give up the favourable convergence rates\(^6\) achieved when using, for example the weighted sum method, and vice versa. In general there are two competing trends:

- As \( p \to 0 \), the probability of finding a better solution with respect to the \( \ell_p \)-norm increases, hence it is less likely that the algorithm stagnates due to its inability to find direction of search. Additionally, it becomes increasingly more difficult to obtain all Pareto optimal solutions.

- However, as \( p \to \infty \), we can obtain more Pareto optimal solutions on the Pareto front, but the probability of finding a better solution with respect to the norm defined by \( p \) is also decreasing. In the limit, namely for \( p = \infty \), we obtain the Chebyshev scalarizing function that guarantees that we will be able to find all Pareto optimal solutions.

\(^5\)In this work a segment of a ray, since the objective space is bounded.

\(^6\)Or more correctly the potential for favourable convergence rates.
optimal solutions for some weighting vector $\mathbf{w}$ but this scalarizing function is equivalent with Pareto-dominance methods.

So the question is: is there a way that a scalarizing function can be used with $p$ relatively small while preserving the guarantees that the Chebyshev function provides? The answer is affirmative for multi-objective problems whose Pareto front geometry is continuous (see Section 2) and can be described by the following parametrization,

$$ f_1^{p_1} + f_2^{p_2} + \cdots + f_k^{p_k} = C, \quad (27) $$

where $p_i > 0$ for all $i$ and $C$ is a positive constant. This parametrization for the Pareto front is often used in the literature, see for example [29, 28, 15]. For simplicity we assume that $f_i \geq 0$. We claim that if the weighted metrics scalarizing function is used with $p = \max\{p_1, \ldots, p_k\}$, then this scalarization will have the same guarantees as the Chebyshev function, given that our estimate of $\max\{p_1, \ldots, p_k\}$ is correct and that the objective function is continuous. The reason for this is illustrated in Fig. (4). To see this, consider that when $z_\ell$ reaches $z_c$ in Fig. (4), the volume of the region $\mathcal{S}_{z_\ell}$ is still positive, meaning that according to the $\ell_1$-norm there are still better solutions to the current solution.

Continuing on the same line of reasoning, the solution $z_\ell$ will either converge to $z_A$ or $z_B$ since at these two locations there is no way that the $\ell_1$-norm to be improved. This result follows directly from (25) and the results in [45] for calculating the volume in (27), it follows that,

$$ \lim_{z_\ell \to z_c} (V_{PF} - V_{\ell_1}) \leq 0, \quad (28) $$

when $p > \max\{p_i\}$, in which case we say that the scalarization is stable while if $p < \max\{p_i\}$ the scalarization is unstable and we have,

$$ \lim_{z_\ell \to z_c} (V_{\ell_p} - V_{PF}) > 0. \quad (29) $$

where, $V_{PF}$, is the volume of the region enclosed by the Pareto-front and the ideal vector $z^*$ as shown in Fig. (4).

Stability in terms of scalarizations is taken to mean the following:

- A subproblem of a multi-objective problem is a stable scalarization if for a given weighting vector $\mathbf{w} > \mathbf{0}$, it is able to converge to a Pareto optimal solution $z_\ell = (z_{\ell_1}, \ldots, z_{\ell_k})$, with $z_i > 0$ for every $i = 1, \ldots, k$.

- Conversely, a subproblem is an unstable scalarization if for a given weighting vector $\mathbf{w} > \mathbf{0}$, it converges to a Pareto optimal solution $z_\ell$ with $z_i = 0$ for at least one $i \in [1, \ldots, k]$.

Therefore, if the Pareto front geometry is known and it can be expressed in terms of (27), then we can select the $\ell_p$-norm that will have the maximum probability to produce better solutions while preserving the guarantee that the final population will be (weakly) Pareto optimal and that all the Pareto optimal solutions will be obtainable for some weighting vector.

6. Discussion

By calculating the probability to find a better solution, we have essentially turned the problem of extending a multi-objective optimization algorithm into a functional optimization problem. Namely, the question that can now be posed is: “what is the optimal $\ell_p$-norm for the scalarization and trajectory for an objective vector?” By optimal trajectory we mean the trajectory in objective space that will present the least resistance to our optimization algorithm while simultaneously moving towards a Pareto optimal solutions as fast as possible. This question, although very interesting, it either has a trivial answer: the straight line connecting the current solution $z_\ell$ to the target solution, or for biased problems knowledge of the probability density function in the objective space is required, something which, in general, is unknown even for test problems. Therefore, we use a balanced trajectory, since this is in accord with the scalarizing functions, in the sense that this is the path that they tend to follow. Using this we investigated how the probability to obtain better solutions varies as a function of the distance of the current best solution and the sought for Pareto optimal solution. We found that this probability is largest the smaller the $\ell_p$-norm is, with respect to $p$. This information can be used to produce better algorithms for multi-objective problems.
However, we cannot simply use the smallest norm that is numerically feasible since with decreasing $p$ the ability of a scalarizing function to converge to a particular point of the Pareto front is also reduced, hence, a concession must be made. Although, if the Pareto front is continuous and can be described in a parametric way (see (27)), an optimal value, $p^*$, can be obtained for which the decrease of the probability of finding a better solution is minimal while the ability of the scalarizing function of finding every Pareto optimal solution is retained. The optimal value of $p$, separates the family of scalarizing functions into two subclasses. First, values of $p < p^*$ produce unstable scalarizing functions and $p > p^*$ result in stable scalarizing functions. Here stability refers to the ability of the scalarizing function to converge to any point on the Pareto front, while instability refers to the opposite.

7. Conclusion

Based on the results in Section 3 and Section 4 we have seen that under mild conditions the Chebyshev function is identical to Pareto-dominance methods. Identical in the sense that, for a solution following a balanced trajectory, the reduction of probability to find a better solution is identical for both methods. This curious fact suggests that the decomposition-based methods using the Chebyshev scalarizing function are actually not better compared with Pareto-based methods. But if that is so, how can the results observed by several researchers for multi-objective problems be justified? Given the fact that the reported results are only slightly better in [16, 20] our hypothesis is that the difference is simply due to the ease with which a constant direction of search in objective space can be maintained in decomposition-based methods, while the same is very difficult to achieve with Pareto-based methods. This argument is further supported by the results in [10], where we show that varying weighting vectors can have significant impact on algorithm convergence. A good example of this behaviour is seen in a variation of MOGLS\(^7\) [27], initially introduced by [21, 25], when compared with MOEA/D in [47]. In the aforementioned work MOGLS was outperformed by MOEA/D, and as the authors note, one reason was that MOGLS generated different weighting vectors on every iteration. This amounts to an attempt to identify the entire Pareto front, but also means that the direction of search in objective space is not constant as is the case for MOEA/D. The same problem is present in Pareto-based methods, however there is no clear way for this situation to be remedied. Another potential cause for the apparent disparity in performance between Pareto-based methods and Decomposition-based methods is that the aforementioned equivalence depends on the degree to which Pareto-based methods are able to follow a balanced trajectory, and, in higher dimensions this would potentially be more challenging due to the relative lower density of solutions.

The results in this work show that:

- Pareto-dominance methods and the Chebyshev scalarizing function are equivalent, in the sense that neither method in itself, has better probability to find superior solutions. In fact the aforementioned probabilities are the same.

- Given some prior information about the problem, namely the geometry of the Pareto front, we can find the optimal scalarizing function. Optimal in this context means that using the above scalarizing function all Pareto optimal solutions will be obtainable for some weighting vector, and that, the probability of obtaining a better solution, with respect to the particular scalarizing function, decreases more slowly compared to all other scalarizing functions (and Pareto-dominance methods) that can provide the same guarantee of finding all Pareto optimal solutions.

- Using generalized decomposition (gD) [11, 12] in conjunction with the results in this work, the required weighting vectors for obtaining Pareto optimal solutions in specific locations on the Pareto front, can be identified for any $\ell_p$-norm.

Some of the mentioned benefits apply only when we are able to identify the Pareto front geometry prior to obtaining Pareto optimal solutions.

\(^7\)Multi-Objective Genetic Local Search.
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