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Abstract

Using GA's to search for CA rules from spatio-temporal patterns produced in CA evolution is usually complicated and time-consuming when both the neighbourhood structure and the local rule are searched simultaneously. The complexity of this problem motivates the development of a new search which separates the neighbourhood detection from the GA search. In this paper, the neighbourhood is determined by independently selecting certain terms from a large term set on the basis of the contribution each term makes to the next state of the cell to be updated. The GA search is then started with a considerably smaller set of candidate rules pre-defined by the detected neighbourhood. This approach is tested over a large set of 1-D and 2-D CA rules. Simulation results illustrate the efficiency of the new algorithm.

1 Introduction

A cellular automaton (CA) is a discrete system which evolves in discrete time over a lattice structure composed of a large quantity of cells. The states of the cells are discrete and are updated synchronously according to a local rule operating on a given neighbourhood. The study of CA's has been the focus of attention from a wide range of researchers [1]-[6]. One of the most important topics in CA studies is the identification of the CA, that is, to extract the neighbourhood and the governing local rule from a given set of spatio-temporal patterns produced by the CA evolution.

Ideally the identification technique should be designed to produce an optimal CA expression which consists of a clear, minimal neighbourhood structure and a correct local rule. In [7], although correct rules were generated by applying a set of sequential and parallel algorithms, the associated neighbourhood was not clearly presented and the identification process was complicated and time-consuming. GA's were employed in [8] in search for a matching rule from a large rule set of all possible rules. Again no satisfactory neighbourhood structure was obtained. In [9] the minimal neighbourhood problem was addressed by introducing a second search objective to the GA's on the basis of reformulating the CA rules into a uniform Boolean expression. Because the assumed neighbourhood which determines the run time is usually much larger than the actual neighbourhood, the search process can be very long, sometimes taking several hours for a single run, even for a very simple 1-D CA rule (see Table 6 in [9]). However it might be possible to substantially reduce the run time if the assumed neighbourhood for the GA search was correct and minimal. One way to achieve this would be to determine the neighbourhood before starting the rule search and this is the main objective of the present study.
In this paper a new neighbourhood detection technique is introduced which is capable of extracting the correct and minimal neighbourhood from a large set of candidate neighbourhoods without having to define the rule at the same time. The algorithm is simple and easy to implement and forms the first stage in a CA identification procedure. A simple GA is then employed, starting with the obtained neighbourhood, to search for the best matching local rule. The remainder of the paper is structured as follows. In Section 2.1, the notation and background to 1-D and 2-D CA neighbourhoods and rules is introduced. The new neighbourhood detection technique is then developed in Section 2.2 based on the Boolean expressions of the CA rules. Section 3 describes the GA search for the correct local rule using the obtained neighbourhood. Simulation studies are presented in Section 4, and Section 5 discusses the efficiency of the algorithm.

2 Neighbourhood detection

2.1 Cellular Automata

A cellular automaton is composed of three parts: a discrete lattice, a neighbourhood and a rule for local transitions. All cells in the lattice are updated synchronously according to the local rule.

2.1.1 Neighbourhoods

The neighbourhood of a cell is the group of the cells which are able to directly affect the evolution. Some of the most frequently used neighbourhoods are illustrated in Figure 1. For simplicity, this paper only considers neighbourhoods composed of cells from time step \( t-1 \), but the results are not restricted to this case.
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Figure 1. Examples of some of the most frequently used 1-D and 2-D neighbourhoods

(a) the 1-D von Neumann neighbourhood (b) the 2-D von Neumann neighbourhood (c) the 2-D Moore neighbourhood

2.1.2 Boolean form of CA rules

There are various representations for a CA rule. In this paper Boolean expressions will be considered. From [9], every CA rule with an \( n \) site neighbourhood \( \{cell(x_1), \ldots, cell(x_n)\} \) can be written as

\[
s_{new}(x_j) = a_0 \oplus a_1 s(x_1) \oplus \cdots \oplus a_p s(x_1) \ast \cdots \ast s(x_n)
\]

(1)
where $P = 2^n - 1$, $x_j$ is the cell to be updated. $s(x_j)$ is the state of cell($x_j$) at time step $t-1$. $s_{new}(x_j)$ is the next state in cell($x_j$). $a_i$ ($i = 0, \cdots, P$) are binary numbers and $a_i = 1$ indicates that the following term is included in the Boolean expression while $a_i = 0$ indicates that the following term is not included. $\oplus$ and $\odot$ represent XOR and AND operators respectively.

2.2 Neighbourhood detection

Define the vector XOR operator $\oplus$ as

$$
\left[ \begin{array}{c}
 b_1 \\
 b_2 \\
 \vdots \\
 b_n 
\end{array} \right] \oplus \left[ \begin{array}{c}
 c_1 \\
 c_2 \\
 \vdots \\
 c_n 
\end{array} \right] = (b_1 \odot c_1) \oplus (b_2 \odot c_2) \oplus \cdots \oplus (b_n \odot c_n)
$$

where $b_i$ and $c_i$ ($i = 1, \cdots, n$) are binary numbers. Equation (1) can then be represented as

$$
s_{new}(x_j) = s \oplus a
$$

(2)

where

$$
a = \left[ \begin{array}{c}
 a_1 \\
 a_2 \\
 \vdots \\
 a_P 
\end{array} \right]^T
$$

and

$$
s = \left[ \begin{array}{c}
 1 \\
 s(x_1) \\
 \cdots \\
 s(x_n) \\
 s(x_1) \times s(x_2) \\
 \cdots \\
 s(x_1) \times \cdots \times s(x_n) 
\end{array} \right]
$$

Applying $b_1 \odot b_2 = b_1 \times b_2$, $b_1 \oplus b_2 = b_1 - b_2 - 2 \times b_1 \times b_2$, and $b^m = b$ (where $b_1, b_2, b$ are binary numbers and $m$ is a positive integer) to equation (2) yields

$$
s_{new}(x_j) = s \times \tilde{a}
$$

(3)

where $\tilde{a}$ is a $P \times 1$ integer vector.

One way to detect actual cells in the assumed neighbourhood $\{cell(x_1), \cdots, cell(x_n)\}$ of cell($x_j$) is to calculate the contribution each cell makes to $s_{new}(x_j)$. Alternatively, since there is no direct way to evaluate the performance of each cell, terms in $s$, such as $s(x_1)$, $s(x_n)$, $s(x_1) \times s(x_2)$, $s(x_1) \times \cdots \times s(x_n)$, which are formed from various combinations of all the possible cells, can be exploited for this purpose. However, the effect each term has on $s_{new}(x_j)$ is entangled in $s$, it is therefore not easy to assess the individual performance directly from equation (3). The new procedure below is therefore introduced to overcome this problem and to calculate each contribution independently.

Equation (3) can be written as

$$
s_{new} = S \times a
$$

(4)

where

$$
S = \left[ \begin{array}{c}
 s_{new}(x_j(1)) \\
 s_{new}(x_j(2)) \\
 \vdots \\
 s_{new}(x_j(N)) 
\end{array} \right]^T
$$

$$
S = \left[ \begin{array}{c}
 s^T(1) \\
 s^T(2) \\
 \vdots \\
 s^T(N) 
\end{array} \right]^T = \left[ \begin{array}{c}
 s_1 \\
 \cdots \\
 s_P 
\end{array} \right]
$$

$$
s^T(t) = \left[ \begin{array}{c}
 1 \\
 s(x_1(t)) \\
 \cdots \\
 s(x_n(t)) \\
 s(x_1(t)) \times s(x_2(t)) \\
 \cdots \\
 s(x_1(t)) \times \cdots \times s(x_n(t)) 
\end{array} \right]
$$
and \( s_{\text{new}}(x_j(t)) \) is the updated state of cell \( x_j \) at time step \( t \), \( s(x_j(t)) \) is the state of cell \( x_j \) at time step \( t \). Matrix \( S \) can be decomposed as \( S = E \times Q \), where

\[
E = \begin{bmatrix}
e_{1}(1) & \cdots & e_{P}(1) \\
\vdots & & \vdots \\
e_{1}(N) & \cdots & e_{P}(N)
\end{bmatrix} = [e_1 \cdots e_P]
\]

is an orthogonal matrix,

\[
E^T \times E = \text{Diag} \left[ e_1^T \times e_1, \cdots, e_P^T \times e_P \right]
\]

and \( Q \) is an upper triangular matrix with unity diagonal elements

\[
Q = \begin{bmatrix} 1 & q_{12} & q_{13} & \cdots & q_{1P} \\
1 & q_{23} & \cdots & q_{2P} \\
0 & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 1 & q_{P-1P} \\
0 & 0 & \cdots & 0 & 1
\end{bmatrix}
\]

Equation (4) can then be represented as

\[
s_{\text{new}} = E \times Q \times \tilde{a} = E \times \tilde{a}
\]

where \( \tilde{a} = Q \times \tilde{a} = [\tilde{a}_1 \cdots \tilde{a}_P]^T \). Therefore,

\[
s_{\text{new}}^T \times s_{\text{new}} = \tilde{a}^T \times E^T \times E \times \tilde{a}
\]

Due to the orthogonality of matrix \( E \), the contribution each term \( s_i \) \( (i = 1, \cdots, P) \) makes to \( s_{\text{new}} \) can be calculated from equation (6) as

\[
[ct]_i = \frac{\tilde{a}_i^2 \times e_i^T \times e_i}{s_{\text{new}}^T \times s_{\text{new}}}
\]

The neighbourhood selection is entirely dependent on \([ct]_i\). The selection process can be summarized as follows

1. All the terms \( s_i \) \( (i = 1, \cdots, P) \) are considered as candidates for \( s_{\text{new}} \). For \( i = 1, \cdots, P \), calculate

\[
e_1^{(i)} = s_i, \quad \tilde{a}_1^{(i)} = \frac{e_1^{(i)} \times s_{\text{new}}}{(e_1^{(i)})^T \times e_1^{(i)}}, \quad [ct]_1^{(i)} = \frac{\tilde{a}_1^{(i)}^2 \times (e_1^{(i)})^T \times e_1^{(i)}}{s_{\text{new}}^T \times s_{\text{new}}}
\]

If \([ct]_1^{(j)} = \max\{[ct]_1^{(i)}, i = 1, \cdots, P\} \), then the \( j \)th term \( s_j \) is selected. Let \( e_1 = e_1^{(j)} \), \( \tilde{a}_1 = \tilde{a}_1^{(j)} \) and \([ct]_1 = [ct]_1^{(j)}\).

2. All the terms \( s_i \) \( (i = 1, \cdots, P, i \neq j) \) are considered as candidates for \( s_{\text{new}} \). For \( i = 1, \cdots, P, i \neq j \), calculate

\[
q_{12} = \frac{e_1^T \times s_i}{e_1^T \times e_1}, \quad e_2^{(i)} = s_i - q_{12}e_1, \quad \tilde{a}_2^{(i)} = \frac{e_2^{(i)} \times s_{\text{new}}}{(e_2^{(i)})^T \times e_2^{(i)}}, \quad [ct]_2^{(i)} = \frac{\tilde{a}_2^{(i)}^2 \times (e_2^{(i)})^T \times e_2^{(i)}}{s_{\text{new}}^T \times s_{\text{new}}}
\]
If $[c_l]_2^{(k)} = \max\{[c_l]_2^{(i)}, i = 1, \ldots, P, i \neq j\}$, then the $k$th term $s_k$ is selected. Let $e_2 = e_2^{(k)}$, $a_2 = a_2^{(k)}$ and $[c_l]_2 = [c_l]_2^{(k)}$.

3. Follow the procedure in (2) until either $1 - \sum_{l=1}^{P_f} [c_l]_l < c_{off}$, $P_f < P$ or when $P_f = P$. $c_{off}$ is a desired tolerance value.

3 Rule selection

The correct and minimal neighbourhood can be detected from the set of terms selected using the procedure in Section 2.2 (for details see Section 4.1). Denote the neighbourhood obtained as $\{cell(x_{n_1}), \ldots, cell(x_{n_d})\}$, then the Boolean form of the rule to be identified can be written as

$$s_{new}(x_j) = a_0 \oplus a_1 s(x_{n_1}) \oplus \cdots \oplus a_{P_1} (s(x_{n_1}) \ast \cdots \ast s(x_{n_d}))$$

(8)

where $P_1 = 2^{n_2-n_1+1} - 1$, $(n_2 > n_1)$. However the selected terms do not correspond to the terms in equation (8) due to the significant difference between $\oplus$ and $\ast$ operators. It is therefore necessary to use a Genetic Algorithm (GA) to search for the matching rule. However, now the number of rules the GA can select from has been considerably reduced because the neighbourhood the rule is operating on has been determined by the neighbourhood detection procedure in Section 2.2.

The GA used in this paper is composed of three parts: a population, an evaluation function, and a reproduction process. These are described below:

3.1 The population

The GA search is designed to select the appropriate terms from a term set which comprises all the possible combinations of states of cells identified in the neighbourhood detection procedure. The $i$th individual in the GA population is therefore defined as an $1 \times P_1$ binary vector $c_i$. Each entry in $c_i$ corresponds to a term in the set

$$c_i(1) \rightarrow 1, \ c_i(2) \rightarrow s(x_{n_1}), \ c_i(3) \rightarrow s(x_{n_1+1}), \cdots, \ c_i(n_2 - n_1 + 2) \rightarrow s(x_{n_2})$$

where $c_i(j) = 1$ indicates that the associated term has been selected and $c_i(j) = 0$ otherwise. Define

$$f_t = \begin{bmatrix} 1 & s(x_{n_1}(t)) & \cdots & s(x_{n_1}(t)) \ast \cdots \ast s(x_{n_d}(t)) \end{bmatrix}, \quad C = \begin{bmatrix} c_1 & c_2 & \cdots & c_m \end{bmatrix}^T$$

where $m$ is the population size and $t$ indicates the position of the data point. The starting population is generated by filling each chromosome with a randomly generated binary vector of $P_1$ bits.

3.2 The evaluation function

The evaluation function is used to assess the performance of each chromosome in regenerating the behavior of the observed spatio-temporal evolution. Firstly, define the error function as

$$\text{Error}(i) = \sum_{j \in ST} |o(i, j) - \hat{o}(i, j)|$$

where $o(i, j)$ is the original measured state at data point $j$.
for chromosome \( i \) and \( \delta(i, j) = c_i \oplus f_j \) is the predicted state. The evaluation function

\[
eva(i) = \frac{\text{MAX}(\text{Error}(i)) - \text{Error}(i)}{\text{MAX}(\text{Error}(i)) - \text{MIN}(\text{Error}(i))}
\]

is then introduced to normalize the error function and act as the driving force to minimize the error.

### 3.3 The reproduction process

The reproduction process contains two stages: parent selection and genetic operation. The purpose of parent selection is to give more reproductive chances, on the whole, to those chromosomes that are the most fit. This paper uses the roulette wheel parent selection technique in [10]. The selected parent is then used for genetic operations in the breeding process. Crossover and mutation are the two most commonly used genetic operators. Crossover produces new chromosomes which have some segments of both parents' genetic structure. Mutation randomly alters one or more bits in a chromosome with a probability equal to the mutation rate. For details see [11] and [12].

When the GA is run, the population, evaluation function and reproduction process work in combination to affect the evolution in the search for a matching CA rule. After initializing the population, each chromosome is evaluated by the evaluation function and a series of cycles of replacing the current population by a new population begins. In each cycle, the evaluation, the parent selection, the genetic operation and the insertion of the new population to replace the old population are performed sequentially. The search process terminates when all chromosomes in the new population converge to a single individual.

Compared to the algorithm in [9] where a multi-objective GA with subpopulations was employed, the GA in this paper is much simpler and easier to implement. The pre-determined minimal neighbourhood which is obtained in the neighbourhood detection procedure enables the second search objective to minimize the neighbourhood structure in the GA to be discarded. It is also possible to eliminate the subpopulations designed for the multi-objective approach of the earlier method. These simplifications will therefore considerably accelerate the rule identification process.

### 4 Simulation studies

Simulation results will be presented initially to illustrate the neighbourhood detection algorithm. The identified neighbourhood will then be used, in Section 4.2, as the input to the GA routine to determine the CA rule.
4.1 Neighbourhood detection

4.1.1 Spatio-temporal patterns produced by 1-D CA Rule22 on various 3-site neighbourhoods

The spatio-temporal patterns produced by 1-D CA Rule22 on various 3-site neighbourhoods are shown in Figure 2. All of these were developed on a 200 × 200 lattice with time evolution from top to bottom and a periodic boundary condition. That is the lattice is taken as a circle in the horizontal dimension, so the first and last sites are identified as if they lay on a circle of finite radius. The evolution started from an initial condition of a randomly generated binary vector. The neighbourhoods of cell(j) for (a) – (e) are \{cell(j−1), cell(j), cell(j+1)\}, \{cell(j−2), cell(j−1), cell(j)\}, \{cell(j), cell(j+1), cell(j+2)\}, \{cell(j−4), cell(j−1), cell(j+3)\}, and \{cell(j−2), cell(j), cell(j+2)\} respectively.

![Figure 2](image)

Figure 2. Evolution of 1-D CA Rule22 on various 3-site neighbourhoods

Although the patterns were all produced under the same rule, Figure 2 clearly shows the diversity induced by the different neighbourhoods associated with the rule. Figure 2 (a) was produced by the symmetric von Neumann neighbourhood and is therefore composed of inverted symmetric triangles of varying sizes. However, the triangle structures in Figure 2 (b) and (c) only represent the left and right half of the triangles in Figure 2 (a). This is due to the left- and right-shift nature of the corresponding neighbourhoods \{cell(j−2), cell(j−1), cell(j)\} and \{cell(j), cell(j+1), cell(j+2)\}. The irregularity of the neighbourhood \{cell(j−4), cell(j−1), cell(j+3)\} produced the blurred and twisted triangles in Figure 2 (d). The increase of the distance between neighboring cells in the neighbourhood \{cell(j−2), cell(j), cell(j+2)\} (compared to \{cell(j−1), cell(j), cell(j+1)\}) is clearly illustrated in Figure 2 (e) where the triangles are flattened.

4.1.2 Neighbourhood detection of 1-D CA Rule22

Assume initially that the largest possible neighbourhood is a 9-site neighbourhood defined by \{cell(j), cell(j−4), cell(j−3), cell(j−2), cell(j−1), cell(j+1), cell(j+2), cell(j+3), cell(j+4)\}. Define the neighbourhood vector nei as

\[
\text{nei} = \begin{bmatrix}
\text{cell}(j) & \text{cell}(j−4) & \text{cell}(j−3) & \text{cell}(j−2) & \text{cell}(j−1) \\
\text{cell}(j+1) & \text{cell}(j+2) & \text{cell}(j+3) & \text{cell}(j+4)
\end{bmatrix}^T
\]

The candidate term set SET which is based on this assumed neighbourhood will initially be constructed as

\[
\text{SET} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9
\end{bmatrix}
\]

7
where 1, 2, 3, 4, 5, 6, 7, 8, 9 denote the elements in nei. For instance, entry 5 represents the fifth element in nei and is therefore associated with cell(j - 1), and so on. The full SET consists of $P = 2^9 - 1 = 511$ terms/rows. Each row in SET represents a candidate term which corresponds to an $s_i, i = 1, \ldots, P$ in matrix S in equation (4) in Section 2.2. For instance, the first row (0 0 0 0 0 0 0 0 0 0) represents $s(j)$ only while the last row (1 2 3 4 5 6 7 8 9) corresponds to a product of nine states $s(j) \times s(j - 1) \times s(j - 2) \times s(j - 1) \times s(j + 1) \times s(j + 2) \times s(j + 3) \times s(j + 4)$. Data extracted from the spatio-temporal patterns in Figure 2 (a) - (e) were used in the neighbourhood detection. For each pattern, 1000 data points were used and the tolerance value $C_{off}$ was set as 0. Applying the neighbourhood detection technique in Section 2.2 to each pattern produced matrices (a)-(e). The last term on each row in each matrix represents the contribution $[ct]_i, (i = 1, \ldots, 7)$ the term on the same row makes to $s_{new}(j)$. The maximum contribution is 1.0 so multiplying the last term in each row by 100 would give the percentage contribution of the term on the same row.

$$
\begin{bmatrix}
6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.2578 \\
1 & 6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0061 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0734 \\
1 & 5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1322 \\
5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0908 \\
1 & 5 & 6 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0059 \\
5 & 6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1059 \\
\end{bmatrix}
$$

(a)

$$
\begin{bmatrix}
4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.2578 \\
1 & 4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0061 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0734 \\
1 & 5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1322 \\
5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0908 \\
1 & 5 & 6 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0059 \\
5 & 6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1059 \\
\end{bmatrix}
$$

(b)

$$
\begin{bmatrix}
7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1867 \\
1 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1025 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1265 \\
1 & 6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0344 \\
1 & 6 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0471 \\
4 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.2508 \\
5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1250 \\
\end{bmatrix}
$$

(c)

$$
\begin{bmatrix}
4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1333 \\
1 & 4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.2657 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1211 \\
1 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0792 \\
7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.2059 \\
1 & 4 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0572 \\
1 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1466 \\
\end{bmatrix}
$$

(d)

$$
\begin{bmatrix}
4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1333 \\
1 & 4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.2657 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1211 \\
1 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0792 \\
7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.2059 \\
1 & 4 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0572 \\
1 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1466 \\
\end{bmatrix}
$$

(e)

The matrixes above show that for each pattern just 7 terms were selected from the original set of 511 terms. For the patterns in Figure 2 (a) - (e), the positions of the cells in the neighbourhoods as selected from nei are (1, 5, 6), (1, 4, 5), (1, 6, 7), (2, 5, 8), (1, 4, 7) respectively. Referring back to the definition of nei, the corresponding neighbourhoods are the von Neumann neighbourhood, \{cell(j - 2), cell(j - 1), cell(j)\}, \{cell(j), cell(j + 1), cell(j + 2)\}, \{cell(j - 4), cell(j - 1), cell(j + 3)\}, and \{cell(j - 2), cell(j), cell(j + 2)\}. These are the same as the known neighbourhoods used to produce the patterns and are all absolutely correct. Despite the fact that the 3 elements which constitute the 7 terms are all different for the five patterns, the way the 7 terms are formed is the same. This is because although the neighbourhoods are different, the underlying local rules are the same, that is, 1-D 3-site Rule22. However, the corresponding [ct]_i’s are largely dependent on the different data set tested and are therefore not necessarily the same in each case. Other 1-D CA rules with neighbourhood sizes larger than three were also tested using the same procedure and the results are all correct. For simplicity the results are not presented in the paper.
4.1.3 Neighbourhood detection of a 2-D CA Rule

Data extracted from the spatio-temporal patterns produced by the evolution of the 2-D Rule (01011111 10100011 01001001 01000000) on the 2-D von Neumann neighbourhood \{cell(i - 1, j), cell(i, j - 1), cell(i, j), cell(i, j + 1), cell(i + 1, j)\} will be used to illustrate the neighbourhood detection procedure for the 2-D case.

The initial neighbourhood was assumed to be a 2-D 9-site Moore Neighbourhood defined by \{cell(i, j), cell(i + 1, j - 1), cell(i + 1, j), cell(i + 1, j + 1), cell(i, j - 1), cell(i, j + 1), cell(i - 1, j), cell(i - 1, j - 1), cell(i - 1, j + 1)\}, and the neighbourhood vector \(\text{nei}\) was defined as

\[
\text{nei} = \begin{bmatrix}
    \text{cell}(i, j) & \text{cell}(i + 1, j - 1) & \text{cell}(i + 1, j) & \text{cell}(i + 1, j + 1) & \text{cell}(i, j - 1) \\
    \text{cell}(i, j - 1) & \text{cell}(i + 1, j - 1) & \text{cell}(i + 1, j) & \text{cell}(i + 1, j + 1) & \text{cell}(i, j) \\
\end{bmatrix}^T
\]

The candidate term set \(\text{SET}\) for the 2-D rule was constructed exactly as for 1-D Rule22 but with entries pointing to different cells. For example, entry 5 denotes the fifth element in \(\text{nei}\) but is now related to \(\text{cell}(i, j - 1)\) and similarly for the other assignments. So that for example, the last row \((1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8 \ 9)\) represents \(s(i, j) \times s(i + 1, j - 1) \times s(i + 1, j) \times s(i + 1, j + 1) \times s(i, j - 1) \times s(i, j + 1) \times s(i - 1, j - 1) \times s(i - 1, j) \times s(i - 1, j + 1)\) in the 2-D case.

A total of 1000 data points were used for the neighbourhood detection and the tolerance value \(C_{\text{eff}}\) was set as 0. Twenty terms were selected from the original set of 511 terms and these are shown in matrix \((f)\).

\[
\begin{bmatrix}
    8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.2924 \\
    1 & 3 & 5 & 6 & 0 & 0 & 0 & 0 & 0.0349 \\
    3 & 5 & 8 & 0 & 0 & 0 & 0 & 0 & 0.0276 \\
    1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0230 \\
    1 & 8 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0347 \\
    1 & 5 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0252 \\
    1 & 5 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0322 \\
    5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0807 \\
    5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0344 \\
    3 & 5 & 6 & 8 & 0 & 0 & 0 & 0 & 0.0157 \\
    1 & 3 & 6 & 8 & 0 & 0 & 0 & 0 & 0.0240 \\
    1 & 3 & 6 & 0 & 0 & 0 & 0 & 0 & 0.0252 \\
    1 & 3 & 5 & 6 & 8 & 0 & 0 & 0 & 0.0123 \\
    3 & 5 & 0 & 0 & 0 & 0 & 0 & 0 & 0.0153 \\
    1 & 6 & 8 & 0 & 0 & 0 & 0 & 0 & 0.0038 \\
    1 & 3 & 8 & 0 & 0 & 0 & 0 & 0 & 0.0045 \\
    3 & 6 & 8 & 0 & 0 & 0 & 0 & 0 & 0.0087 \\
    1 & 3 & 5 & 0 & 0 & 0 & 0 & 0 & 0.0092 \\
    1 & 5 & 6 & 0 & 0 & 0 & 0 & 0 & 0.0096 \\
    3 & 5 & 6 & 0 & 0 & 0 & 0 & 0 & 0.0209 \\
\end{bmatrix}
\]

\((f)\)

The last term in each row in the matrix represents the contribution the term on the same row makes to \(s_{\text{nei}}(j)\). These 20 terms cover five elements 1, 3, 5, 6, 8, which referring back to the neighbourhood vector \(\text{nei}\), represent the neighbourhood given by \{cell(i, j), cell(i + 1, j), cell(i, j - 1), cell(i, j + 1), cell(i - 1, j)\}. This identified neighbourhood is exactly the same as the original neighbourhood which was used to generate the data set.

4.2 Identification of the CA rules

4.2.1 Selection of 1-D CA rules

The genetic algorithm described in Section 3 will be used to identify the CA rules based on the neighbourhood structure which was obtained from the neighbourhood detection algorithm. The GA search was tested over a large set of 1-D CA rules with neighbourhoods of various sizes which were identified in Section 4.1.2. Some of the results are shown in Table 1. For each
rule, 100 trials were conducted with different initial populations. The search was terminated when 400 generations had been reached. For simplicity only the average and standard deviation (std.dev.) values are listed in Table 1.

For Rule22 the data points for the GA search can be extracted from any of the five spatio-temporal patterns in Figure 2. This is possible because all the patterns were produced under Rule22, although over different neighbourhoods. Now the neighbourhoods have been determined it will not make any difference which pattern is used in the GA search. This also applies to the other rules. Assume the neighbourhood for cell(x2) is \{cell(x1), cell(x2), cell(x3)\}, the Boolean form of Rule22 is then identified as \( s_{\text{new}}(x_2) = s(x_1) \oplus s(x_2) \oplus s(x_3) \oplus (s(x_1) \cdot s(x_2) \cdot s(x_3)) \).

Table 1. Summary of results obtained in evolving some 1-D CA rules with various sizes of neighbourhoods using GA

<table>
<thead>
<tr>
<th>n</th>
<th>rule</th>
<th>generations</th>
<th>errors</th>
<th>no. of terms</th>
<th>av.r.t.</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Rule22</td>
<td>14.68</td>
<td>5.12</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Rule54</td>
<td>18.91</td>
<td>4.37</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Rule179</td>
<td>35.40</td>
<td>6.83</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Rule294</td>
<td>46.76</td>
<td>6.04</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>Rule1</td>
<td>81.34</td>
<td>7.15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>Rule2</td>
<td>89.57</td>
<td>6.36</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Rule3</td>
<td>132.90</td>
<td>7.78</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Rule4</td>
<td>168.46</td>
<td>7.31</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>Rule5</td>
<td>172.81</td>
<td>10.63</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>Rule6</td>
<td>194.46</td>
<td>9.52</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>Rule7</td>
<td>230.50</td>
<td>13.22</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>Rule8</td>
<td>206.18</td>
<td>15.03</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>Rule9</td>
<td>300.35</td>
<td>26.17</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>Rule10</td>
<td>312.28</td>
<td>20.93</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

n indicates the size of the neighbourhood. av.r.t. represents the average run time in the search for the optimal solution in one trial. 100 trials were made for each problem. The "generations" column indicates the number of generations reached before the optimal solution was found. "no. of terms" shows the number of terms selected in the optimal solution.

In Table 1, only rules with small neighbourhoods are enumerated. This is due to the fact that the numerical label and the truth table form of the rules can be very cumbersome when the neighbourhood size is larger than 4. Each identified rule in Table 1 produces a correct truth table which, together with the pre-detected minimal neighbourhood, defines a minimal and correct Boolean rule for the corresponding spatio-temporal pattern.

It can be seen from Table 1 that the average run time depends largely on the size of the neighbourhood. For each rule, the average run time in Table 1 is considerably smaller than in Table 6 Section 4 in [9], where without using the neighbourhood detection algorithm the solutions had to be selected from a substantially larger set of possible rules. For example for the 3-site 1-D rules the rule set for the GA search without the initial neighbourhood detection algorithm would comprise a massive \( 2^{27} = 1.3408 \times 10^8 \) rules. In comparison the rule set for the GA search based on the algorithm introduced in this study and which generated the results in Table 1 consisted of a substantially reduced search over just \( 2^{27} = 256 \) rules. In addition since the pre-defined neighbourhood is minimal the GA used above evolves with consideration of only one objective, to minimize the matching errors, while the GA without neighbourhood detection involves a second search objective, to minimize the structure of the neighbourhood.
4.2.2 Selection of 2-D CA rules

The neighbourhood obtained in Section 4.1.3 will be used for the GA search of the 2-D CA rule in Section 4.1.3. A total of 100 trials were tested with different initial assignments. For each trial the search was terminated after 400 generations.

**Table 2. The tabular form of the identified 2-D Boolean rule**

| neighbourhood | snew(i,j) | B | C | D | E | F | G | H | I | J | K | L | M |
|---------------|-----------|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 00000         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 00001         | 1         | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 00010         | 1         | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 00011         | 1         | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 00100         | 1         | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 00101         | 1         | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 00110         | 1         | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 00111         | 1         | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 01000         | 1         | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 01001         | 1         | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 01010         | 1         | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 01011         | 1         | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 01100         | 1         | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 01101         | 1         | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 01110         | 1         | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 01111         | 1         | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 10000         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10001         | 1         | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 10010         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10011         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10100         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10101         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10110         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10111         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11000         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11001         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11010         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11011         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11100         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11101         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11110         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11111         | 0         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

\( B = s(i, j-1), \ C = s(i, j), D = s(i-1, j), E = s(i-1, j) \times s(i, j-1), F = s(i, j) \times s(i, j), G = s(i+1, j) \times s(i, j-1) \times s(i, j), H = s(i+1, j) \times s(i, j) \times s(i, j+1), I = s(i+1, j) \times s(i, j) \times s(i-1, j), J = s(i+1, j) \times s(i, j+1) \times s(i-1, j), K = s(i, j-1) \times s(i, j) \times s(i, j+1), L = s(i+1, j) \times s(i, j-1) \times s(i, j) \times s(i-1, j), M = s(i+1, j) \times s(i, j) \times s(i, j+1) \times s(i-1, j) \)

The tabular form of the identified Boolean rule is shown in Table 2. The search results are shown in Table 3. The Boolean rule is the \( \oplus \) combination of the selected 12 terms from \( B \) to \( M \). As can be seen from the second column in Table 2, which matches the rule definition (01011111 10100011 01001001 01000000) exactly, this truth table is correct. Therefore, together with the pre-identified minimal neighbourhood, the \( \oplus \) combination of \( B \) to \( M \) defines the desired correct and minimal Boolean rule.

**Table 3. Summary of results obtained in evolving the 2-D CA rule with GA**

<table>
<thead>
<tr>
<th>generations</th>
<th>errors</th>
<th>no. of terms</th>
<th>av.r.t.</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>std.dev.</td>
<td>mean</td>
<td>std.dev.</td>
</tr>
<tr>
<td>5</td>
<td>17.53</td>
<td>6.63</td>
<td>0</td>
</tr>
</tbody>
</table>
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The average run time in Table 3 is very similar to the the run time for 5-site 1-D rules in Table 1 and is considerably shorter than the time in Table 4 in Section 4 in [9]. Again this is because the neighbourhood detection algorithm was used to predetermine the neighbourhood for a full GA search. The main element that determines the search time is the size of the neighbourhood rather than the position occupied by each cell in the neighbourhood. This means that the dimensionality of the CA does not have a crucial impact on the search. A GA search over a large set of 2-D rules was conducted using the results from the neighbourhood detection routine. Because of the insensitivity to the dimensionality of CA, the results were very similar to the 1-D case in Table 1 and are not listed in the paper.

5 Conclusions

A new CA identification technique has been introduced which breaks the identification of CA rules from given patterns of data into two problems. First a new neighbourhood detection procedure is used to establish the correct neighbourhood. Then using this identified neighbourhood a GA search is conducted to determine the minimal CA rule.

The new approach can yield significant improvements in efficiency. For example a full GA search for a 3-site 1-D rule would comprise a search over a huge $2^{23} = 1.3408e + 154$ possible rules. But by using the neighbourhood detection procedure to prune the GA search this can be reduced to a search over just $2^{23}$ rules. Simulation results for both 1-D and 2-D CA's clearly demonstrate the potential of the new algorithm.
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