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Surface acoustic wave modulation of quantum cascade lasers
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(Invited Paper)

Abstract—In this work, a description is given of a simulation technique employed to model the interaction between surface acoustic waves and ridge-waveguide quantum cascade lasers (QCLs). Firstly, a finite-difference time-domain (FDTD) scheme for modelling acoustic wave propagation in arbitrary semiconductor structures is outlined, and verified by comparison with experimental measurements of the frequency response of surface acoustic wave transmission between interdigitated transmitters and receivers on a bulk crystal. The model is developed further to represent the ridge-waveguide as a prominence above the surface and the active region of the laser is accounted for by a free-charge region buried within the structure. The modulation of this free charge, or carrier concentration by the propagating surface acoustic wave, is then used as an input to a rate equation model of a QCL to show how the gain will be affected. It is this control of the gain through the amplitude of the surface acoustic wave which will allow for modulation of the mid-infrared or terahertz output of the laser and hence its incorporation in many new applications.

I. INTRODUCTION

Quantum cascade lasers are n-type unipolar semiconductor heterostructure lasers fabricated from many repeats of an active region unit cell that is itself comprised of several quantum wells. The electron energy levels and lifetimes within an active region are engineered to create a population inversion between two levels which when coupled with a resonant cavity or waveguide can lead to gain (amplification). GaAs-based devices give quantum wells that are one or two hundred meV deep, with a spacing between electron energy levels of a few tens of meV and hence transitions between these states are typically in the mid- or far-infrared (terahertz) regions of the spectrum. These wavelengths have already been shown to be useful for chemical and biological sensing[1]. It is then of interest to achieve precise and continuous dynamical tuning of the laser wavelength, certainly within the limits set by the active transition linewidth. One possibility for this is to employ distributed feedback (DFB) lasers, rather than the conventional end-mirror resonator lasers, where the distributed feedback is provided by gain and refractive index modulation caused by a surface acoustic wave (SAW). The latter are generated by applying alternating voltages to interdigitated metallic fingers deposited on a surface which then form a transducer, producing a mechanical wave through the piezoelectric effect. This wave in turn will modulate the electron density within the active region of the laser, and hence the gain and the refractive index, providing an optical feedback. The operating frequency is thus tuned by changing the SAW frequency, i.e. the DFB grating period. Modulation of the laser intensity is also possible via the acoustic wave modulation depth, i.e. its power.

The schematic structure of the SAW-modulated QCL is shown in Fig. 1, where the QCL is placed on top of the SAW substrate in between two interdigitated transducers (IDTs), which can either generate or detect a SAW. Physically, the reason for having a second IDT is to check that a working SAW device has been fabricated. This is shown in this schematic for completeness and need not be included within the simulation when modelling the SAW propagation through the QCL ridge. Since the carrier concentration within the QCL active region will be modulated by the electric field of the SAW, generated via the piezoelectric effect, a portion of the SAW energy must move up into the QCL from the substrate for any modulation to be seen. The purpose of the simulation of SAW propagation is to determine how much of the SAW energy moves from the substrate, where it is generated by the transmitting IDT (TxIDT), into the QCL and modulates the active region. Because the structure does not vary in the direction parallel to the SAW wavefront ($x_2$), it is assumed that there is no variation in this direction therefore making the problem two-dimensional and greatly reducing the computational expense of finding a solution.

Fig. 1. Schematic diagram of the simulated device showing the transmitting and receiving IDTs (TxIDT/RxIDT) with the QCL ridge in the center. (Inset) Three-dimensional schematic of the device.
II. Theory

The equations of motion which govern acoustic wave propagation within a piezoelectric crystal are:

\[
\rho \frac{\partial u_{ij}}{\partial t} = \frac{\partial v_{ij}}{\partial x_j} \quad \text{for } i, j = 1, 2, 3, \tag{1}
\]

where \(\rho\) is the density of the material, \(u_{ij}\) is displacement inside the material along the three orthogonal axes \(x_i\) and \(v\) is an auxiliary field whose time differential takes the form:

\[
\frac{\partial v_i}{\partial t} = \sigma_i = C_{ij} \epsilon_j + \epsilon_i^T \frac{\partial \phi}{\partial x_k}
\]

for \(i, j = 1, \ldots, 6, \ k = 1, 2, 3, \tag{2}\)

where this auxiliary field is expressed in matrix notation rather than the tensor notation in equation (1), as described in [2]. \(\sigma\) is the stress, \(C\) is the elastic constant, \(\epsilon\) is the strain, and \(\phi\) is the potential. The strain, \(\epsilon\) may be described in terms of displacement:

\[
\epsilon_i = \frac{\partial u_i}{\partial x_i} \quad \text{for } i = 1, 2, 3,
\]

\[
\epsilon_4 = \frac{1}{2} \left( \frac{\partial u_3}{\partial x_2} + \frac{\partial u_2}{\partial x_3} \right),
\]

\[
\epsilon_5 = \frac{1}{2} \left( \frac{\partial u_3}{\partial x_1} + \frac{\partial u_1}{\partial x_3} \right),
\]

\[
\epsilon_6 = \frac{1}{2} \left( \frac{\partial u_2}{\partial x_1} + \frac{\partial u_1}{\partial x_2} \right),
\]

(3)

to complete the set of equations. These are solved by discretising onto an interfaced mesh and using an FDTD forward-stepping algorithm, as described in [3], including perfectly-matched-layer boundary conditions to stop artificial reflections from the edges of the simulation domain. The potential within the piezoelectric crystal is assumed to be adiabatic and found by solving Poisson’s equation for the strain-induced charge displacement, which is given by,

\[
\rho = \frac{\partial}{\partial x_i} \epsilon_{ij} \epsilon_j \quad \text{for } i = 1, 2, 3, \ j = 1, \ldots, 6. \tag{4}
\]

Because surface-bound propagation modes are to be simulated, i.e. SAWs, a surface boundary condition need to be imposed within the simulation domain. This requires that the components of stress which act across the surface boundary therefore vanish, defining the surface as perpendicular to the \(x_3\) axis and at the point \(x_3 = 0\),

\[
\sigma_3 = \sigma_4 = \sigma_5 = 0 \quad \text{at } x_3 = 0. \tag{5}
\]

In order to excite the SAW, we mimic the potential profile generated by the IDT. Since the simulation domain is assumed invariant in the direction parallel to the wavefront, the potential is assumed to be invariant along the length of each IDT finger. The potential across each finger is also assumed to be constant as the movement of charge is very fast compared to the SAW propagation and is therefore considered adiabatic, as already stated. Mimicking the potential profile around the IDT therefore entails fixing the potential within the solution to Poisson’s equation at the surface boundary condition imposed within the simulation domain, such that there are spatially alternating regions of positive and negative potential which oscillate from positive to negative in the time domain. This method of excitation is very general as it not only allows for any IDT structure (which is invariant along the wavefront) to be modelled by changing the positions and dimensions of the areas of fixed potential, but also the frequency and size of the applied field may be altered.

As the acoustic wave equations of motion will support all modes of acoustic wave propagation, the validity of using this method to excite SAWs must be checked. Initially, a simple visual check may be used to ensure that the majority of the acoustic wave energy exists near the surface, therefore ensuring a surface bound mode has been excited.

III. Comparison with Experiment: SAW Propagation in Bulk

The simulated frequency response of a SAW device, consisting just of transmitting and receiving IDTs to generate and detect the SAW, similar to Fig. 1 but without the QCL ridge, was compared with experimental results. The results of these simulations are shown in the inset of Fig. 2 for the particular case of IDTs each with 40 finger-pairs. It can be seen that the form of the frequency response from the simulations matches that of the experimental measurements very well, though there is a consistent difference in the losses which may be accounted for by the lack of impedance matching between the co-axial lines and the transducers in the experiment. The full-width at half-maximum (FWHM) of the central peak, as evident in the inset, is a well-known characteristic of the response of IDTs and varies with the number of transducer finger pairs. With this in mind, several SAW devices were fabricated with varying numbers of finger pairs in the transmitting and receiving IDTs, and their measured frequency responses are compared to simulations of the same structures in the main part of Fig. 2. Again there is an excellent agreement between experiment and simulation which serves to validate the approach to simulating SAW propagation described here.

IV. Simulations of SAW Propagation in a QCL

In order to simulate SAW propagation through a QCL ridge, the surface boundary condition must be altered to accommodate ridge structures. This may be done by using a similar surface boundary for vertical surfaces, such that the stresses across the vertical surface vanish, and then combining the two boundary conditions at the corner points by considering which elements of the stress tensor are zero. To simulate the screening effect of the charge within the QCL active region, as well as to determine the magnitude of the modulation of free carriers within the active region, a layer of free electrons is placed within the ridge structure along with a positive charge density to account for the ionised dopant atoms which donate the free charge. Since the quantum wells within the active region run parallel to the SAW propagation direction, and the in-plane mobility of electrons is much higher than in the direction through the quantum well structure, it is assumed that the free charge can only move in the direction parallel to the SAW propagation. It is also assumed that movement of the
free charge is very fast, and therefore adiabatic compared to the SAW propagation. The electron density within this layer is then given as:

\[ \rho_e = \rho_{\text{dop}} + \rho_{\text{SAW}} \]  

where \( \rho_{\text{dop}} \) is the charge density from the ionised dopant atoms and \( \rho_{\text{SAW}} \) is the charge density induced from the SAW, as in [4]. The bottom inset of figure 3 shows the resulting modulation in carrier concentration for a small section of a 5 \( \mu \)m-high ridge, showing that the SAW electric field completely depletes some regions of free charge. A self-consistent one-dimensional scattering rate model[5] was used to determine the gain characteristics of the QCL active region from Ref. [6] for a range of free-carrier concentrations, the results of which are shown in figure 3.

![Graph showing experimental and simulated FWHM of the response of transmitting and receiving IDT pairs with varying numbers of finger pairs.](image)

**Fig. 2.** Comparison of experimental and simulated FWHM of the response of transmitting and receiving IDT pairs with varying numbers of finger pairs. (Inset) Experimental and simulated frequency response for IDTs with 40 finger-pairs.

It can be seen from the main graph of Fig. 3 that changes in the carrier density within the active region, of the scale that can be produced by SAWs, are sufficient to modulate the peak gain of the QCL by \( \pm 20\% \) around the central non-modulated value, and by even more when considering a particular terahertz frequency, e.g. consider the change in gain at 3.15 THz. This is quite sufficient to strongly modulate the output of the QCL in order to transmit digital data or to use in applications with coherent detection to improve signal-to-noise ratios.

**V. Summary**

In summary, we have presented a method for determining the strength of the modulation of free-carrier concentration within a QCL active region when a SAW is passed through the QCL ridge. The results show that the SAW contains enough energy to fully deplete areas of the QCL active region of carriers, indicating that SAW modulation of QCLs is feasible. The presented method may be exploited further to gain a better insight into the device dimensions required (e.g. QCL ridge height) to give good levels of modulation and may therefore be used as a design tool. Furthermore, the results from this model, translated into the gain and the refractive index modulation, may be used in the coupled wave description of the distributed feedback laser, in order to determine the lasing threshold conditions and the magnitude of frequency modulation achievable.
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