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Abstract

We havetakenan off-the-shelf,commercialcontinuousspeechrecogniserand conductedtestsusing
three syntaxesfor the domain of Air Traffic Control. The syntaxesare basedon a corpus of
transmissiondetweenthe ATC and pilots andreflect threediffering levels of "linguistic" knowledge.
Thefirst representethe systemwhere,in effect, therewould be no syntaxbut a lexicon of all wordsin
the corpus. The secondtook a partial look at syntacticinformation by using a key phrasespotting
mechanismThe third representedhe entire syntaxof the corpus.Initial experimentsshow that key
phrasespottingis insignificantly more accuratethan no syntaxat all, whilst useof a completesyntax
can improve performance, to a point. The benefits of a discourse grammar are briefly discussed.

Introduction

We starteda projectwhich intendedto usespeechrecognitiontechnologyto automaticallytranscribe
certain,essentiapartsof transmissiondetweenAir Traffic Control (ATC) and airbornepilots. This
informationcould eitherbe usedfor ATC training purposesor for relayingthis informationbackto the
pilot in order to reducethe burdenof flying. Ratherthan tackle all importantinformation in the
transmission, we concentrated on five areas:

1. Instructionsto the pilot to changehis/heraltitude. Informationwould be an altitude eitherin
terms of a height in feet or a flight level.

2. Pressuresettingsfor QFE (observedressurepnd QNH (altimeter/sub-scalsetting).Pressure
settings are measured in millibars.

3. Secondary Surveillance Radar (SSR) settings for squawk values. Squawk values are
transponder settings which enable ATC to identify aircraft via radar.

4. Instructions to the pilot to change to another radio frequency.
5. Instructions to the pilot to change his/her heading, a setting measured in magnetic degrees.
Appendix 1 contains some example transmissions by the ATC; important information is highlighted.

The domain was initially thought to be complex, but practical, requiring continuous, speaker
independenspeechrecognitionwith real-time responseln orderto start building a model of ATC
utterancesthe RadiotelephonyManual[RTF CAP413]wasexamined.The manualprovidedprotocols
andexampledor a numberof situationssuchaslanding,taking off, changingfrequencyetc. To havea

better idea of the actual language used behind the protocols, a corpus of transmissions was collected.

It wasthis corpuswhich led us to believethat the ATC domainusedchoice phrasedor eachof the
aboveareaswhich could deviateslightly in many different ways. For example,instructingthe pilot to

changehis radiofrequencycanstartwith phrasesuchas:"contactthe towernow", "proceedto contact
the tower on...", "you are free to call the tower..." etc. Thesekey phrasesvere alsointerspersedind
surroundedby other 'noise-phrasestepresentingother information and apparently free English

language.

We requireda speechrecognisemwhich could transcribecontinuousspeechfor a medium sized sub-
language which was highly structured, and yet fairly flexible.



The Speech Recogniser

Since,at the startof the projectwe did not know the true requirement®f a speechrecognitiondevice,
we chosethe commerciallyavailableSpeechSystemdncorporatedPhoneticEngine500 (SSI PE500}

speechrecognition developmentkit (SDK). The PE500 aims to provide for continuous,speaker-
independenspeechrecognition,with a 400,000-wordvocabulary.The systemis provided with two

genericspeakemodels:Americanmale and Americanfemale.The speakemodelis staticand hence
cannotbe adaptedto a British speaker.Since the developmentof speakermodelsis an extensive
undertaking, it must be carried out by SSI, under contract.

Wordsnotin thevocabularycanbe generatedy a generalisegbhonetictranscriptionalgorithm,giving
analmostinfinite possiblelexicon. The numberof activewordsat any onetime is controlledby a strict
context-freegrammarof possibleutterancesThis is precompiledby the developetbeforeuse,anddoes
not allow any adjustments to the syntax structure at run time.

We did not wish to useone of the many'researchspeectrecognitionsystemdor a numberof reasons,
despitetheir greaterapplicability to the problem.The foremostreasonwasour desirenot to developa

speechrecognitionsystemtailoredto our taskwith the largeoverheadhatthis would incur. We wanted
to see how good commercial, off-the-shelf packagesreally are, and of coursesuch packagesare

generally easier to obtain.

The PE500is aimedat continuousspeechrecognitionfor highly structured)ow perplexity,command-
controlapplicationsWhilst thereis no theoreticalimit to the numberof activewordsat any onetime,
thereis a continualdegradationn performancesthe sizeof the vocabularyandthe ambiguitylicensed
by the syntaxincreasesThis systemis not suitedfor the highly perplexdomainof ATC transmission,
but was all we had access to at the time.

The Test Material

We want to showthe effect differing levels of ‘'linguistic knowledge'can have on speechrecognition
accuracy.How does the system perform with a large, perplex syntax when comparedto partial
information about key phrases?ls having a syntax much more accuratethan simply having a
structurelesdexicon? Doesuseof discoursegreatly improve recognition?ln orderto eventuallytest
different facetsof constraintsthe test materialwas chosento reflect a numberof properties.These
include:

» use of one or more pieces of key-phrase information within a single utterance.

» useof aircraftidentifier, otherwiseknown as callsign, with other key-phrasdnformation,
and with non-key information.

» discourse progression with same pilot, consisting of one complete dialogue

» atleast 10 utterances.

Given the abovecriteria, an interactionin the corpusbetweenthe ATC and aircraft 908 was chosen,
consisting of 19 utterances by the ATC (see Appendix 1).

The PE500VoiceMatch Toolkit allows integratedcollection and testing of speechmaterialand can
offer statisticson the accuracyof the decode Six speakeravere usedto recordthe utterancesisinga
proprietarynoise-cancellingnicrophone Threeof the six werefemale.Recordingoccurredin a noise-
controlled workspace, whilst an extra set of one speaker were recorded under normal office conditions.

! The PE500 is available from Speech Systems, Inc. 2945 Center Green Court South, Boulder, CO
80301-2275, USA. Tel: 303.938.1110 FAX: 303.938.1874



The Toolkit allows the developerto use differing parametersettings when decoding speechinto

transcribedtext. Thesevary by the slider settingand the languageweight setting. The slider setting
determineghe ratio of accuracyto speedusedby the decoderj.e. how much effort the decodemuts
into decodingan utterance.The PE500has sevenpredeterminedettings,three of which were used,
approximatelygeneratingan increasingevel of effort usedby the decoder.The chosenslider settings
were hence:

* 0,36

With eachslider settingit is possibleto vary the languageweight or transcription penaltyvalue. This

is a negative value which penalises excessive transcription of words, i.e. those outpiltttbbgder.

The larger the negative value, the greater the penalty and the fewer words outputted by the decoder. The
weight needsto be optimised so that the correct numberof words are transcribed.Values ranged

between 0 and -150. Five values were chosen:

* 0 (default - no penalty), -40, -80, -120, -150 (maximum penalty)

Measures of Accuracy

What constitutesan accuratdranscriptionandhow canthis accuracybe gradedPE500'sVoiceMatch
Toolkit decodesan utteranceandthenattemptgo align it with a templateof whatthe utteranceshould
actuallybe (seeAppendix 4 for examples)This resultsin a numberof words matchingthe template.
Wordswhich occurin the decodedext but notin the templateare eitherdeletedor substitutedWords
which are in the templatebut notin the decodedtext are inserted.Hencethere are a number of
measuresvhich can be takeninto accountwhen calculatingthe accuracyof the decodedtext. The
following reflect those which are readily derived from the VoiceMatch Toolkit:

» number of words in input (in template)

* number of words in output (decoded text)

» number of words correct in output, occurring at appropriate place

* number of words needed to be inserted/substituted/deleted to match input
Four accuracy measures can hence be derived:
WP% - percentage of words correct from the number words occurring in the template.
l.e: number of words correct in outpUbumber of words in inpyt100)
WT%, percentage ofrordscorrectout of the numberof wordsin thedecodedext. Thisis usefulsince
an overgenerativgrammarwould producea large numberof words, many of which could be correct
but have many 'deleted’ words occurring between each correct word.

l.e.: number of words correct in outpubumber of words in outpt100)

WER, the proportionof wordswhich haveto be inserted substitutedor deletedin comparisorto the
number of words matching the template.

l.e.: number of words inserted, substituted & delgtedmber of words in input

WE%, the percentageof the numberof words correctin the decodedtext taking into accountthe
deviation of output to input ratio. This would be a combination of both WP% and WT%:

numberof wordscorrect/ ( numberof wordsin input+ | numberof wordsin output- numberof words
in input| ) (*100)



where | x | is the absolute value of x.

The measureWWE% was chosenas an indicator of the accuracyof the decodedext sinceit took into
account the issue of overgeneration of words in relation to the number of words in the template.

The abovemeasureavere calculatedfor two scenariosfor all words in the template,regardlessof
whetheror not they arein any of the five "key information phrases'{seelntroduction)andfor words
which areonly in oneof thesefive phrasesThe testmaterialin Appendix1 indicateswhich wordsfall
into either category.

Syntaxes used

Syntax 1. Base syntax

In orderto makecomparisondbetweendifferentsyntaxesthefirst setof decodingwasperformedusing
a'basesyntax.To setthetestingbase the decodemwastestedusingwhatis equivalentto a null syntax.
This gives the systemno knowledgeof utterancestructurenor permissibleutterancesequencesAs
requiredby the PE500the lexicon of the corpuswasprovided.The basesyntaxwassimulatedusingan
iterativeword categorywhich containedall of the wordsin the corpus.Thusan utterancecould consist
of one or more of the words in this category. The lexicon consisted of approximately 380 words.

Thefollowing exampleillustratesthe structureof the "null" syntaxusedby the PE500in this instance.
It makesuseof a constructwhich iteratesa word categoryone or moretimesandusesthis to allow a
sentence to comprise of one or more words withoutsmyactic'information.

S --> {* +WORD *} SentenceS' rewrites as one or more
instances offWORD'

+WORD == a abeam approach ... Word categorycontainsall the words
in the lexicon

One problemregardingthe resultswasthe inability of the systemto copewith the numberof words
decodedfrom one speaker,using a default languageweight of 0. The memory problem causedthe
systemto ignore the testset. To enablefurther comparisongo be conductedon the results,dummy
values were substituted for these results. In this case, WE% = 0.0.

Resultsfor Base syntax, all wordsin template

The following tablesrepresensummariedor eachcombinationof slider settingwith languageweight
(SSF)for the accuracymeasureWE%. The bestandworstandaverageaccuraciesreindicatedfor all
sevenspeakerdor eachslider settingand languageweight. Valuesin bold indicatethe bestor worst
slider/language weight setting.

Slider SSF Best Worst Average
0 0 9.75 0 7.29
0 -40 18.6 9.15 13.88
0 -80 24.65 13.52 19.32
0 -120 23.65 12.21 17.12




0 -150 18.13 11.45 13.80
3 0 9.5 0 7.01
3 -40 18.92 9.72 13.74
3 -80 24.91 15.48 19.17
3 -120 22.74 14.24 17.92
3 -150 18.62 10.53 14.19
6 0 9.45 0 6.94
6 -40 18.87 9.26 13.50
6 -80 23.86 15.58 19.29
6 -120 22.37 15 17.65
6 -150 18.79 10.47 14.60

The bestresultwasfrom slider setting3, languagewneight-80 with anaccuracyof 24.91%.The poorest
resultof 0% accuracywasdueto aforementionedranscriptionproblem.The next worseresultwas of
9.15% for slider setting 0, language weight -40. The base result taking the average tondzioation
of slider and language weight was 19.32% for slider 0 and weight -80.

For all threeslider settings the bestweightto usewas-80, whilst the worstwas0. No singleutterance
was 100% correctly transcribed.
Resultsfor Base syntax, key-phrase wordsin template

The following table summarisesthe results for the base syntax, taking only key-phrasesinto
consideration.

Slider SSF Best Worst Average
0 0 15.18 0 9.99
0 -40 21.13 13.13 17.51
0 -80 25.86 14.67 20.38
0 -120 26.51 13.17 19.72
0 -150 23.6 14.11 17.53
3 0 14.2 0 9.28
3 -40 22.16 12.63 17.36
3 -80 25.29 16.84 20.51
3 -120 24.1 14.2 20.01
3 -150 23.31 12.35 17.47
6 0 14.15 0 9.26
6 -40 22.16 12.12 17.13
6 -80 23.86 16.67 20.15
6 -120 23.35 14.88 19.96
6 -150 22.98 12.35 18.08

As canbe seenthereis aninsignificantimprovementbetweenthe accuracyof wordsin key phrases,
andall wordsin the template.The bestresultwasan accuracyof 26.51%for slider setting0, language
weight-120. The bestaverageesultwas20.51for slider setting3, languageweight-80. For all slider
settings,bestresultswere obtainedfrom using languageweightsof -80 and-120. The poorestresults
can from using a low languageweight, i.e. 0 or -40. No single utterancewas 100% correctly
transcribed.



Syntax 2. Key-phrase spotting syntax

The secondsyntaxwe testedusedthe sameiterative mechanismas that usedin the basesyntax.In
effect, key-phraseswere structurally defined, but could have unrestrictedwords surroundingand
betweenthem. In order to restrict the ambiguity of thesenon-keywords they were limited to what
occurredmmediatelybeforeandaftereachkey-phraseThe wordsweretakendirectly from the corpus.

This syntaxperformeda kind of key-phrasespottingand allowed 'unrestrictedspeechto occurin the
same utterance. It is part way between the previous, lexicon-only syntax, and a full structured syntax.

As an example, consider this extract from the syntax which indicates the unrestricted, unstructured, non-
key words surrounding the structured key-phrase words:

S --> {* (+B_AH) *} +ALT_HEAD {* (+A_AH) *} SentencéS' rewrites as

+B_AH == copied good morning roger zero or more instancesof any word in the

thanks ... +B_AH category
+ALT_HEAD --> turn {left | right} ... followed by a structurednstructionto change
heading

+A_AH == altitude and approach closing followed by zero or more instancesof any
delta ... word in+A_AH category

Sincekey-phrasesvereto be recognisedthe syntaxcomprisedsemantic/functionatags,ratherthanthe
conventional phrase structure tags. For example, the key-phrase for changing frequency was represented
by a semantictag "ALTER_FREQUENCY" which then was defined using similar tags. The whole

syntax consisted of 47 tags and 30 defining rules.

Resultsfor key-phrase spotting syntax, all wordsin template

The table below summarises the results for the key-phase spotting syntax.

Slider SSF Best Worst Average
0 0 11.41 7.45 9.44
0 -40 19.35 12.24 15.89
0 -80 25.17 16.29 20.43
0 -120 23.84 14.62 17.82
0 -150 20.06 10.26 12.88
3 0 11.76 8.07 9.39
3 -40 19.94 12.17 15.84
3 -80 25.52 16.61 21.19
3 -120 23.2 14.72 18.13
3 -150 19.46 11.92 14.21
6 0 11.44 8.07 9.43
6 -40 19.89 13.25 15.89
6 -80 26.39 16.56 21.67
6 -120 23.68 15.11 18.50
6 -150 19.05 12.17 14.85

Again the bestresultswere from using a languageweight of -80, with a slider settingof 6. The best
resultwas26.39%.The poorestperformanceamefrom usingno languageweight(i.e. 0) at 7.45%for



a slider settingof 0 andweight of 0. The bestaverageresultwasfor slider settingé andweight-80 at
21.67%. No single utterance was 100% correctly transcribed.
Resultsfor key-phrase spotting syntax, key-phrase wordsin template

The following table summariseshe resultsfor the key-phrasespottingsyntax,taking only key-phrases
into consideration.

Slider SSF Best Worst Average
0 0 16.19 10.19 12.60
0 -40 24.34 12.97 19.03
0 -80 29.07 16.16 21.73
0 -120 26.47 15.24 19.73
0 -150 25.61 12.5 16.21
3 0 17.25 10.04 12.54
3 -40 23.32 12.5 19.24
3 -80 27.84 17.1 21.96
3 -120 25.75 16.36 20.15
3 -150 25.47 13.66 17.85
6 0 16.56 10.27 12.53
6 -40 21.68 14.52 19.08
6 -80 28.09 17.62 22.36
6 -120 25.9 16.36 20.54
6 -150 24.22 13.66 18.44

Once again, the bestresultsfor eachslider settingwere from using languageweight -80. The best
results were 29.07% for slider setting 0, and on ave#yd86%for slidersetting6. The poorestresults
for each slider setting were from using language weight 0, at 10.04 for slider setting 3.

Syntax 3: Full context-free syntax

The third syntaxtook the key-phrase®f the previous,key-phrasespotting,syntaxand combinedthem
with structuredhon-key(‘noise-phrases§o thatthe entire corpuscould be parsedoy the whole syntax.
The syntaxconsistedf a total of 98 tags,29 of which relatedto the structureof key-phraseand55 of
which relatedto the structureof non-keyphrasesThe syntaxconsistedof 97 defining rules. The key-
phrase tags used can be seen in Appendix 2.

Resultsfor full syntax, all wordsin template

The following table representghe summaryof the resultsfor the fully structuredsyntax. As an
additional column, the number of utterances transcribed 100% correctly is indicated.



Slider SSF Best Worst Average No. Utts
Correct
0 0 27.75 19.05 23.19 10.00
0 -40 39.66 17.92 24.02 8.00
0 -80 26.55 8.61 18.29 5.00
0 -120 18.72 9.45 12.89 3.00
0 -150 14.09 4,09 8.57 2.00
3 0 55.4 26.42 41.98 12.00
3 -40 55.97 33.63 43.20 13.00
3 -80 50.46 29.41 35.68 10.00
3 -120 32.98 12.92 24.58 5.00
3 -150 21.6 5.65 15.72 3.00
6 0 68.06 47.7 58.30 15.00
6 -40 64.48 47.63 55.26 16.00
6 -80 51.71 35.63 44.19 11.00
6 -120 40 18.27 32.08 7.00
6 -150 28.87 8.81 23.25 6.00

The bestresultsappearedwith the use of low transcriptionpenalties(i.e. weight of 0 and -40), at

68.06%for slider setting6 andlanguageweightO. In this case the greaterthe penalty,the poorerthe

results. The lowest was 4.09%, occurring with slider setting Qvaight-150. The bestof the averages
was 58.30% with the samesettingsas for the best result. This setting combinationalso correctly

transcribed a total of 15 utterances in their entirety.

Resultsfor full syntax, key-phrase wordsin template

The table below indicatesthe resultsas for the abovetable, but only taking key-phrasewords into
consideration.

Slider SSF Best Worst Average
0 0 50.9 24.07 33.29
0 -40 61.59 29.01 38.66
0 -80 50.31 19.75 35.04
0 -120 41.88 18.63 27.11
0 -150 275 13.04 18.78
3 0 65.5 39.08 51.05
3 -40 68.48 45.73 56.53
3 -80 65.03 43.21 51.45
3 -120 51.23 23.46 41.21
3 -150 41.88 11.8 29.31
6 0 69.28 50.56 62.13
6 -40 73.17 53.89 64.88
6 -80 66.67 49.07 59.24
6 -120 63.98 34.57 49.44
6 -150 51.55 21.12 41.14




The bestresultwasfrom slider setting6 with languagewneight-40, at 73.17%.The bestof the averages
was 64.88%for the samesettings.The languageweight of -40 gives the bestresultsfor all slider
settings,and onceagain,the largerthe transcriptionpenalty,the poorerthe results.The poorestresult
was 11.8% using slider setting 3 and language weight -150.

Comments on results

Thefirst syntax'suseof iterationresultsin over-transcriptiorof shortwords.This is demonstratedb its
extremeby one speaker'siecodedtext taking more memorythan the systemcan cope with. As the
transcriptionpenalty is increasedfewer words are transcribedand accuracyis improved. The best
performancewas from using large penalties,up to a certain limit. The largestimposed penalty
subsequentlydegradedperformance.There was a little improvementfor key phrasewords. This,
however, was not considered significant.

Onewould expectthat the secondsyntaxwould improve the accuracy at leastfor the structuredkey

phrasesTherewasansmallincreasdn accuracyfrom thefirst syntax,andagaina smallimprovement
betweenall wordsandwordsin the key phrasesA problemwith the PE500is the inability to useany

form of weighting mechanism iorderto preferkey-phrasevordsover,saynon-keyphrasewords.This

could accountfor the over transcriptionof non key-phrasevordsin similar circumstancessthe first

syntax. A moderate language weight is optimal in this case.

The third syntaxdid not rely on the iteration mechanismput insteadconsistedof defining rules. This
syntax is large and ambiguous but greatly impraeedgnition.Onceagain,thereis a smallincreasen
performance fothosewordsin the key-phrasesMost surprisingly,however the bestresultscomefrom
using either no transcription penalty or the smallest. This could reflect the PE500'sinability to
accurately transcribe syntaxes which make extensive use of the iteration mechanism.

Thefirst two syntaxeshowthatthereis little differencebetweerone'schoiceof slider setting,whereas
the third syntax shows the opposite with large differencesin performance.Use of the iteration
mechanisnresultsin over-transcriptionhencerequiring a higher transcriptionrate penaltyfor better
results.Thisis notthe casefor thethird syntaxwhich givesbetterresultsfor alow transcriptionpenalty
values.

Using higher linguistic levels: towards a grammar of discourse

We wish to seethe effect that higher levels of linguistic information have on the speechrecognition
performanceln particular,we would like to explorethe effectof usinga discoursegrammaron whatis
intuitively a well-structureddomain.A large,all-encompassingyntax,suchassyntax3, canbe broken
down into smaller,well-definedsubsetgrovidedthat thereis a definite distinction betweendialogue
segmentsn the domain.This smallersyntaxis potentiallylessambiguoughanthe original, containing
fewerwordsandlesscomplicatedstructureslf thisis the case pnewould expectthatthe applicationof
this smaller syntax to result in a higher recognition rate.

To obtain someinitial resultsfor suchuseof a syntax,a further set of experimentswvere conducted
usinga singlesubsebf syntax3. This syntaxcontainedenoughinformationto coverthe entiretyof the
test material. Although the combinationof key-phrasesvas reduced,the full expressivenessf the
phrases were preserved. For examaloughthe new syntaxwould not allow a callsignfollowed by a
changeof frequency |t would allow a callsignfollowed by a changeof heading.The choiceof callsign
is from the original universeof callsignsand the headingsstill reflect all of the possiblechangesn
heading.

The revisedsyntaxcontaineds50 tags,one of which definedthe startof the utteranceand 48 rulesor
word categoriesThe lexicon consistedof 257 words and the numberof sentencesvhich could be



produceds comparablewith the original syntax(comparewith the original: 98 tags,97 rulesand 380

words in lexicon).

Below are the tables for all words in the test material and for key-phrase words only.

Resultsfor subset syntax, all words

Slider SSF Best Worst Average No. Utts

Correct
0 0 52.92 23.66 36.60 16
0 -40 56.39 26.53 34.44 16
0 -80 35.71 11.93 24.83 11
0 -120 22.91 11.38 17.11 7
0 -150 18.76 4.89 11.00 4
3 0 68.12 49.51 56.07 21
3 -40 57.99 41.83 49.51 21
3 -80 55 36.21 43.11 15
3 -120 39.94 23.39 31.90 10
3 -150 30.03 2.69 20.64 8
6 0 74.18 59.66 66.33 26
6 -40 75.53 52.75 60.83 25
6 -80 55 43.45 49.50 18
6 -120 44.84 30.22 36.51 11
6 -150 38.15 9.58 26.25 9

Thebestperformancef 75.53%camefrom usinga slider settingof 6 andlanguageveightof -40. The
trendin resultsis very similar to thosefor the full syntaxwherea greatertranscriptionpenaltyleadsto
poorer results. The best average was 66.33% with a skttargof 6 andno transcriptionpenalty.This
is 8.03%higherthanthe respectiveoriginal syntax.This combinationof sliderandpenaltygivesa total
of 26 sentences transcribed without any errors, 11 more than the original syntax.

Resultsfor subset syntax, key words only

Slider SSF Best Worst Average
0 0 65.48 33.54 48.37
0 -40 72.56 37.65 52.15
0 -80 65.03 24.84 45,71
0 -120 49.38 18.63 36.33
0 -150 40.62 9.94 24.95
3 0 72.12 56.9 64.46
3 -40 72.56 54.6 63.45
3 -80 69.94 49.69 60.68
3 -120 58.75 40.37 52.06
3 -150 51.85 4,97 39.14
6 0 78.92 63.31 71.28
6 -40 77.3 67.07 70.89
6 -80 71.6 60.25 65.50
6 -120 61.73 48.15 55.89
6 -150 57.14 22.36 46.16




The best result of 78.92% came from a combination of a slider settingnofrd languageveight. The
best average of 71.28% was obtained from the same sefthigss anincreasenf 6.4%on the original
syntax.

It is not surprisingto seethe sametrendsin this syntaxas in the original. A low or non-existent
languageweight givesthe bestresults.An increaseof around8% may not be much but doeshighlight
theincreasen performanceby using smallersubsetsThe subsetusedin this casewascomparabldgo

the original sinceit wasstill a largeandpotentiallyambiguousyntax.We hopethatthe useof smaller
subsets, applied through a discourse grammar would lead to greater improvements in performance.

Use of contextual information

The use of a naturallanguagecomponentto constrainthe output of the systemcould increasethe
system'secognitionperformanceln this domain,thereis alsoa wide rangeof contextualknowledge
which could be incorporatedinto the system,either by meansof a databasecontaininginformation
applicableto the local areaaroundthe ATC, or by controlling the speectrecognitionunit itself. The
contextual knowledge which could be applicable includes the following:

Current callsigns being used in airspace.

Current transponder settings (squawks) being used by aircraft.
Current pressure settings of the local area, etc.

Regional geographical landmarks.

Transponder code ranges used at LBA.

Radio frequencies used at or around LBA.

Runway identifiers used at LBA.

NookrwnhE

The first threeitems containinformation which existsfor differing periodsof time. For example the
callsigns currently being used exist only for the duration that the pilot is in LBA airspace.The
remainder of the information is local to LBA, itself.

As anexampleof how this informationmay be used,considerthe transpondeor 'squawk’'codeswhich
rangein value from 0400to 0420, in octal andthat only one aircraft in LBA airspacecan havea
particular code. This information can assist the choice of the correct code.

Concluding remarks

The aboveresultsshowthe advantagesf usinga full, context-freesyntaxin the domainof Air Traffic
Controltransmissionsisingthe formalismprovidedby the PE500.The useof key-phrasespottingwith
the mechanisnof iterationproducednaccuratdranscriptionswith resultslittle betterthannot havinga
syntaxat all. Someform of weightingmechanisnfor the key-phrasesnay be of valuein increasinghe
performance.

The first syntaxwhich simulateda grammarwith only a lexicon and no model of syntacticstructure
peakedat 24.91%accuracyfor all wordsand26.51%for key-phrasavords. The secondsyntaxusinga
key-phrasespottingtechniquepeakedat 26.39%for all wordsand29.07%for key-phrasewords. The
final syntaxwhich useda semantic/functionatontextfree grammaipeakedat 68.06%for all wordsand
73.17% for key-phrasewords. It is interestingto also note that the use of a noise controlled
environmenimadelittle differenceto the transcriptionaccuracy This canbe ascribedto the useof the
proprietary noise-cancelling microphone.

The PE500is designedor low vocabularyJow perplexity,command-controspeechrecognition.lt is
not designedo performwell on large and ambiguoussyntaxesandthis is reflectedby the results.lts
performanceis poor when comparedto the researchsystemsusedin the recentARPA Wall Street



Journalcompetition[Collingham 94, ARPA 94] but it mustbe notedthat the systemwasnot "trained"
nor optimised for the domain or speakersexceptthat a syntax was provided. Hence, this set of
experimentiavebeena comparativestudyof the useof differing levelsof linguistic informationusing
a commercially available speech recogniser.

The use of a discoursegrammarto divide the large syntax into smaller syntaxesmay improve
performance. The smaller syntaxes may perform betterodoever perplexityandambiguityandcould
be appliedasthe discourseprogressesSuchuseof higherlevel "linguistic knowledge"togetherwith
contextual information should, in theory, improve the performance of the continuous speech recogniser.
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Appendix 1

wn

o0k

10.
11.

12.
13.
14.
15.
16.
17.

18.
19.

Test 908 Sentence List (key sub-phrases are underlined)

nine zero eighstandby for further descent expect vector approach runway three
two information charlie currert n h one one zero fivendg f e nine nine one
millibars

nine zero eighteport your heading

nine zero eightoger continue that headidgscend to altitude four thousand
feetleeds q n h one zero one five

flight knightair nine zero eightrn left heading zero eight five

two eight nine zero eigléeeds

runway one four is available vectors to a visual approach if you wish give you
about two seven track miles to touchdown

expect a visual approach runway one fgtre nine nine zero millibaggroceed
descent altitude three thousand five hundred feet

g f e nine nine zero millibafer runway one four

two eight nine zero eightirn right heading one zero zero

nine zero eightoger maintain

two eight nine zero eiglitescend to height two thousand three hundredjféet

e nine nine zero millibars

on that heading you'll be closing for a visual final that's about five miles you've
got approximately one one track miles to touch down

nine zero eightlescend height one thousand five hundredddet nine nine

Z€ero

nine zero eighyour position five north west of the field report as you get the
field in sight

zero eight nine zero eighirn right heading one four zero

zero eight nine zero eighescend to height one thousand two hundred feet

on the centre line three and a half miles to touchdown

thanks happy to continue visual

contact the tower one two zero decimal three




Appendix 2

Key Phrase Semantic Labelsfor Fully Structured Grammar

Below are a list of semantic tags used to represent the structure of key information phrases as used in
syntax 3. The list is akin to immediate dominance rules where no order is inferred in the daughters. For

an example of a parsed sentence, see Appendix 3.

ALT_CLIMB+
FL+
HEIGHT+
DIGIT+

ALT_DESC+
HEIGHT+
DIGIT+

ALT_HEAD+
DIGIT+

ALT_FREQ+
LOCAL_FREQ+

LEEDS_TOWER+
E_MIDLANDS+
WARTON_RADAR+
LEEMING+
LINTON+
MAN_CONTROL+

ALT_SQUAWK+
LOCAL_SSR+
OCTAL+

CALLSIGN+
COMMERCIAL+
COMPANY+
HELICOPTER+
NON_DESC+
ALPHA+
DIGIT+

INFO_QFE+
QFE+
LOCAL_RW+
DIGIT+

INFO_QNH+
QNH+
LOCAL_AREA+
DIGIT+

Instruction to climb

Relevant altitude expressed as a flight level

Relevant altitude expressed as a height in feet

Digit zero to nine

Instruction to descend

Relevant altitude expressed as a height in feet

Digit zero to nine

Instruction to change heading
Digit zero to nine

Instruction to change radio frequency

Structure for common, local frequencies

Leeds frequency

East Midlands frequency
Warton Radar frequency
Leeming frequency
Linton frequency
Manchester frequency

Instruction to change SSR setting
Structure for set of local SSRs
Digit zero to seven

Structure for callsign

Structure for commercial flights
Structure for company aircraft
Structure for helicopters

Structure for non-descript callsigns

International alphabet (i.e. alpha, beta ...

Digit zero to nine

Information on the current QFE
Structure for QFE

Structure for local runways
Digit zero to nine

Information on the current QNH
Structure for QNH

Structure for local area indication
Digit zero to nine

)



Appendix 3

Examples of parsed test sentences

The sentences below are taken from Appendix 1 and reflect how the key-phrase tags are used in
Appendix 2. Tag +ATC is equivalent to the sentence 'S' rewrite tag.

(+ATC (CALLSIGN+
(COMMERCIAL+ flight
(COMPANY+ knightair) (DIGIT+ nine) (DIGIT+ zero) (DIGIT+ eight)))
(ALT_HEAD+ turn left heading (DIGIT+ zero) (DIGIT+ eight) (DIGIT+ five)))

flight knightair nine zero eight turn left heading zero eight five

(+ATC (CALLSIGN+
(COMMERCIAL+ (DIGIT+ nine) (DIGIT+ zero) (DIGIT+ eight)))
(ALT_DESC+ descend height
(HEIGHT+ (DIGIT+ one) thousand (DIGIT+ five) hundred feet))
(INFO_QFE+qgfe
(QFE+ (DIGIT+ nine) (DIGIT+ nine) (DIGIT+ zero))))

nine zer o eight descend height one thousand five hundred feet g f e nine nine zero

(+ATC (ALT_FREQ+ contact
(LOCAL_FREQ+
(LEEDS_TOWER+ the tower one two zero decimal three))))

contact thetower one two zero decimal three



Appendix 4

Exampletranscriptionsfor best and wor st recogniser settings

The examples show what was actually transcribed by the system with the prompted sentence.

#

indicates a silence word substitute

Base syntax, Best: Slider setting 3, SSF -80

PROMPT nine =zero eight report your heading

TRANS #  #_ nine zero might up m little high hand 0 %
PROMPT nine zero eight roger continue that

TRANS # #  nine zero a go edge and #  continue ahead
PROMPT heading descend to altitude four thousand feet leeds
TRANS d and descent slowly traffic thousand leeds #_ leeds
PROMPT q n h one zero one five

TRANS to your h position own four and #  #

Base syntax, Worst: Slider setting 0, SSF -40

PROMPT two eight nine =zero eight leeds

TRANS #_ #_ c ready mind is your or edge eight the descent
PROMPT two eight nine =zero eight turn
TRANS #_ #_ to your a mind zero eight s got ever i and
PROMPT right heading one Zero zZero

TRANS eight heading when is your 1is e and #_ #_

Key-Phrase spotting syntax, Best: Slider setting 6, SSF -80

PROMPT nine =zero eight report your heading

TRANS #  #_ nine zero eight abeam little hand 0 %

PROMPT nine =zero eight roger continue that heading
TRANS # #_  nine zero eight position #_ continue ahead d and
PROMPT descend to altitude four thousand feet leeds g n
TRANS and descent slowly traffic thousand leeds #_ leeds to your
PROMPT h one Zero one five

TRANS h position own  four and # = #




K ey-Phrase spotting syntax, Worst: Slider setting 0, SSF 0

PROMPT

TRANS . # c a a give m line is your or or m h
PROMPT two eight nine zero eight leeds

TRANS two e the descent # = #

PROMPT two eight nine zero

TRANS # # # two your eight m line zero a eight s # e
PROMPT eight turn right
TRANS two of your 1 and eight ahead and e when 1is your in
PROMPT heading one zero zero

TRANS the is e and # % %

Fully structured syntax, Best: Slider setting 6, SSF 0

PROMPT nine zero eight report your

TRANS #  # #  #_ nine zero eight #_ go ahead #_  #_
PROMPT  heading

TRANS

PROMPT nine =zero eight roger continue
TRANS #. #_ #_  nine zero eight go ahead and #_  #_  continue on
PROMPT that heading descend to altitude four thousand feet

TRANS that heading and descend altitude four thousand feet #_  #
PROMPT leeds q h one zero one five

TRANS leeds #_ q h # one seven one four # # #

Fully structured syntax, Worst: Slider setting 0, SSF -150

PROMPT two eight nine =zero eight leeds

TRANS % nine zero eight leeds #  #

PROMPT two eight nine =zero eight turn right heading one
TRANS # # two eight nine zero eight # turn right heading one
PROMPT Zero Zero

TRANS seven zero #_ #_

Subset syntax, Best: Slider setting 6, SSF 0

PROMPT nine zero eight report vyour heading
TRANS # # # #  nine zero eight # = go ahead maintain #




PROMPT nine zero eight roger continue
TRANS # # #  nine zero eight go ahead and #  #  continue on
PROMPT that heading descend to altitude four thousand feet

TRANS that heading and descend altitude four thousand feet # #
PROMPT leeds q h one zero one five

TRANS leeds #_ g h #  one seven one four #_  #  #

Subset syntax, Worst: Slider setting 3, SSF -150

PROMPT two eight nine zero eight leeds

TRANS # % nine zero eight leeds #_ = #_

PROMPT two eight nine =zero eight turn right heading one
TRANS # # two eight nine zero eight # turn right heading one
PROMPT zero zero

TRANS seven zero #_ #




