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Real-time wind field reconstruction from LiDAR measurements using a dynamic wind model and state estimation
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ABSTRACT

The use of light detection and ranging (LiDAR) instruments offers many potential benefits to the wind energy industry. Although much effort has been invested in developing such instruments, the fact remains that they provide limited spatio-temporal velocity measurements of the wind field. Moreover, LiDAR measurements only provide the radial (line-of-sight) velocity component of the wind, making it difficult to precisely determine wind magnitude and direction, owing to the so-called ‘cyclops’ dilemma. Motivated by a desire to extract more information from typical LiDAR data, this paper aims to show that it is possible to accurately estimate, in a real-time fashion, the radial and tangential velocity components of the wind field. We show how such reconstructions can be generated through the synthesis of an unscented Kalman filter that employs a low-order dynamic model of the wind to estimate the unmeasured velocities within the wind field, using repeated measurement updates from typical nacelle-mounted LiDAR instruments. This approach is validated upon synthetic data generated from large eddy simulations of the atmospheric boundary layer. The accuracy of the wind field estimates are validated across a variety of beam configurations, look directions, atmospheric stabilities and imperfect measurement conditions. The main outcome of this paper is a technique that offers the potential to accurately reconstruct wind fields from LiDAR data, overcoming the cyclops dilemma in the process. The ultimate aim of this research is to provide reliable gust detection warning systems to offshore construction workers, in addition to accurate wind field estimates for use in preview turbine pitch control systems. © 2014 The Authors.
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1. INTRODUCTION

The offshore wind energy industry is currently experiencing significant growth with sustained multi-national political backing to provide a growing source of renewable energy. In turn, this has led to major investment in offshore wind technology, for which improvements in the economic efficiency of energy production have been the principal driving force. Numerous factors contribute to the overall cost of energy, and many of these are adversely affected by the inherent unsteadiness of the wind. For example, construction and maintenance operations, as well as the individuals who perform them, such as rope access workers, are particularly vulnerable to violent gusts of wind that can strike at any time and with no advance warning. In the interests of health and safety, construction and maintenance crew must therefore operate in a more conservative fashion than would otherwise be necessary were advance knowledge of oncoming gusts available. Meteorological forecasts typically only provide averaged wind speeds over a large area and are thus of insufficient fidelity to resolve the smaller spatial and faster temporal dynamics of typical wind gusts. Such gusts are also a primary cause of the extreme and fatigue loads that lead to greater construction costs, in the form of stronger and heavier towers, as well as increased maintenance activity and lower operational life expectancy. Indeed, a report published by the European Wind
Energy Association\textsuperscript{1} stated that technologies to improve turbine reliability were of ‘key’ importance, given the considerable financial cost of repair and maintenance at remote offshore locations.

With this in mind, the ability to sample an oncoming wind field has been made possible in recent years with the advent of light detection and ranging (LiDAR) instruments. Such instruments now possess sufficient bandwidth and ranging capability to enable fast and accurate radial velocity measurements at a range of locations from a turbine.\textsuperscript{2,3} However, the question of how best to use these measurements to detect an oncoming gust remains open, as does the question of how best to incorporate such information for use within a preview control scheme (e.g.\textsuperscript{4,5,6,7}). The success of such controllers will inevitably be reliant upon the accuracy of the predictions of the incident wind field. Such predictions will depend not only upon the quality of the LiDAR measurements, but also upon the accuracy of any model used firstly to link the measurements to regions of the flow that are not directly sampled and secondly to evolve the present wind field forwards in time. Although the wind is a complex and dynamic phenomenon that varies considerably with height within the atmospheric boundary layer, nearly all design and control within the wind energy industry is based on an assumption of uniform and steady flow across the rotor plane.\textsuperscript{8} Such assumptions become increasingly erroneous as wind turbines protrude higher into the atmospheric boundary layer. As an example, low-level nocturnal jets of air that create a non-uniform wind distribution across the rotor plane are leading to significant repair and maintenance activity upon commercial turbines.\textsuperscript{8} In addition, the presence of complex turbulent structures of spatial scales smaller than those of the rotor can lead to uneven loading, resulting in wear or damage to the turbine structure.\textsuperscript{9,10} Simulations of the atmospheric boundary layer provide a convenient means of visualising the non-uniformity of the wind across the rotor plane. An example of such non-uniformity is shown in Figure 1, which displays a typical snapshot of the wind field taken in the horizontal plane at a height of 85m above the sea surface. Low and high-speed features with length scales smaller than a rotor diameter are clearly present and thus need to be detected in the oncoming flow if one is interested in developing LiDAR-based preview control.

The extent to which such spatio-temporal unsteadiness can be detected via existing LiDAR technology and associated signal processing schemes is unclear at present, but a growing body of research is beginning to address this issue. An experimental study\textsuperscript{11} presented the application of single-beam LiDAR for measuring the oncoming wind characteristics, for ranges up to 200m. According to the authors, this was the first time a LiDAR instrument had been attached to the nacelle of a wind turbine for monitoring of the oncoming flow. A further experimental study\textsuperscript{12} was presented, comparing measurements taken by a prototype LiDAR and a sonic anemometer at the same location. The wind turbine was yawed at 283° (from due north), and for wind directions between 280° and 290° the devices were in good agreement. However, following a change in the wind direction to around 160°, the observed LiDAR speed fell and was not in agreement with the anemometer. As the angle between the line-of-sight of the LiDAR and the actual wind direction grew, the projection of the wind speed upon the line-of-sight decreased, resulting in a loss of accuracy. Such difficulty in resolving wind direction and magnitude from line-of-sight velocity data is commonly referred to as the ‘cyclops’ dilemma, and has been reported by several authors.\textsuperscript{3,13,14} Extra information is therefore required in order to resolve wind magnitude and direction from line-of-sight velocity measurements and as will be shown in this paper, such information may be teased out from a physical model that captures the spatio-temporal dynamics of the wind.

The simplest of such models are based upon Taylor’s frozen turbulence hypothesis,\textsuperscript{15} where the spatial structure of turbulent wind gusts remains unchanged as they advect with the mean wind speed. Consequently, much of the existing literature on LiDAR-assisted control of wind turbines\textsuperscript{7} and LiDAR-based wind field reconstruction,\textsuperscript{16} has employed some form of Taylor’s frozen turbulence hypothesis. In the present work, we seek to estimate the wind field not just at a point...
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location, but within a region spanned by two LiDAR beams, in order to determine a fuller picture of the oncoming wind field. Selecting a model suitable for this task represents a compromise between model accuracy and model complexity. The most accurate models are those that employ the Navier–Stokes equations, but these are too complex for the purpose of computing real-time predictions on low-cost hardware. The derivation of a suitable model is thus a central contribution of this paper and we note that other authors, e.g. have developed other simplified wind models. Importantly, the resulting model is dynamic, in the sense that it describes how the wind field evolves over time. This enables knowledge of past wind field information, obtained from a temporal history of LiDAR measurements, to be incorporated into current and future estimates of the wind field. The key enabler in this respect is the use of model-based state estimation techniques from the control systems community. In this paper, an unscented Kalman filter is used to reduce, in a recursive fashion, the error between actual and estimated wind fields. To the best of our knowledge, this work is the first to use such Kalman filtering techniques to reconstruct the wind field upstream from a turbine, using measurements from a typical LiDAR instrument. As such, this work combines elements from wind energy, fluid dynamics and control systems engineering.

The remainder of this paper is structured as follows. Section 2 provides a description of the problem addressed, specifically the design of a state estimator to reconstruct the wind field spanned by two horizontal LiDAR beams. A description of the simulation environment employed to generate synthetic wind fields is also described in this section. State estimators employ models of the systems whose states they are attempting to reconstruct, and so Section 3 describes the derivation of the dynamic wind model employed in this work. This section also describes the scale analysis and spatio-temporal discretization used to simplify the estimation model. The unscented Kalman filter that employs this simplified model is described in Section 4, along with some remarks concerning the real-time feasibility of this approach. Results that demonstrate the efficacy of the proposed wind field reconstruction scheme across a range of operating scenarios are presented in Section 5. Finally, the conclusions of this work and future directions are presented in Section 6.

2. PROBLEM DESCRIPTION

The problem addressed in this paper is summarized in Figure 2. Starting from the top-left of this figure, a nacelle-mounted, dual-beam LiDAR instrument samples the true wind field, in a horizontal plane 85m above sea level at regularly spaced intervals in time. The LiDAR instrument considered in this work samples the radial velocity component at 10 regularly spaced ranges along each beam (red circles), from 40 m to 220 m, at a sampling rate of 1 Hz. Two different cases are considered based on beam half angles of 15° and 30°. The measurements are stacked into a measurement vector \( \mathbf{y}_k \), where \( k = 0, 1, 2, \ldots \) denotes the sample instant. The measurement vector is then fed into a processing unit that executes a state estimation algorithm, described in further detail in the succeeding discussion.

2.1. State estimation of dynamic systems

In the interests of simplicity, it is sufficient at this point to define the states of our system as the radial and azimuthal wind velocities at discrete locations within a conical sector containing two horizontal LiDAR beams. The formal definitions of

![Figure 2. Problem schematic.](image-url)
the states and their spatial locations are described in Section 3.2.2. At each sample instant, the states are stacked into a vector $x_k$, and the role of the state estimator is to produce state estimates $\hat{x}_k$ that are in close agreement with the actual states. In order to achieve this, the estimator employs a wind model (derived in Section 3) that acts as a one-step-ahead predictor, taking in the estimates from the previous time step $\hat{x}_{k-1}$ and evolving these forward in time to yield the current estimate $\hat{x}_k$. A sensor model then uses these state estimates to form estimates of the current measurements $\hat{y}_k$. In the present work, the measurements are a subset of the states of the wind field, specifically the radial velocity components at the previously defined ranges along the LiDAR beams. The estimated measurements are then subtracted from the actual measurements to form an error vector $e_k$. This is multiplied by the filter gain $L_k$ (a matrix) to produce a correction term that is introduced into the wind model in an attempt to reduce the error in subsequent iterations. At each iteration of the estimation algorithm, a new filter gain is computed in order to minimize the mean square state estimation error, $E\{ (x_k - \hat{x}_k) (x_k - \hat{x}_k)^T \}$, where $E\{ \}$ denotes the expectation of a sequence and $(.)^T$ is the vector transpose, given all measurements up to and including the current sample. This is the standard objective of the celebrated Kalman filter [20–24]. The state estimates can then be plotted to yield the estimated wind field, shown in the lower left of Figure 2.

A few remarks are in order at this point. Firstly, the LiDAR instrument under consideration in the present work was chosen to resolve the spatio-temporal scales of the large scale structures within the atmospheric boundary layer at a typical mean wind speed of 8.5 m s$^{-1}$. Figure 3 shows two snapshots, taken 10 seconds apart, of a typical simulated wind field, from which it is reasonable to expect that the present spatio-temporal sampling is sufficient to detect oncoming gusts. Secondly, the domain of estimation is a conical region of half-angle 30° and radius 220 m, based on a typical LiDAR configuration offered by the likes of the Avent Wind Iris, for example. Other LiDAR configurations may ultimately provide better or worse wind field reconstructions, but such considerations are beyond the scope of the present work. Lastly, the wind model employed in the estimator requires an initial state estimate $\hat{x}_0$. In the absence of any initial knowledge of the actual wind field, an initial estimate corresponding to a quiescent wind field (all velocities equal to zero) is assumed.

The manner in which data from realistic wind fields is obtained for use in this study is described in the following section.

### 2.2. Large eddy simulations of the atmospheric boundary layer

The wind field data in this study is generated from the Simulator for Offshore Wind Farm Applications (SOWFA) [25–27] and is based on the Open Source Field Operation and Manipulation (OpenFOAM) (OpenCFD Ltd., Bracknell, Berkshire, UK) C++ libraries. The solver enables simulation of the atmospheric boundary layer under neutral (wind and water at the same temperature) and unstable (wind cooler than water) stability conditions. Wind fields are generated in a domain of $3 \times 3 \times 1$ kilometres in the latitudinal, longitudinal and vertical directions respectively. Spatial scales are resolved to 10m in all directions, and the wind fields are advanced with a variable time step, second-order backwards difference scheme that maintains a maximum Courant number of 0.75. Turbine dynamics can also be included as part of a secondary simulation, as shown in Figure 1, for example, but in the interests of simplicity will not be considered henceforth in this work. The boundary conditions at the planetary surface are those of, whilst shear stress and temperature flux are set to zero at the upper boundary. Further details are described in. 

---

**Figure 3.** Snapshots of the wind field moving through the plane of the LiDAR beams (red lines) with a mean speed of 8.5 m s$^{-1}$. The direction of flow is from the southwest. The two images are separated by a time interval of 10 s, during which time the wind field is sampled on ten occasions, which is sufficiently fast to resolve typical gusts as they traverse the beams. The LiDAR range is 220 m, and the distance between sample points (red squares) is 20 m, which is significantly less than the characteristic gust length scales ($O(10^2)$m). Rotor planes have been drawn on these figures to aid clarity, but note that turbine dynamics are not included in the present work.
3. DYNAMIC WIND MODELS

The aim of this section is to derive a simplified model of the wind dynamics for use as part of a state estimation scheme. Our starting point is a model that describes the evolution of the velocity field within the atmospheric boundary layer, similar to the model used, for example, within the SOWFA simulations.

3.1. The atmospheric boundary layer equations

Owing to the geometry of the LiDAR beams, we choose to work in a polar coordinate system defined by radial $r$, azimuthal $\psi$ and vertical $z$ directions. The atmospheric boundary-layer flow is governed by the incompressible Navier–Stokes equations\textsuperscript{17} given by:

\begin{align}
\frac{u}{r} + \frac{\partial u}{\partial r} + \frac{1}{r} \frac{\partial v}{\partial \psi} + \frac{\partial w}{\partial z} &= 0 \quad (1a) \\
\frac{\partial u}{\partial t} + \frac{u}{r} \frac{\partial u}{\partial r} + \frac{v}{r} \frac{\partial u}{\partial \psi} + \frac{w}{r} \frac{\partial u}{\partial z} - \frac{v^2}{r^2} &= 2\Omega v - \frac{1}{\rho_0} \frac{\partial p}{\partial r} + v \left( \frac{\partial^2 u}{\partial r^2} + \frac{1}{\rho_0} \frac{\partial u}{\partial \psi} + \frac{1}{r^2} \frac{\partial^2 u}{\partial \psi^2} + \frac{\partial^2 u}{\partial z^2} - \frac{u}{r^2} \right) \quad (1b) \\
\frac{\partial v}{\partial t} + \frac{u}{r} \frac{\partial v}{\partial r} + \frac{v}{r} \frac{\partial v}{\partial \psi} + \frac{w}{r} \frac{\partial v}{\partial z} &= 2\Omega u - \frac{1}{\rho_0} \frac{\partial p}{\partial \psi} + v \left( \frac{\partial^2 v}{\partial r^2} + \frac{1}{\rho_0} \frac{\partial v}{\partial \psi} + \frac{1}{r^2} \frac{\partial^2 v}{\partial \psi^2} + \frac{\partial^2 v}{\partial z^2} - \frac{v}{r^2} \right) \quad (1c) \\
\frac{\partial w}{\partial t} + \frac{u}{r} \frac{\partial w}{\partial r} + \frac{v}{r} \frac{\partial w}{\partial \psi} + \frac{w}{r} \frac{\partial w}{\partial z} &= \left( \frac{\theta - \theta_0}{\theta_0} \right) - \frac{1}{\rho_0} \frac{\partial p}{\partial z} + v \left( \frac{\partial^2 w}{\partial r^2} + \frac{1}{\rho_0} \frac{\partial w}{\partial \psi} + \frac{1}{r^2} \frac{\partial^2 w}{\partial \psi^2} + \frac{\partial^2 w}{\partial z^2} \right) \quad (1d)
\end{align}

where $u$, $v$ and $w$ are the wind velocities in the radial, azimuthal and vertical directions, respectively. The Coriolis force is represented by $\Omega = \omega \sin \phi$, where $\omega = 7.29 \times 10^{-5}$ rad s\(^{-1}\) is the planetary rotation rate and $\phi$ the positional latitude; $\rho_0$ is the constant air pressure; $\rho$ the kinematic viscosity of air; $g$ the gravitational acceleration; $\theta$ is the potential temperature given by $\theta = T - \Gamma_d z$, where $T$ is the temperature and $\Gamma_d$ is the dry adiabatic lapse rate and $\theta_0$ is a reference temperature. In order to solve (1), boundary and initial conditions similar to those described in Section 2.2 are employed.

The momentum equations (1b)-(1d) describe how the three components of the wind, at each point within the flow, evolve over time in response to a number of forcing terms, such as the Coriolis force, pressure gradients, convection and diffusion. The flow is assumed to be incompressible (1a) with constant density, and so buoyancy effects arising from variable density are included via a Boussinesq approximation\textsuperscript{29} that yields a buoyancy forcing term in the vertical momentum equation (1d).

3.2. Derivation of a low-order wind estimation model

From a mathematical perspective, the atmospheric boundary layer equations (1) are a coupled set of nonlinear partial differential-algebraic equations for which no analytic solution exists. Numerical solvers (e.g. SOWFA) must therefore be employed, and these commence from a spatial discretization of (1), whereby the velocity field is evaluated at a finite but large (e.g. $O(10^7)$) set of grid points within the three-dimensional spatial domain. Solving (1) on such a large number of grid points is not practical from the point of view of real-time wind field estimation, and so we seek to derive models of significantly less complexity, proceeding from a scale analysis of (1).

3.2.1. Scale analysis.

In order to obtain a simplified dynamic wind model, we first seek to identify and retain only the dominant terms in (1). The analysis proceeds by defining the following characteristic scales of the wind field perturbations observed from LES data.

$\begin{align}
U &\approx 10^1 \text{ms}^{-1} \quad \text{radial, azimuthal velocity scale,} \\
W &\approx 10^{-2} \text{ms}^{-1} \quad \text{vertical velocity scale,} \\
L &\approx 10^2 \text{m} \quad \text{radial, azimuthal length scale,} \\
H &\approx 10 \text{m} \quad \text{vertical length scale,} \\
L/U &\approx 10 \text{s} \quad \text{time scale,} \\
\delta P &\approx 10^1 \text{Pa} \quad \text{static pressure fluctuation scale,} \\
\delta \Theta &\approx 10^{-1} \quad \text{relative temperature fluctuation scale}
\end{align}$
The static pressure fluctuations arise from spatial variations in air density within the atmosphere. The value listed in the previous discussion is consistent with that in [17] and arises from the motion of large scale structures (e.g. eddies and thermals) within the boundary layer. The time scale defined in the previous discussion is an advective time scale that characterizes the time taken for a gust to move past a fixed point in space. With respect to the Coriolis forcing terms, it is convenient to consider synoptic motions centred at mid-latitude \( \varphi = 45^\circ \) and define a further scaling:

\[
J := 2\Omega = 2\omega \sin \varphi = 2\omega \cos \varphi \sim 10^{-4} \text{ s}^{-1}
\]

Based on these characteristic scalings, Table I shows the typical magnitudes of each term in the atmospheric boundary layer equations (1).

| (1a) | \( \frac{\partial u}{\partial t} + \frac{u}{r} \frac{\partial u}{\partial r} + \frac{1}{r} \frac{\partial v}{\partial \varphi} + \frac{\partial w}{\partial z} = 0 \) |
| Scales | \( \frac{U}{L}, \frac{L}{U}, \frac{U}{W}, \frac{W}{U} \) |
| ms\(^{-2}\) | 10\(^{-1}\) 10\(^{-1}\) 10\(^{-1}\) 10\(^{-3}\) |

| (1b) | \( \frac{\partial v}{\partial t} + \frac{u}{r} \frac{\partial v}{\partial r} + \frac{v}{r} \frac{\partial v}{\partial \varphi} + \frac{\partial w}{\partial z} = \frac{2\Omega u}{r} + \frac{1}{r} \frac{\partial \varphi}{\partial \varphi} \frac{\partial u}{\partial \varphi} + \frac{v^2}{r} + \frac{\partial^2 u}{\partial \varphi^2} + \frac{\partial v}{\partial r} + \frac{\partial v}{\partial \varphi} + \frac{\partial^2 u}{\partial r \partial \varphi} + \frac{\partial^2 u}{\partial \varphi^2} + \frac{w^2}{r} + \frac{2\Omega}{r} \frac{\partial u}{\partial \varphi} \) |
| Scales | \( \frac{U}{L}, \frac{L}{U}, \frac{U}{W}, \frac{W}{U} \) |
| ms\(^{-2}\) | 10\(^{0}\) 10\(^{0}\) 10\(^{0}\) 10\(^{-2}\) 10\(^{0}\) 10\(^{-3}\) 10\(^{-1}\) 10\(^{-8}\) 10\(^{-8}\) 10\(^{-8}\) 10\(^{-8}\) 10\(^{-8}\) 10\(^{-8}\) |

| (1c) | \( \frac{\partial w}{\partial t} + \frac{u}{r} \frac{\partial w}{\partial r} + \frac{v}{r} \frac{\partial w}{\partial \varphi} + \frac{\partial w}{\partial z} = \frac{2\Omega v}{r} + \frac{1}{r} \frac{\partial \varphi}{\partial \varphi} \frac{\partial v}{\partial \varphi} + \frac{\partial v}{\partial r} + \frac{\partial v}{\partial \varphi} + \frac{\partial^2 v}{\partial r \partial \varphi} + \frac{\partial^2 v}{\partial \varphi^2} + \frac{\partial^2 v}{\partial \varphi^2} + \frac{\partial^2 v}{\partial \varphi^2} + \frac{w^2}{r} + \frac{2\Omega}{r} \frac{\partial v}{\partial \varphi} \) |
| Scales | \( \frac{U}{L}, \frac{L}{U}, \frac{L}{W}, \frac{W}{U} \) |
| ms\(^{-2}\) | 10\(^{0}\) 10\(^{0}\) 10\(^{0}\) 10\(^{-2}\) 10\(^{0}\) 10\(^{-3}\) 10\(^{-1}\) 10\(^{-8}\) 10\(^{-8}\) 10\(^{-8}\) 10\(^{-8}\) 10\(^{-8}\) 10\(^{-8}\) |

| (1d) | \( \frac{\partial w}{\partial t} + \frac{u}{r} \frac{\partial w}{\partial r} + \frac{v}{r} \frac{\partial w}{\partial \varphi} + \frac{\partial w}{\partial z} \) |
| Scales | \( \frac{U}{L}, \frac{L}{U}, \frac{L}{W}, \frac{W}{U} \) |
| ms\(^{-2}\) | 10\(^{-3}\) 10\(^{-3}\) 10\(^{-3}\) 10\(^{-5}\) 10\(^{0}\) 10\(^{0}\) 10\(^{-11}\) 10\(^{-11}\) 10\(^{-11}\) 10\(^{-9}\) 10\(^{-9}\) 10\(^{-9}\) |

Inspection of these equations reveals that the dynamics of the wind field in the horizontal plane (2b)-(2c) are largely independent of changes in pressure and height, and so the vertical momentum equation (2d) can be discarded, which represents a significant modelling simplification. It is also worth noting that the radial and azimuthal momentum equations (2b)-(2c) are comprised primarily of advective terms and are therefore consistent with Taylor’s frozen turbulence hypothesis. However, it is important to point out that these equations are coupled and therefore can not be solved independently. Moreover, this coupling is an important feature of the wind dynamics in attempting to estimate the unmeasured azimuthal velocities from measurements of the radial velocity field. The coupling between the radial and azimuthal velocity fields can be enhanced by assuming that the instantaneous wind direction is uniform within the limited spatial domain under study (shown in Figure 4). To find the wind direction, the following equation is used:

\[
\psi + \tan^{-1} \left( \frac{v}{u} \right) = \epsilon(t)
\]
where $c(t)$ is the spatially averaged wind direction at each instant in time. This assumption is justified from inspection of LES data which points to a typical root-mean-squared (RMS) error of less than 2 degrees within the spatial domain spanned by the LiDAR beams. Without this assumption, the convergence properties of subsequent wind field estimates are adversely affected.

Further simplification of (2) is possible by redefining the velocities $u$ and $v$ in terms of a stream function $\phi(r, \psi, t)$ that implicitly satisfies the continuity equation (2a). A stream function that achieves this is as follows:

$$u := \frac{1}{r} \frac{\partial \phi}{\partial \psi}, \quad v := -\frac{\partial \phi}{\partial r}$$

(4)

Substituting into the $u$ and $v$-momentum equations yields the following pair of coupled, nonlinear, partial differential equations:

$$\frac{\partial}{\partial t} \left( \frac{\partial \phi}{\partial r} \right) = -\frac{1}{r} \frac{\partial \phi}{\partial \psi} \frac{\partial^2 \phi}{\partial r^2} + \frac{1}{\rho} \frac{\partial \phi}{\partial r} \frac{\partial^2 \phi}{\partial \psi \partial \psi} - \frac{1}{r^2} \frac{\partial \phi}{\partial r} \frac{\partial \phi}{\partial \psi}$$

(5a)

$$\frac{\partial}{\partial t} \left( \frac{\partial \phi}{\partial \psi} \right) = \frac{1}{r^2} \left( \frac{\partial \phi}{\partial \psi} \right)^2 - \frac{1}{r} \frac{\partial \phi}{\partial \psi} \frac{\partial^2 \phi}{\partial r \partial \psi} + \frac{1}{\rho} \frac{\partial \phi}{\partial r} \frac{\partial^2 \phi}{\partial \psi^2} + \left( \frac{\partial \phi}{\partial r} \right)^2$$

(5b)

Owing to their nonlinearity, it is necessary to solve these equations (subject to the directional constraint (3)) in a numeric fashion, and so we proceed to discretize (5) both spatially and temporally.

### 3.2.2. Spatio-temporal discretization.

We begin by defining the states of our system. Referring to (5), a natural choice for the states are $x(r, \psi, t) := \frac{\partial \phi}{\partial r}$ and $x(\psi, r, t) := \frac{\partial \phi}{\partial \psi}$. The stream function equations (5) are first rendered finite-dimensional via spatial discretization in the radial and azimuthal directions. Figure 4 shows the location of the chosen grid points within a conical domain of 30° half angle. The radial discretization consists of $N_r = 12$ grid points that are equally spaced according to the resolution of the LiDAR instrument, in this case by a distance of $\Delta r = 20$ m apart.

In the azimuthal direction, there are $N_\psi = 5$ different ‘beams’ emanating from the origin, spaced apart in 15° increments. In the 30° LiDAR case, measurements are taken from the outer beams, whilst in the 15° half-angle case, measurements are taken on the second and fourth beams, as shown in Figure 4. The spacing between the azimuthal grid points is dependent on $r$, given by $\Delta \psi = r \sin 15^\circ \sin 82.5^\circ \approx 0.26r$. The discretized domain consists of 56 grid points, each characterized by radial and azimuthal indices, $i$ and $j$ respectively, where $i = 1, 2, \ldots, 12$ and $j = 1, 2, \ldots, 5$. Two states are defined at each grid point, $x_{ij}(t)$ and $x_{ij}(t)$ and these are stacked together as $\left[ x_{ij}^r, x_{ij}^\psi \right]^T$ to form the overall state vector of the system $x(t)$, consisting of a total of 112 individual states.

---

*Wind Energ. (2014) © 2014 The Authors. Wind Energy published by John Wiley & Sons Ltd. DOI: 10.1002/we*
All gradient terms in (5) are approximated by a finite difference scheme, chosen for its simplicity of implementation. The partial derivatives with respect to time are discretized using a backwards Euler finite difference scheme, given by

$$\frac{\partial x^r_{i,j,k}}{\partial t} \approx \frac{1}{\Delta t} \left( x^r_{i,j,k} - x^r_{i,j,k-1} \right)$$  \hspace{1cm} (6)

where $\Delta t$ represents the time step and similar expressions are chosen for the $x^\Psi$ states. With respect to the spatial discretization of interior grid points, central finite differences are used, hence:

$$\frac{\partial x^r_{i,j,k}}{\partial r} \approx \frac{1}{2\Delta r} \left( x^r_{i+1,j,k} - x^r_{i,j,k} \right)$$  \hspace{1cm} (7a)

$$\frac{\partial x^r_{i,j,k}}{\partial \psi} \approx \frac{1}{2\Delta \psi} \left( x^r_{i,j+1,k} - x^r_{i,j-1,k} \right)$$  \hspace{1cm} (7b)

At points on the boundary where it is not possible to use central finite differences, either a forward or backwards finite difference scheme is applied, using the appropriate interior point. For example, for the radial partial derivative terms at the grid points furthest from the origin,

$$\frac{\partial x^r_{N_r,i,j,k}}{\partial r} \approx \frac{1}{2\Delta r} \left( 3x^r_{N_r,i,j,k} - 4x^r_{N_r-1,i,j,k} + x^r_{N_r-2,i,j,k} \right)$$  \hspace{1cm} (8)

For $i = 1$ a singularity exists since $r = 0$, hence the two states at the origin are both treated as an average of the states at $i = 2$. The $x^r$ states for which there is no measurement are approximated by a weighted average of neighbouring states in order to improve the coupling of information from adjacent beams where measurements are taken. To achieve this, the projection of the states $\left[ x^r_{i,j,k} \ x^\Psi_{i,j,k} \right]$ from one beam to another are required. As an example, for the point on the centre beam highlighted in Figure 4, the averaging is given by the following expression, in which $\{i,j\} = \{8, 3\}$:

$$x^r_{i,j,k} = \frac{1}{3} \left( x^r_{i,j,k} + x^r_{i-1,j,k} + x^r_{i+1,j,k} + \left( x^r_{i,j-1,k} + x^r_{i,j+1,k} \right) \cos(15^\circ) + \left( x^\Psi_{i,j+1,k} - x^\Psi_{i,j-1,k} \right) r \cos(75^\circ) \right)$$  \hspace{1cm} (9)

Upon spatio-temporal discretization, the discretized wind field, characterized by the state vector $x_k$, therefore evolves according to a set of first-order, nonlinear ordinary-difference equations of the form:

$$x_k = f(x_{k-1})$$  \hspace{1cm} (10a)

In order to complete the description of our system, a model relating the vector of LiDAR measurements $y_k$ to the states is required. This can be expressed by the following linear equation:

$$y_k = Hx_k,$$  \hspace{1cm} (10b)

where $H$ is a matrix containing $1/r$ terms in relation to $x^\Psi$ states, for $i = 3, 4, \ldots, 12$ and $j = 1, 5$, and zeros everywhere else, for the 30° LiDAR half-angle case, and is similar for the 15° case with the exception that $j = 2, 4$. We note at this point that (10b) can be modified to include additive noise to model the effects of imperfect measurements, as will be discussed in more detail in Section 5.4. The system model (10) is now of a standard form to enable the design of a state estimator.

## 4. UNSCENTED KALMAN FILTER

Owing to the nonlinearity of the state equation (10a), an unscented Kalman filter (UKF)\textsuperscript{30} is employed to estimate the states of the system, and hence the wind field. The advantages of the UKF over other nonlinear estimation techniques, such as the extensively used extended Kalman filter, are discussed in.\textsuperscript{31} We briefly summarize the UKF algorithm, and begin by defining the initial state estimate of the system $\hat{x}(0) := \hat{x}_0$. In practice, the initial state of the wind is not known, and so we set the state estimate vector to zero. Associated with this initial state is an initial state error covariance matrix $P_0 := \mathbb{E} \left\{ (x_0 - \hat{x}_0) (x_0 - \hat{x}_0)^T \right\}$, and is set to 0.1 times an identity matrix of length $n$, where $n$ is the state dimension. We also define a square matrix $\tilde{X}_0$ whose columns consist of concatenated state-estimate vectors, i.e.,

$$\tilde{X}_0 := [\hat{x}_0 \cdots \hat{x}_0]$$  \hspace{1cm} (11)
At each sample instant $k \geq 1$, the UKF algorithm proceeds by constructing a matrix $X_{k|k-1}^-$ consisting of so-called sigma points that are essentially a collection of perturbed state vectors:

$$X_{k|k-1}^- := \left[ \hat{x}_{k-1} - \hat{x}_k + \gamma \sqrt{P_k} \hat{X}_k - \gamma \sqrt{P_{k|k-1}} \right]$$ (12a)

where the scalar constant $\gamma$ is defined in the succeeding discussion. Each column of this matrix is propagated according to the nonlinear state equation (10a) to yield an updated sigma point matrix $X_{k|k-1}^-$, from which an updated state vector and covariance matrix can be computed, according to the following expressions:

$$X_{k|k-1}^- = f(X_{k|k-1})$$ (12b)

$$\hat{x}_k^- = \sum_{i=1}^{2n+1} w_i^m X_{i,k|k-1}^-$$ (12c)

$$P_k^- = \sum_{i=1}^{2n+1} w_i^f \left( X_{i,k|k-1}^- - \hat{x}_k^- \right) \left( X_{i,k|k-1}^- - \hat{x}_k^- \right)^T + R_w$$ (12d)

where $\gamma = \alpha^2(n + \kappa) - n$ is a constant in which $\alpha$ changes the spread of the sigma points and $\kappa$ is a scaling factor. In the present study, $\alpha = 1$ and $\kappa = 3 - n$ were found sufficient. The notation $X_{i,k}$ denotes the $i$-th column of matrix $X_{k}$, and $R_w$ is the process-noise covariance, which can be computed from LES data. The wind direction correction step (3) is incorporated into step (12b) shown in the previous discussion. The scalar weights $w_1^m$, $w_1^f$, $w_2^m$ and $w_2^f$ are defined as follows:

$$w_1^m = \frac{\gamma}{n + \gamma}$$ (12e)

$$w_1^f = \frac{\gamma}{n + \gamma} + (1 - \alpha^2 + \beta)$$ (12f)

$$w_i^m = w_i^f = \frac{1}{2(n + \gamma)}, \quad l = 2, \ldots, 2n + 1$$ (12g)

where $\beta$ is used to incorporate any prior knowledge of the states and was set to $\beta = 2$ in the present study. The next step involves augmenting the updated state estimate to include sigma points derived from the matrix square root of the state covariance matrix. Note that this additional step is only necessary when initially considering the zero mean noise case. The sigma points are then mapped according to the measurement equation (10b) to yield estimates $\hat{y}_k$ of the LiDAR measurements. As with the states, the mean and covariance of the measurements are evaluated after mapping. Hence, these steps are given by:

$$X_{k,k|k-1}^- = HX_{k|k-1}^-$$ (12i)

$$\hat{y}_k^- = \sum_{i=1}^{2n+1} w_i^n X_{i,k,k|k-1}^-$$ (12j)

$$P_{y,y}^- = \sum_{i=1}^{2n+1} w_i^f \left( X_{i,k|k-k-1}^- - \hat{y}_k^- \right) \left( X_{i,k|k-1}^- - \hat{y}_k^- \right)^T + R_v$$ (12k)

where $R_v$ is the measurement noise covariance, and $\hat{X}_k$ is the square matrix whose columns consist of concatenated state-estimate vectors, i.e.,

$$\hat{X}_k := \left[ \hat{x}_k^- \cdots \hat{x}_k^- \right]$$ (12l)

where $\hat{x}_k^-$ is computed from (12c). The remaining steps are the Kalman Filter update steps, consisting of:

$$P_{y,y}^- = \sum_{i=1}^{2n+1} w_i^f \left( X_{i,k|k-1} - \hat{x}_k^- \right) \left( X_{i,k|k-1} - \hat{y}_k^- \right)^T$$ (12m)
\[ L_k = P_{xyy}^{-1} P_{zz}^{-1} \]  
\[ \hat{x}_k = \hat{x}_{k-1} + L_k (y_k - \hat{y}_k) \]  
\[ P_k = P_k^{-1} - L_k P_{xyy} L_k^T \]  

From the point of view of real-time application, each iteration of the UKF algorithm (12) is required to execute within a sample period, in this case 1 s, as dictated by the sampling capability of the LiDAR unit. The primary computational bottleneck in (12) is the solution of (12b). However, numerical tests revealed that a single iteration of the algorithm yielded an average run time of 0.0133 seconds*, which comfortably allows for real-time execution.

5. LIDAR WIND FIELD ESTIMATION: RESULTS AND DISCUSSION

5.1. Case 1: various half angles, fixed look direction, neutral atmospheric stability

The first case under study offers a comparison between wind field estimates produced by two different LiDAR configurations that differ with respect to the beam half-angle. The first configuration has a beam half-angle of 15°, whilst the second configuration has a wider half-angle of 30°. The domain of estimation is the same in both cases, namely a conical sector of half-angle 30° and a radius of 220 m. The LiDAR instrument is pointed directly into a neutrally stable wind field with a mean direction of 225°. Two separate UKFs were synthesized for each configuration, with the only difference being the sensor matrix \( H \) in (10b), reflecting the fact that measurements are taken at different locations within the wind field. Both filters were seeded with the same initial state estimate, specifically an initial estimate of zero for each state, corresponding to a quiescent wind field. Such a poor initial estimate was deliberately chosen to emphasize the subsequent convergence of the state estimates upon subsequent iterations of the filter algorithms. A total of 230 s worth of LES data was generated, providing each filter with 230 time samples of the radial component of the wind field along the LiDAR beams. At each sample instant, these measurements of the wind field were supplied to the UKF algorithms in order to generate estimates of the full state vector, which could then be plotted to visualize the wind magnitude and direction. Examples of these plots are displayed in Figure 5 at four separate times \( t = \{0, 1, 10, 30\} \) s. The left-hand plots show the actual wind field, as produced by the LES simulations, at these times, whilst the central and right-hand plots show the corresponding estimated wind fields for the 15° and 30° LiDAR half-angle cases, respectively.

At \( t = 0 \) s (top row), the UKFs initiate from the quiescent initial state estimate, which is clearly erroneous compared to the actual wind field. At \( t = 1 \) s (second row), the filters have received a single time sample of the radial wind field along the LiDAR beams, enabling the initial state estimate to be updated. Immediately, we see a drastic improvement in the state estimates along the LiDAR beams, with the magnitude and direction of the wind starting to closely match the actual wind field at the locations where LiDAR measurements are taken. After just one iteration however, not enough time has elapsed for information from the LiDAR measurements to propagate through to the rest of the spatial domain, and so, the off-beam states remain largely quiescent. This situation does not last long, however, and after just 10 updates of the UKF algorithm, at \( t = 10 \) s, the LiDAR measurements have propagated throughout the domain according to the dynamic wind model employed in the filters. From a qualitative perspective, the estimated wind field in the 15° case is in good agreement with the actual wind field and has detected the presence of a high-speed gust of magnitude approximately 10 m s\(^{-1}\) entering the estimation domain at a bearing of 210° and a low-speed gust of magnitude approximately 6 m s\(^{-1}\) entering from a bearing of 240°. The spatially averaged estimate of the wind direction is also in good agreement. The estimates from the 30° case are somewhat poorer at this point, with the estimated wind field failing to qualitatively match the actual wind field, in terms of magnitude at off-beam locations. This is perhaps to be expected given the greater separation between the LiDAR beams in this case. At \( t = 30 \) s (bottom row), the gusts have advanced from the southwest and are now significantly closer to the origin in the estimation domain. Again, the qualitative picture from the 15° case is in reasonable agreement with respect to the location, magnitude and direction of these gusts, whilst the 30° case is showing signs of improvement.

Quantitatively, it is instructive to compute the spatial RMS error of the estimated magnitudes as a function of time sample, in order to assess the convergence of the filters. This RMS error, as a function of the states, is defined as follows:

\[
\text{RMS error} \ (k) := \sqrt{\frac{1}{N} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \left( \left( \frac{\hat{x}_{i,j,k} - X_{i,j,k}}{r} \right)^2 + \left( \frac{\hat{y}_{i,j,k} - Y_{i,j,k}}{r} \right)^2 \right)^2} \]  

*All computations were performed on a 3.30GHz Quad Core Intel Xeon CPU machine, running MATLAB 2012b using IEEE double precision arithmetic with relative machine precision \( \epsilon = 2.22 \times 10^{-16} \).
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Figure 5. State estimation of an evolving wind field using 15° and 30° half-angle LiDAR beam configurations.
where $N$ is the total number of grid points, and the point at the origin is treated according to earlier remarks in Section 3. This RMS error is plotted in Figure 6, which shows that estimates from the 15° case have largely converged after 10 iterations, and from thereon, the RMS error in the estimates is approximately 0.25 m s$^{-1}$. The estimates in the 30° case take a little longer to converge, and after 20 iterations, the errors settle to within 0.5 m s$^{-1}$. It is also instructive to consider the error in the spatially averaged estimate of the wind direction. Figure 7 displays the spatially averaged wind direction
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**Figure 6.** Semi-log plot of the RMS magnitude error for each LiDAR beam configuration.
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**Figure 7.** Performance of the wind direction estimates under neutral atmospheric stability conditions for different LiDAR half-angle configurations. The left-hand plots show the spatially averaged wind direction estimates in comparison to the spatially averaged wind direction from LES data, whilst the right hand plots show the absolute estimation error.
estimate compared to the actual averaged wind direction from LES data (left-hand plots) for the 15° (top row) and 30° (bottom row) cases. Almost immediately, the mean direction estimates tend towards the actual mean direction with the absolute error typically within 3°, in both cases.

5.2. Case 2: fixed half-angle, various look directions, neutral atmospheric stability

In this second case, we restrict attention to the 15° LiDAR half-angle configuration under conditions of neutral atmospheric stability but now vary the direction of the LiDAR beams with respect to the prevailing wind. In the first case in the previous discussion, the LiDAR instrument was pointed directly into the oncoming wind (from the southwest) but we now point the LiDAR in two different directions on either side of this, firstly towards the south, and secondly towards the west. The intention is to show that regardless of LiDAR misalignment with the oncoming wind, the estimation technique is sufficiently robust to accurately determine the wind magnitude and direction. Again, the UKF is seeded with a zero initial estimate on all states before being iterated over the simulation time horizon. Figure 8 shows the actual (left-hand plots) and estimated (right-hand plots) wind fields for the south-facing (top row) and west-facing (bottom row) cases at time $t = 230$ s when the filter transients have decayed away. Clearly, the estimated wind fields closely match the actual wind fields, both in terms of magnitude and direction. Figure 9 shows the RMS magnitude error. Although the transient behaviour differs,

Figure 8. State estimation of an evolving wind field for LiDAR instruments facing away from the prevailing wind direction.
after 20 iterations, the errors in both cases converge to within approximately $0.25 \text{ m s}^{-1}$, as in the southwest-facing case in the previous discussion. The wind direction errors for both cases are plotted in Figure 10 and again show convergence to within a few degrees. Clearly, after a brief transient period, the UKF begins to produce accurate estimates of the wind magnitude and direction, regardless of initial estimate or wind alignment. At this point we have therefore shown that this approach overcomes the cyclops dilemma.
5.3. Case 3: fixed half-angle, fixed look direction, various atmospheric stabilities

In this case, we employ a 15° LiDAR half-angle configuration pointing into the wind. We extract measurement data from simulations under, firstly, neutral and, secondly, unstable (reference temperature: $\theta_0 = 289$ K) atmospheric stability conditions. We would expect the estimates from the UKF to be insensitive to variations in atmospheric stability,
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**Figure 11.** Semi–log plots of the RMS magnitude error for the neutral and unstable atmospheric stability cases.
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**Figure 12.** Spatially averaged wind direction estimates in comparison to the LES data (left-hand plots), together with the absolute error (right hand plots), for neutral and unstable atmospheric stability conditions.
partly according to the scale analysis arguments of Section 3.2.1, and also owing to the fact that the UKF employs measurement feedback and so we would expect to gain the benefits of feedback in the form of rejection of the effects of such parametric uncertainty upon the state estimates. The RMS magnitude error plot in Figure 11 indeed confirms this to be the case. Once the filter transients have died away after 20 iterations, there is little degradation in the estimates from the filter, regardless of whether it is being supplied measurements from a neutrally stable or unstable flow. Finally, Figure 12 shows the errors in the wind direction estimates. In the unstable case, the absolute wind direction error settles to within 5° of the actual value.

5.4. Case 4: fixed half-angle, fixed look direction, neutral atmospheric stability, various measurement noise

Up to this point the previous cases have each assumed the availability of ‘perfect’ LiDAR measurements in the sense that the assumed LiDAR instrument has provided the precise line-of-sight velocity at exact locations. This is of course not the case in practice. For instance, for continuous-wave LiDAR, the spatial averaging effect of range weighting results in the low-pass filtering of wind speeds, whilst velocity measurement from pulsed LiDAR requires a model of the pulse shape in order to determine a range weighting function, and such models will inevitably contain small errors. All of which and
more, result in LiDAR measurements only being accurate to within a certain tolerance. Therefore, in this final case we explore the performance of the estimation scheme in the presence of imperfect measurements, assuming a 15° LiDAR half-angle configuration pointing into the wind under conditions of neutral atmospheric stability. We model imperfect measurements by modifying the measurement equation (10b) to include a noise vector \( v_k \), as follows:

\[
y_k = Hx_k + v_k
\]

(14)

We consider two cases. Firstly, the case where the elements of \( v_k \) are drawn in random from the range \((-0.1, 0.1) \text{ m s}^{-1}\), and a second case where they are drawn from the range \((-1.0, 1.0) \text{ m s}^{-1}\). The first range is representative of the accuracy of commercially available pulsed LiDAR instruments, whilst the second is used to demonstrate the performance of the estimation technique using a considerably less accurate system. In both cases, knowledge of such imperfect measurements can be included in the measurement noise model of the UKF, specifically by modifying the diagonal elements of the measurement noise covariance matrix \( R_v \) in (12k) to include the variance of \( v_k \). Figure 13 shows the RMS wind magnitude errors in both cases, as well as the absolute wind direction errors. Even in the noisier measurement case, both plots show little degradation compared to the case of perfect measurement (\( v_k = 0 \)), suggesting insensitivity of the UKF to this source of measurement error. This is entirely to be expected given the UKF’s use of feedback to disambiguate the measurement estimate from the corrupted measurements via knowledge of the system dynamics (10) and noise statistics (\( v_k \) in (14)).

Of course, there are many other potential sources of measurement error, such as tilt misalignment of the LiDAR instrument, as well as random loss of data at certain ranges, all of which would require careful consideration for eventual practical adoption of the estimation scheme detailed in this paper. We leave such issues to future studies.

6. CONCLUSIONS

We have shown in this paper that it is possible to compute estimates of the radial and azimuthal components of the wind field using only limited radial velocity measurements along two LiDAR beams. The consequences of this are twofold. Firstly, since the determination of both velocity components is equivalent to estimating the wind magnitude and direction, we have shown that it is possible to overcome the cyclops dilemma using dual-beam LiDAR. Secondly, and perhaps more importantly, we have developed a technique that can pinpoint the strength, location and direction of advancing gusts, with considerable accuracy. Results were presented that showed wind magnitudes and directions being estimated typically to within 0.5 m s\(^{-1}\) and 3 degrees of their respective values generated from high fidelity LES simulations, irrespective of unknown initial conditions. The key to producing such estimates lay firstly in the derivation of a simplified dynamic model of the atmospheric boundary layer that linked the LiDAR samples to the unmeasured velocities within the spatial domain under study, and secondly, the use of a state estimator to exploit the information contained within the temporal history of the LiDAR measurements. From a practical point of view, the use of a simplified model enabled estimates to be computed faster than the sample rate of the LiDAR instrument studied, thus paving the way for use in real-time applications.

The ability to accurately reconstruct an oncoming wind field in an efficient fashion has immediate relevance for a number of applications including improved site assessment and enhanced safety of construction and maintenance operations. Further refinement of this technique might also lead to improved power curve assessment and control to counter yaw misalignment. In terms of potential load reductions, knowledge of oncoming gusts could pave the way for preview action to be built into new or existing pitch control schemes (e.g.\(^\text{32}\)) for enhanced fatigue and extreme load rejection. Such avenues will be explored in future work.
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