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Abstract

We study an infinite horizon optimal stopping Markov problem which is either undiscounted (total reward) or with a general Markovian discount rate. Using ergodic properties of the underlying Markov process, we establish the feasibility of the stopping problem and prove the existence of optimal and $\varepsilon$-optimal stopping times. We show the continuity of the value function and its variational characterisation (in the viscosity sense) under different sets of assumptions satisfied by large classes of diffusion and jump-diffusion processes. In the case of a general discounted problem we relax a classical assumption that the discount rate is uniformly separated from zero.
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1. Introduction

The theory of optimal stopping has recently seen its renaissance due to applications in finance and operations research (e.g., pricing of American options, optimal timing of a sale or valuation of natural resources, see [23] and references therein, or pricing of swing options with applications in energy trading [3]), and statistics (e.g., sequential hypothesis testing, see [22, 26] and references therein). In some applications, such as the valuation of American options, there is a natural bound for stopping times – the maturity date of the option. This results in finite horizon stopping problems. In others, like finding an optimal time to sell a stock/business or valuing natural resources, the horizon is infinite leading to an optimal stopping problem of the following form:

$$w(x) = \sup_{\tau} \lim_{T \to \infty} \mathbb{E} \left[ \int_0^{\tau \wedge T} e^{-\int_0^u r(X_u)du} f(X_s)ds + e^{-\int_0^{\tau \wedge T} r(X_u)du} g(X_{\tau \wedge T}) \right].$$

(1)

Here, the stochastic process $X(t)$ models the underlying randomness in the world, such as the price of a stock, the price of a natural resource (gas, oil, etc.), or factors influencing the interest rate. The running profit/cost is represented by $f$ while the proceeds from the final sale at time $\tau$ or the closure of the production facility are given by $g$. The function $r$ corresponds to an instantaneous interest rate that is used for discounting of future cash-flows. For years, it had seemed sensible to assume that interest rates were uniformly separated from zero. However, recent developments in Japan and in Europe showed that (even nominal) interest rates for government bonds can get arbitrarily close to $0$. 
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The uniform separation of the discount rate from 0 (i.e., $\inf_x r(x) > 0$) is in line with a large strand of literature in infinite-horizon optimal stopping [2, 22, 23, 24]; commonly, the discount rate is a positive constant. This ensures, under appropriate assumptions on the growth of $f$ and $g$, that the value function is finite and allows to approximate the infinite horizon stopping problem with finite horizon ones. An abolition of the discounting or a relaxation of its separation from zero brings in a lot of difficulties. In particular, the integrability in the functional is at risk; in Section 2 we show that this is indeed the case. A solution to this problem is to impose restrictive assumptions on $f$ and $g$. In martingale approaches it is common to assume that $\mathbb{E}^\tau \{ \int_0^\infty e^{-\int_0^u r(X_u)du} f - (X_u) ds \} < \infty$ for every $x$ and that the family $\{ e^{-\int_0^\tau r(X_u)du} g - (X_\tau) : \tau \text{-a stopping time} \}$, is uniformly integrable, see [20, 22] and references therein. Alternatively, one can take $f$ to be non-positive (then the integral term penalises for waiting only) [22, 26].

A general stopping problem without the restrictions on $f$ was studied in [25, 27, 29] for uniformly geometrically ergodic Feller-Markov processes. Such processes converge exponentially fast to their invariant measure and the speed of this convergence is independent of the starting point. Examples are usually constrained to processes on compact state spaces. An attempt to generalise these results was made in [28], where the author assumed that trajectories of the process can be split into excursions with square integrable lengths between two compact sets. In this setting optimality was studied within a narrow class of stopping rules.

The aim of this paper is to analyse the optimal stopping problem (1) for non-uniformly ergodic Feller-Markov processes with minimal assumptions on $f$ and $g$, and a general discount rate $r$ which is only assumed to be non-negative. Specifically, assume that the state of the world is described by a right-continuous time homogeneous Markov process $(X(t))$ defined on a locally compact separable space $E$ endowed with a metric $\rho$ with respect to which every closed ball is compact. The Borel $\sigma$-algebra on $E$ is denoted by $\mathcal{E}$. Let $P_t$ be the semigroup generated by the process $(X_t)$, i.e., $P_t \phi(x) = \mathbb{E}^x \{ \phi(X_t) \}$ for any bounded measurable function $\phi : E \rightarrow \mathbb{R}$. The transition measure is given by $P_t(x, A) = \mathbb{P}^x \{ X_t \in A \}$ for $A \in \mathcal{E}$.

We make the following standing assumptions:

(A1) (Weak Feller property)

\[ P_t C_0 \subseteq C_0, \]

where $C_0$ is the space of continuous bounded functions $E \rightarrow \mathbb{R}$ vanishing in infinity.

(A2) $(X_t)$ is ergodic, i.e., there is a unique probability measure $\mu$ on $\mathcal{E}$ such that for any $x \in E$

\[ \lim_{t \rightarrow \infty} \| P_t(x, \cdot) - \mu(\cdot) \|_{TV} = 0, \]

where $\| \cdot \|_{TV}$ denotes the total variation norm.

(A3) Functions $f, g : E \rightarrow \mathbb{R}$ are continuous and bounded.

Assumption (A1) is commonly imposed and, in fact, necessary, to establish the existence of optimal stopping times for general weak Feller processes (for the necessity see the example at the end of Section 3.1 in [21]). The class of weakly Feller processes (A1) comprises Levy processes [1, Theorem 3.1.9], solutions to stochastic differential equations with continuous bounded coefficients driven by Levy processes (for details see [1, Theorem 6.7.2]) and many diffusions and jump-diffusions with unbounded coefficients encountered in modelling. Notice that a weak Feller process can be assumed to be a standard Markov process, see [8, Theorem 3.14].
The ergodicity assumption (A2) will be used to remove the requirement for the discount rate to be bounded from below by a strictly positive constant. It provides information about the behaviour of the integral part of the functional (1). Indeed, when the function \( f \) is not restricted to either positive or negative values, the integral of \( f \) with respect to the invariant measure \( \mu \) determines the solution of the problem. For an undiscounted problem, i.e., \( r \equiv 0 \), it is optimal never to stop whenever \( \mu(f) > 0 \). On the other hand, the case of \( \mu(f) < 0 \) exhibits a much more interesting behaviour which is studied in detail in this paper.

The continuity in assumption (A3) can be relaxed when the process is strongly Feller, for example, for locally non-degenerate diffusions or jump-diffusions.

To formulate Theorem 1.1 below, we need to introduce two notions: \( \varepsilon \)-optimal stopping times and strong Markov processes. The first notion is related to the approximation of the supremum in the optimal stopping problem (1): a stopping time \( \tau \) is called \( \varepsilon \)-optimal if

\[
\limsup_{T \to \infty} \mathbb{E}^{\pi} \left\{ \int_0^{\tau \wedge T} e^{-\int_0^t r(X_u)du} f(X_s)ds + e^{-\int_0^{\tau \wedge T} r(X_u)du} g(X_{\tau \wedge T}) \right\} \geq w(x) - \varepsilon.
\]

The semigroup of weakly Feller Markov processes, assumption (A1), may not sufficiently smooth out the payoff to guarantee continuity of the value function \( w \) under weaker assumptions. Instead, a stronger notion of strong Feller process can be used. A Markov process \((X_t)\) satisfies the strong Feller property if its semigroup \( P_t \), \( t > 0 \), maps measurable bounded functions into continuous functions. The family of strong Feller processes includes uniformly non-degenerate diffusions, and jump-diffusions with uniformly non-degenerate diffusion term as well as solutions to stochastic differential equations driven by Levy processes with a non-zero Brownian part or with an appropriately high intensity of small jumps (see also Section 6).

The most important of our contributions towards the solution of the stopping problem (1) are distilled in the following theorem:

**THEOREM 1.1.** Assume that \( \mu(f) < 0 \), function \( r \) is non-negative, continuous and bounded, and either

i) there is \( K : E \to (0, \infty) \) bounded on compacts and \( h : [0, \infty) \to \mathbb{R}_+ \) such that

\[
\|P_t(x, \cdot) - \mu(\cdot)\|_{TV} < K(x)h(t),
\]

and \( \int_0^\infty h(t)dt < \infty \),

ii) \( \mathbb{E}^{\pi} \{K(X_T)\} < \infty \) for any \( x \in E \) and \( T \geq 0 \),

iii) the process \((X_t)\) is strongly Feller, or for any compact set \( L \subset E \) there is \( \alpha > 0 \) such that

\[
\sup_{x \in L, T \geq 0} \mathbb{E}^{x} \{K(X_T)^{1+\alpha}\} < \infty,
\]

or

i') for any \( \delta, \varepsilon > 0 \) and a compact set \( K \subset E \) there is \( N > 0 \) and \( p > 0 \) such that for \( n \geq N \) and \( x \in K \) we have

\[
\mathbb{P}^{\pi} \left\{ \frac{1}{\int_0^{n\delta} e^{-\int_0^u r(X_u)du} du} \int_0^{n\delta} e^{-\int_0^u r(X_u)du} (f(X_s) - \mu(f))ds > \varepsilon \right\} \leq e^{-p(n\delta)}.
\]
Then the stopping time \( \tau_\varepsilon = \inf \{ t \geq 0 : g(X_t) \geq w(X_t) - \varepsilon \} \) is \( \varepsilon \)-optimal for any \( \varepsilon > 0 \), the value function \( w \) is continuous and satisfies, in a viscosity sense, the variational inequality

\[
\min (-A w + rw - f, w - g) = 0,
\]

where \( A \) is the infinitesimal generator of \( (X_t) \).

If, additionally, \( R = \lim_{t \to \infty} \int_0^t r(X_s)ds < \infty \) \( \mathbb{P}^\varepsilon \)-a.s. (for example, \( r \equiv 0 \)) then the stopping time \( \tau^* = \inf \{ t \geq 0 : g(X_t) \geq w(X_t) \} \) is optimal for \( w \).

**Remark 1.2.** For a stopping problem with the total reward criterion

\[
w(x) = \sup_{\tau} \limsup_{T \to \infty} \mathbb{E}_x^\tau \left\{ \int_0^{\tau \wedge T} f(X_s)ds + g(X_{\tau \wedge T}) \right\},
\]

Theorem 1.1 takes the following form: Assume that \( \mu(f) < 0 \) and either (i)-(iii) hold, or

i') for any \( \delta, \varepsilon > 0 \) and a compact set \( K \subset E \) there is \( N > 0 \) and \( p > 0 \) such that for \( n \geq N \) and \( x \in K \) we have

\[
\mathbb{P}^\varepsilon \left\{ \frac{1}{n\delta} \int_0^{n\delta} f(X_s)ds - \mu(f) > \varepsilon \right\} \leq e^{-p(n\delta)}.
\]

Then the value function \( w \) is continuous and satisfies, in a viscosity sense, the variational inequality

\[
\min (-A w - f, w - g) = 0.
\]

Moreover, \( \tau^* \) is optimal for \( w \).

Examples of processes satisfying (i)-(iii) are given in Section 6. They include a large class of (non-uniformly) exponentially or sub-exponentially ergodic diffusions (e.g., polynomially ergodic), including an Ornstein-Uhlenbeck process. Assumption (i') is mostly applicable in the undiscounted case \( (r \equiv 0) \) to processes on compact state spaces (for example, for reflected diffusions). It then follows from the weak Feller property (A1).

Theorem 1.1 combines selected results from Sections 2-4. For the undiscounted problem \( (r \equiv 0) \), conditions (i)-(ii) or (i') imply the main assumption (B1) at the beginning of Subsection 2.1 through results in Subsections 2.2 and 2.3. Theorem 2.11 shows that \( \tau^* \) is an optimal stopping time. Continuity of \( w \) is proved in Subsection 2.4. The case with a general discount rate \( r \) is studied in Section 3. \( \varepsilon \)-optimality of \( \tau_\varepsilon \) is demonstrated in Theorem 3.7. Theorem 3.11 shows that \( w \) is continuous. Optimality of \( \tau^* \) follows from Theorem 3.8. Variational characterisation of the value function is established in Section 4.

The structure of the paper is as follows. Section 2 presents results for the undiscounted functional, \( r \equiv 0 \). These results are generalised to an arbitrary discount rate in Section 3. Variational characterisation of the value function is presented in Section 4. In Section 5 we show that when \( \mu(r) > 0 \) and a certain upper bound for the large deviations of the empirical process \( r(X_t) \) holds, then the stopping problem (1) inherits many properties from the problem with a constant positive discount rate, in particular, the value function is finite for an arbitrary function \( f \) (not necessarily satisfying \( \mu(f) < 0 \)).
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2. Undiscounted functional

The study of the stopping problem (1) commences with a special case when the discount rate \( r(x) \) is zero:

\[
\begin{align*}
\lim_{T \to \infty} \sup_{x} \mathbb{E}^{x} \left\{ \int_{0}^{\tau \wedge T} f(X_s)ds + g(X_{\tau \wedge T}) \right\}.
\end{align*}
\]

This particular stopping problem will highlight main differences between a standard discounted functional and the functional with the discount rate that is not uniformly separated from zero. To appreciate the difficulty of the problem notice that by the law of large numbers for ergodic processes (see Lemma 2.1 below) we have

\[
\lim_{t \to \infty} \frac{1}{t} \int_{0}^{t} f(X_s)ds = \mu(f) \quad \text{and} \quad \lim_{t \to \infty} \frac{1}{t} \int_{0}^{t} f^{-}(X_s)ds = \mu(f^{-})
\]

\( \mathbb{P}^{x} \)-a.s. for all \( x \in E \). When both the positive part \( f^{+} \) of \( f \) and the negative part \( f^{-} \) of \( f \) are \( \mu \)-a.s. non-zero then the integral \( \int_{0}^{\infty} f(X_s)ds \) is undefined because it is a difference of two infinities. Ergodicity of the process \( (X_t) \) introduces a delicate trade-off between these integrals ensuring that one infinity “cancels” the other.

**LEMMA 2.1.** Under assumption (A2), for any measurable function \( h : E \to \mathbb{R} \) such that \( \mu(|h|) < \infty \), we have for \( \mu \) almost all \( x \in E \)

\[
\lim_{t \to \infty} \frac{1}{t} \int_{0}^{t} h(X_s)ds \to \mu(h) \quad \text{\( \mathbb{P}^{x} \)-a.s. as} \ t \to \infty,
\]

where \( \mu(h) \) denotes \( \int_{E} h(x)\mu(dx) \).

The proof of the above result follows from the law of large numbers for stationary processes [6, Chapter X, Theorem 2.1]; for details see [19, Theorem 17.1.2].

The solution of the stopping problem (2) is determined by the value \( \mu(f) \). The case \( \mu(f) > 0 \) is trivial: it is optimal not to stop and the value function is infinite:

**LEMMA 2.2.** Assume (A2). If \( \mu(f) > 0 \) then \( w(x) = \infty \) and it is optimal to take \( \tau = \infty \), \( \mathbb{P}^{x} \)-a.s. for all \( x \in E \).

**Proof.** The ergodicity of the process \( (X_t) \) implies that \( \lim_{t \to \infty} P_t f(x) = \mu(f) > 0 \), so for \( \tau = \infty \) we have

\[
\lim_{T \to \infty} \mathbb{E}^{x} \left\{ \int_{0}^{T} f(X_s)ds + g(X_T) \right\} \geq \lim_{T \to \infty} \sup_{T} \mathbb{E}^{T} f(X_T)ds - \|g\|_{\infty} = \infty.
\]

The case \( \mu(f) < 0 \) is the main topic of this paper and results in a much more interesting behaviour. In particular, the value function is often finite. The case of \( \mu(f) = 0 \) is a grey area – a transition point between interesting and trivial results. Our methods do not allow us to provide a thorough study of this case. However, a glimpse at possible results can be caught if one takes \( f = 0 \). Obviously, the value function is finite, but the existence of an optimal stopping time depends on the interplay between the process and the function \( g \) as the following example shows.
EXAMPLE. Let \((X_t)\) be an Ornstein-Uhlenbeck process
\[dX_t = \theta(\mu - X_t)dt + \sigma dW_t.\]
Take \(f \equiv 0\) and \(g(x) = \arctan(x)\). Obviously, \(w(x) \leq \max_x g(x) = \pi\). Take a stopping time \(\tau_\varepsilon = \inf\{t \geq 0 : X_t \geq K(\varepsilon)\}\), where \(K(\varepsilon) = \tan(\pi - \varepsilon)\). This stopping time is \(\varepsilon\)-optimal because \(g(X_{\tau_\varepsilon}) \geq \pi - \varepsilon \geq w(x) - \varepsilon\). This also proves that \(w(x) = \pi\). However, there is no optimal stopping time as the objective function \(g(x)\) grows when \(x\) increases.

2.1. Optimal stopping times
The developments of this subsection are pursued under the following additional assumption:

\((B1)\) For any \(x \in E\), there is \(d(x) < 0\) such that
\[\gamma(x) = \sup_{\tau} \limsup_{T \to \infty} E^x \left\{ \int_0^{\tau \wedge T} (f(X_s) - d(x)) ds \right\} < \infty.\]

Sufficient conditions will be provided in the following subsections.

Although the above assumption does not state explicitly that \(\mu(f) < 0\), this is a necessary condition. If \(\mu(f) \geq 0\) then \(\mu(f) - d(x) > 0\) and by ergodicity
\[\lim_{t \to \infty} E^x \{f(X_t) - d(x)\} = \mu(f) - d(x) > 0,\]
which implies \(\gamma(x) = \infty\).

REMARK 2.3. It is vital for applications to notice that if assumption (B1) is satisfied for a function \(f\), it is also satisfied for any function \(f' \leq f\). This trivial observation greatly extends the applicability of sufficient conditions for (B1) discussed in Subsections 2.2 and 2.3.

Assumption (B1) allows us to restrict the set of stopping times in (2) to those with finite expectation.

LEMMA 2.4. For every integrable \(\varepsilon\)-optimal stopping time \(\sigma\) we have
\[E^x \{\sigma\} \leq \frac{\gamma(x) + 2\|g\| + \varepsilon}{-d(x)}.\]

Proof. Since \(\sigma\) is integrable, we have
\[E^x \left\{ \int_0^\sigma f(X_s) ds + g(X_\sigma) \right\} = E^x \left\{ \int_0^\sigma (f(X_s) - d(x)) ds + d(x)\sigma + g(X_\sigma) \right\} \leq \gamma(x) + \|g\| + d(x)E^x \{\sigma\}.\]

On the other hand,
\[E^x \left\{ \int_0^\sigma f(X_s) ds + g(X_\sigma) \right\} \geq w(x) - \varepsilon \geq -\|g\| - \varepsilon.\]

Combining the above two inequalities,
\[-\|g\| - \varepsilon \leq \gamma(x) + \|g\| + d(x)E^x \{\sigma\},\]
completes the proof.
It follows from (2) that the value function can be defined as a supremum over bounded (hence, integrable) stopping times. The above lemma proves that the optimisation can be restricted to those stopping times whose expectation is bounded by
\[ M(x) = \gamma(x) + 2\|g\| + \frac{1}{-d(x)}. \] (3)
Hence, the value function \( w(x) \) is bounded from above by \( \|f\| M(x) + \|g\| \).

**Remark 2.5.** By the dominated convergence theorem and quasi left-continuity of \((X_t)\) (see [8, Theorem 3.13]) whenever \( \mathbb{E}^x\{\tau\} < \infty \) we have
\[
\limsup_{T \to \infty} \mathbb{E}^x \left\{ \int_0^{\tau \wedge T} f(X_s)ds + g(X_{\tau \wedge T}) \right\} = \mathbb{E}^x \left\{ \int_0^\tau f(X_s)ds + g(X_\tau) \right\}. \]
\[ \square \]

**Lemma 2.6.** The value function \( w \) is lower semi-continuous.

**Proof.** Let
\[ w_T(x) = \sup_{\tau \leq T} \mathbb{E}^x \left\{ \int_0^\tau f(X_s)ds + g(X_\tau) \right\}. \] (4)
Due to the continuity and boundedness of functions \( f \) and \( g \) as well as the weak Feller property of the underlying process \((X_t)\), the value function \( w_T \) is continuous, see [21, Corollary 3.6]. Functions \( w_T \) converge pointwise to \( w \) and they form an increasing sequence. Hence, \( w \) is lower semicontinuous. \( \square \)

The construction of an optimal stopping time requires a few intermediate steps achieved in lemmas below.

**Lemma 2.7.** For every \( x \in E \), there exists an non-decreasing sequence \( \sigma_m \) of bounded \( \frac{1}{m} \)-optimal stopping times for \( w(x) \).

**Proof.** The stopping problem \( w(x) \) can be equivalently written as a supremum over bounded stopping times. Hence, \( w_T(x) \) defined in (4) approximate \( w(x) \) from below. By [21, Corollary 3.6], these stopping problems admit optimal solutions of the form
\[ \tau_T = \inf \{ t \in [0,T] : g(X_t) \geq w_{T-t}(X_t) \}. \]
As \( w_T \) are non-decreasing in \( T \), it is easy to see that \( \tau_T \) are non-decreasing in \( T \) as well. By setting \( T'(m) = \inf \{ T \geq 0 : w(x) - w_T(x) \leq \frac{1}{m} \} \), we can set \( \sigma_m = \tau_{T'(m)} \). \( \square \)

In what follows we shall denote by \( (\sigma_m) \) the sequence of stopping times from the above lemma.

**Lemma 2.8.** The process \( Z_t := \int_0^t f(X_s)ds + w(X_t) \) is a right-continuous \( \mathbb{P}^x \)-supermartingale for any \( x \in E \). Moreover, for a bounded stopping time \( \sigma \) and an arbitrary stopping time \( \tau \)
\[
\mathbb{E}^x \left\{ \int_0^\sigma f(X_s)ds + g(X_\sigma) \right\} \leq \mathbb{E}^x \left\{ \int_0^{\sigma \wedge \tau} f(X_s)ds + 1_{\{\sigma < \tau\}} g(X_\sigma) + 1_{\{\sigma \geq \tau\}} w(X_\tau) \right\}. \] (5)
Proof. Define $Z^T_t = \int_0^t f(X_s) ds + w_{T-t}(X_t)$, $t \in [0, T]$. This process is a Snell envelope of the process $t \mapsto \int_0^t f(X_s) ds + g(X_t)$, so, in particular, it is a right-continuous supermartingale [22, Theorem 2.4]. These supermartingales are increasing in $T$ as so is $w_{T-t}$. Notice that $Z_t = \sup_{T \geq t} Z^T_t \mathbb{P}^x$-a.s. Theorem T16 in [18] and the remark following it imply that $(Z_t)$ is a right-continuous supermartingale.

Since $\sigma$ is a bounded stopping time, the optional sampling theorem yields $\mathbb{E}^x \{ Z_\sigma | F_{\tau \wedge \sigma} \} \leq Z_{\tau \wedge \sigma}$.

This reads

$$\int_0^{\tau \wedge \sigma} f(X_s) ds + w(X_{\tau \wedge \sigma}) \geq \mathbb{E}^x \left\{ \int_0^\sigma f(X_s) ds + w(X_\sigma) \mid F_{\tau \wedge \sigma} \right\}.$$

Hence,

$$\int_0^{\tau \wedge \sigma} f(X_s) ds + 1_{\{\sigma \geq \tau\}} w(X_{\tau \wedge \sigma}) \geq \mathbb{E}^x \left\{ \int_0^\sigma f(X_s) ds + 1_{\{\sigma \geq \tau\}} w(X_\sigma) \mid F_{\tau \wedge \sigma} \right\} \geq \mathbb{E}^x \left\{ \int_0^\sigma f(X_s) ds + 1_{\{\sigma \geq \tau\}} g(X_\sigma) \mid F_{\tau \wedge \sigma} \right\}.$$

Adding $1_{\{\sigma < \tau\}} g(X_\sigma)$ to both sides completes the proof.

Due to the lower semi-continuity of $w$ and the continuity of $g$, the random variable

$$\tau_\varepsilon = \inf\{t \geq 0 : g(X_t) \geq w(X_t) - \varepsilon\}$$

is a stopping time and $g(X_{\tau_\varepsilon}) \geq w(X_{\tau_\varepsilon}) - \varepsilon$ on $\{\tau_\varepsilon < \infty\}$.

**Lemma 2.9.** For any $x \in E$, we have $\mathbb{P}^x \{ \sigma_m < \tau_\varepsilon \} \leq \frac{1}{m \varepsilon}$.

Proof. Apply (5) to $\sigma_m$ and $\tau_\varepsilon$

$$w(x) - \frac{1}{m} \leq \mathbb{E}^x \left\{ \int_0^{\sigma_m} f(X_s) ds + g(X_\sigma) \right\} \leq \mathbb{E}^x \left\{ \int_0^{\sigma_m \land \tau_\varepsilon} f(X_s) ds + 1_{\{\sigma_m < \tau_\varepsilon\}} g(X_{\sigma_m}) + 1_{\{\sigma_m \geq \tau_\varepsilon\}} w(X_{\tau_\varepsilon}) \right\} \leq \mathbb{E}^x \left\{ \int_0^{\sigma_m \land \tau_\varepsilon} f(X_s) ds + 1_{\{\sigma_m < \tau_\varepsilon\}} \left( w(X_{\sigma_m}) - \varepsilon \right) + 1_{\{\sigma_m \geq \tau_\varepsilon\}} w(X_{\tau_\varepsilon}) \right\} \leq \mathbb{E}^x \left\{ \int_0^{\sigma_m \land \tau_\varepsilon} f(X_s) ds + w(X_{\sigma_m \land \tau_\varepsilon}) \right\} - \varepsilon \mathbb{P}^x \{ \sigma_m < \tau_\varepsilon \},$$

where the third inequality follows from the observation that $g(X_{\sigma_m}) < w(X_{\sigma_m}) - \varepsilon$ on $\{\sigma_m < \tau_\varepsilon\}$ and the last inequality is the result of (5) applied for $\tau \equiv 0$ and $\sigma = \sigma_m \land \tau_\varepsilon$.

**Lemma 2.10.** Let $(X_n)$ be a sequence of positive random variables with $\mathbb{E} X_n \leq 1$. If $Y$ is a positive random variable (with a possibly infinite expectation) and $\lim_{n \to \infty} \mathbb{P}\{Y > X_n\} = 0$ then $\mathbb{E} Y \leq 1$.

Proof. Assume first that $Y \leq K$ a.s. for some constant $K > 0$. Then

$$\mathbb{E} \{ Y \} = \mathbb{E} \{ 1_{\{Y \leq X_n\}} Y \} + \mathbb{E} \{ 1_{\{Y > X_n\}} Y \} \leq \mathbb{E} \{ 1_{\{Y \leq X_n\}} X_n \} + \mathbb{E} \{ 1_{\{Y > X_n\}} Y \} \leq \mathbb{E} \{ X_n \} + K \mathbb{P} \{ Y > X_n \} \leq 1 + K \mathbb{P} \{ Y > X_n \}.$$
and the last term tends to 0 as \( n \to \infty \). Take now an arbitrary \( Y \) satisfying assumptions of the lemma. For each \( K > 0 \), we have \( \lim_{n \to \infty} P\{Y \land K > X_n\} = 0 \). Previous considerations imply \( E\{Y \land K\} \leq 1 \). By monotone convergence, \( E\{Y\} = \lim_{K \to \infty} E\{Y \land K\} \leq 1 \).

**THEOREM 2.11.** Under assumptions (A1)-(A3) and (B1) an optimal stopping time is given by

\[
\tau^* = \inf\{t \geq 0 : g(x) \geq w(x)\}.
\]

Moreover, \( E^x\{\tau^*\} \leq M(x) \), where \( M(x) \) is defined in (3).

**Proof.** By Lemma 2.4, for every \( m \) the stopping time \( \sigma_m \) has a bounded expectation: \( E^x\{\sigma_m\} \leq M(x) \), where \( M(x) \) is defined in (3). This bound does not depend on \( m \). Combining this with conclusions of Lemma 2.9 and Lemma 2.10 (with \( Y = \tau_\varepsilon/M(x) \) and \( X_n = \sigma_n/M(x) \)) yields that \( E^x\{\tau_\varepsilon\} \leq M(x) \).

Apply (5) to \( \sigma_m \) and \( \tau_\varepsilon \) and notice that \( w(X_{\tau_\varepsilon}) - \varepsilon \leq g(X_{\tau_\varepsilon}) \) due to the continuity of \( g \), lower semicontinuity of \( w \) and right-continuity of the process \( (X_t) \):

\[
w(x) - \frac{1}{m} \leq E^x\left\{ \int_0^{\sigma_m} f(X_s) ds + g(X_{\sigma_m}) \right\} \leq E^x\left\{ \int_0^{\sigma_m \land \tau_\varepsilon} f(X_s) ds + 1_{\{\sigma_m < \tau_\varepsilon\}} g(X_{\sigma_m}) + 1_{\{\sigma_m \geq \tau_\varepsilon\}} w(X_{\tau_\varepsilon}) \right\} \leq E^x\left\{ \int_0^{\sigma_m \land \tau_\varepsilon} f(X_s) ds + 1_{\{\sigma_m < \tau_\varepsilon\}} g(X_{\sigma_m}) + 1_{\{\sigma_m \geq \tau_\varepsilon\}} (g(X_{\tau_\varepsilon}) + \varepsilon) \right\}.
\]

When \( m \to \infty \), the dominated convergence theorem implies

\[
w(x) \leq E^x\left\{ \int_0^{\tau_\varepsilon} f(X_s) ds + g(X_{\tau_\varepsilon}) + \varepsilon \right\},
\]

so \( \tau_\varepsilon \) is \( \varepsilon \)-optimal. Put \( \tau_0 = \lim_{\varepsilon \to 0} \tau_\varepsilon \). Since this is an increasing sequence of random variables with the expectation bounded by \( M(x) \) then \( \tau_0 \) is well defined and \( E^x\{\tau_0\} \leq M(x) \). For \( \eta > 0 \) and any \( 0 < \varepsilon \leq \eta \) we have \( g(X_{\tau_\varepsilon}) \geq w(X_{\tau_\varepsilon}) - \eta \) by the quasi left-continuity of \( (X_t) \) and lower semicontinuity of \( w \), taking the limit \( \varepsilon \to 0 \) and then \( \eta \to 0 \) yields

\[
g(X_{\tau_0}) \geq w(X_{\tau_0}).
\]

So \( \tau_0 \geq \tau^* \). This means that \( \tau^* \) is finite and \( E^x\{\tau^*\} \leq M(x) \). Its optimality follows in the same way as \( \varepsilon \)-optimality of \( \tau_\varepsilon \).

The stopping time \( \tau^* \) can be characterised as a limit of optimal stopping times for problems with a finite stopping horizon when the horizon increases to infinity.

**LEMMA 2.12.** We have \( \tau^* = \lim_{T \to \infty} \tau_T \), where \( \tau_T \) is an optimal stopping time for the problem (4).

**Proof.** Recall that \( \tau_T = \inf\{t \geq 0 : g(X_t) \geq w_{T-t}(X_t)\} \). The sequence \( (\tau_T)_{T \geq 0} \) of random variables is increasing and each element has its expectation bounded by \( M(x) \). Hence, \( \tau_\infty = \lim_{T \to \infty} \tau_T \) exists. Since \( \tau_\infty \leq \tau^* \), we conclude that \( \tau_\infty \leq \tau^* \). We also know that \( g(X_{\tau_T}) = w_{T-\tau_T}(X_{\tau_T}) \), so \( \lim_{T \to \infty} g(X_{\tau_T}) = \lim_{T \to \infty} w_{T-\tau_T}(X_{\tau_T}) \). By the quasi left-continuity of \( (X_t) \) we have \( \lim_{T \to \infty} g(X_{\tau_T}) = g(X_{\tau_\infty}) \). For each \( \omega \in \Omega \), any \( T > \tau^*(\omega) \) and \( 0 < d < T - \tau_T(\omega) \) we have \( w_{T-\tau_T}(X_{\tau_T}) \geq w_d(X_{\tau_T}) \) (dependence on \( \omega \) is omitted here for clarity of notation). Hence, for each positive \( d \) we have \( \lim_{T \to \infty} w_{T-\tau_T}(X_{\tau_T}) \geq w_d(X_{\tau_\infty}) \) \( \mathbb{P}^x \)-a.s. and letting \( d \to \infty \) we obtain \( \lim \inf_{T \to \infty} w_{T-\tau_T}(X_{\tau_T}) \geq w(X_{\tau_\infty}) \). Finally, \( g(X_{\tau_\infty}) \geq w(X_{\tau_\infty}) \), \( \mathbb{P}^x \)-a.s., so \( \tau_\infty \geq \tau^* \).
Summarising, under the assumptions of this section we showed that the value function $w(x)$ is lower semi-continuous and the stopping time $\tau^*$, the first time the process enters the closed set $\{x \in E : g(x) \geq w(x)\}$, has a finite expectation and is optimal.

2.2. Zero-potential bounded from below

This and the following subsection provide sufficient conditions for (B1). Here, they are first expressed in terms of a zero-potential $q(x) = \limsup_{T \to \infty} E^x \left\{ \int_0^T (f(X_s) - \mu(f)) ds \right\}$.

They are later derived from certain conditions related to the speed of convergence of transition probabilities of the process $(X_t)$ to the invariant measure $\mu$.

(C1) $q(x)$ is continuous and bounded from below

(C2) for any bounded stopping time $\sigma$

$$q(x) = E^x \left\{ \int_0^\sigma (f(X_s) - \mu(f)) ds + q(X_\sigma) \right\}.$$

(C3) $\mu(f) < 0$

REMARK 2.13. Assumption (C2) is equivalent to requesting that the process $Z_t = \int_0^t (f(X_s) - \mu(f)) ds + q(X_t)$ is a martingale.

REMARK 2.14. Under assumption (C2), for any bounded stopping time $\tau$

$$E^x \left\{ \int_0^\tau f(X_s) ds + g(X_\tau) \right\} = q(x) + E^x \{ \mu(f) \tau + (g - q)(X_\tau) \}.$$

The optimal stopping problem (2) can be equivalently written as

$$\hat{w}(x) := w(x) - q(x) = \sup_{\tau} \limsup_{T \to \infty} E^x \{ \mu(f) (\tau \wedge T) + (g - q)(X_{\tau \wedge T}) \}. \quad (6)$$

This transforms the problem with a possibly unbounded integral term into a problem with an unbounded terminal reward and a strictly negative running cost.

REMARK 2.15. The limit $\limsup_{T \to \infty}$ can be omitted in the definition of $\hat{w}$ and $w$ and the set of stopping times can be restricted to those with a finite expectation. Indeed, if $E^x \{ \tau \} = \infty$, then

$$\limsup_{T \to \infty} E^x \{ \mu(f) (\tau \wedge T) + (g - q)(X_{\tau \wedge T}) \} \leq \mu(f) \lim_{T \to \infty} E^x \{ \tau \wedge T \} + \Gamma = -\infty,$$

where $\Gamma = \sup_x (g - q)(x) < \infty$ by assumption (C1).

The following lemma shows that the assumptions introduced at the beginning of this subsection are sufficient for (B1).

LEMMA 2.16. Under (C1)-(C3), assumption (B1) is satisfied with any $d(x) \in (\mu(f), 0)$. Moreover, $\gamma(x) \leq q(x) - A$, where $A = \inf_y q(y)$.
Proof. Take any stopping time \( \tau \) and \( T > 0 \). Then

\[
\mathbb{E}^x \left\{ \int_0^{\tau \land T} (f(X_s) - d(x)) \, ds \right\} = \mathbb{E}^x \left\{ \int_0^{\tau \land T} (f(X_s) - \mu(f)) \, ds + (\mu(f) - d(x))(\tau \land T) \right\} 
\leq \mathbb{E}^x \left\{ \int_0^{\tau \land T} (f(X_s) - \mu(f)) \, ds \right\} = q(x) - \mathbb{E}^x \{ q(X_{\tau \land T}) \} \leq q(x) - A,
\]

where \( A \) is a lower bound for \( q \) and in the first inequality we used \( \mu(f) - d(x) < 0 \). From the arbitrariness of \( \tau \) and \( T \) we conclude that \( \gamma(x) \leq q(x) - A < \infty \).

The existence and continuity of the zero-potential is ensured by (D1) below, while the integrability required in (C2) follows from (D2).

(D1) there is \( K : E \to (0, \infty) \) bounded on compacts and \( h : [0, \infty) \to \mathbb{R}_+ \) such that

\[
\|P_t(x, \cdot) - \mu(\cdot)\|_{TV} < K(x)h(t),
\]

and \( \int_0^\infty h(t) \, dt < \infty \),

(D2) (integrability) \( \mathbb{E}^x \{ K(X_T) \} < \infty \) for any \( x \in E \) and \( T \geq 0 \).

REMARK 2.17. Ergodicity assumption (D1) is commonly studied in the theory of stochastic processes (see, e.g., references in Section 6):

1. (geometric ergodicity) there are functions \( K, \lambda : E \to (0, \infty) \) bounded on compacts such that

\[
\|P_t(x, \cdot) - \mu(\cdot)\|_{TV} < K(x)e^{-\lambda(x)t},
\]

2. (polynomial ergodicity) there is a function \( K : E \to (0, \infty) \) bounded on compacts and a constant \( p > 1 \) such that

\[
\|P_t(x, \cdot) - \mu(\cdot)\|_{TV} < \frac{K(x)}{(1 + t)^p}.
\]

\[\triangleright\]

LEMMA 2.18. Assume (D1) and (D2). Then the zero-potential \( q \) is finite-valued and continuous, and assumption (C2) is satisfied.

Proof. Define

\[
\bar{q}(x) = \left\{ \int_0^\infty \|P_s f(x) - \mu(f)\| \, ds \right\}.
\]

This function is finite-valued by assumption (D1). This means that \( q(x) \) is finite valued and continuous by the weak Feller property (and dominated convergence theorem). By (D2), for any \( T > 0 \) and \( x \in E \), the random variable \( \bar{q}(X_T) \) is \( \mathbb{P}^x \)-integrable.

Denote \( \hat{f}(x) = f(x) - \mu(f) \). For \( \alpha > 0 \) and \( T > 0 \), due to the boundedness of \( \hat{f} \) and Markov property of \( (X_t) \) we have

\[
\mathbb{E}^x \left\{ \int_0^T e^{-\alpha s} \hat{f}(X_s) \, ds \right\} = q_\alpha(x) - e^{-\alpha T} \mathbb{E}^x \{ q_\alpha(X_T) \},
\]

where \( q_\alpha(x) = \int_0^\infty \|P_s f(x) - \mu(f)\| \, ds \).
where
\[ q_\alpha(x) = \mathbb{E}^x \left\{ \int_0^\infty e^{-\alpha s} \hat{f}(X_s) ds \right\}. \]

Clearly, \(|q_\alpha(x)| \leq \tilde{q}(x)|\), so \(|q_\alpha(X_T)|\) is dominated by \(\tilde{q}(X_T)\). The integrability of the latter and the dominated convergence theorem yield that when \(\alpha \to 0\) the equation (7) converges to
\[ \mathbb{E}^x \left\{ \int_0^T \hat{f}(X_s) ds \right\} = q(x) - \mathbb{E}^x \{ q(X_T) \}. \]

Take now a stopping time \(\sigma\) bounded by \(T\). Then
\[
|q_\alpha(X_\sigma)| = \left| \mathbb{E}^x \left\{ \int_\sigma^T e^{-\alpha(s-\sigma)} \hat{f}(X_s) ds \mid \mathcal{F}_\sigma \right\} \right|
\leq \left| \mathbb{E}^x \left\{ \int_\sigma^T e^{-\alpha(s-\sigma)} \hat{f}(X_s) ds \mid \mathcal{F}_\sigma \right\} \right| + \left| e^{-\alpha(T-\sigma)} \mathbb{E}^x \left\{ \int_T^\infty e^{-\alpha(s-T)} \hat{f}(X_s) ds \mid \mathcal{F}_\sigma \right\} \right|
\leq T\|\hat{f}\| + \left| e^{-\alpha(T-\sigma)} \mathbb{E}^x \left\{ q_\alpha(X_T) \mid \mathcal{F}_\sigma \right\} \right|
\leq T\|\hat{f}\| + \left| e^{-\alpha(T-\sigma)} \mathbb{E}^x \left\{ q_\alpha(X_T) \mid \mathcal{F}_\sigma \right\} \right|
= T\|\hat{f}\| + e^{-\alpha(T-\sigma)} \mathbb{E}^x \left\{ q(x) \mid \mathcal{F}_\sigma \right\}.
\]
which gives a bound for \(|q_\alpha(X_\sigma)|\) independent of \(\alpha\). Strong Markov property gives
\[ \mathbb{E}^x \left\{ \int_0^\sigma e^{-\alpha s} \hat{f}(X_s) ds \right\} = q_\alpha(x) - \mathbb{E}^x \left\{ e^{-\alpha \sigma} q_\alpha(X_\sigma) \right\}. \] (8)

Using the bound obtained above, we can take the limit \(\alpha \to 0\) on both sides and conclude the proof. 

To ensure that \(q\) is bounded from below, we have to assume something about the function \(f\). Knowing that under ergodicity, the process spends most of the time in a ball with an appropriately big radius, we want to allow for flexibility of the function \(f\) there. However, to give us control of the integral the effect of \(f\) should be under control outside of the ball. The following lemma shows that it is sufficient to assume that \(f \geq \mu(f)\) outside of a compact set.

**Lemma 2.19.** Assume (D1)-(D2). If \(\mu(f) < 0\) and the set \(L = \{ x \in E : f(x) \leq \mu(f) \}\) is compact, then \(q\) is bounded from below.

**Proof.** Let \(B\) be a closed ball such that \(\mu(B) > 0\). It is easy to see (for example, by the law of large numbers for ergodic processes) that \(\tau_B < \infty\) \(\mathbb{P}^x\)-a.s. for any \(x \in E\), where \(\tau_B = \inf\{ t \geq 0 : X_t \in B \}\). Let \(\hat{B}\) be the smallest closed ball containing \(B\) and \(L\). Then \(\tau_{\hat{B}} < \infty\) \(\mathbb{P}^x\)-a.s. for \(x \in E\). We have \(f(x) - \mu(f) > 0\) for \(x \in \hat{B}^c\). For any \(T > 0\), equation (8) reads
\[
q_\alpha(x) = \mathbb{E}^x \left\{ \int_0^{\tau_{\hat{B}} \wedge T} e^{-\alpha s} \hat{f}(X_s) ds \right\} + \mathbb{E}^x \{ e^{-\alpha(\tau_{\hat{B}} \wedge T)} q_\alpha(X_{\tau_{\hat{B}} \wedge T}) \}
\geq \mathbb{E}^x \{ e^{-\alpha(\tau_{\hat{B}} \wedge T)} q_\alpha(X_{\tau_{\hat{B}} \wedge T}) \}.
\]

By the dominated convergence theorem and finiteness of \(\tau_{\hat{B}}\), we obtain
\[ q_\alpha(x) \geq \mathbb{E}^x \{ e^{-\alpha \tau_{\hat{B}}} q_\alpha(X_{\tau_{\hat{B}}}) \}. \] (9)
Considerations in the proof of Lemma 2.18 imply that \( q_\alpha(x) \) converges to \( q(x) \) when \( \alpha \downarrow 0 \), but they do not apply to the right-hand side of the above inequality since \( \tau_B \) does not have to be bounded. However, \( X_{\tau_B} \in \tilde{B} \) by the right-continuity of \((X_t)\), so it is sufficient to prove uniform convergence of \( q_\alpha \) to \( q \) on compact sets. We have the following estimate:

\[
|q(x) - q_\alpha(x)| \leq \int_0^\infty (1 - e^{-\alpha s})|E^x(f(X_s) - \mu(f))| ds \\
\leq \int_0^\infty (1 - e^{-\alpha s})\|f\|\|P_t(x, \cdot) - \mu(\cdot)\|_{TV} ds \\
\leq \|f\|K(x)\int_0^\infty (1 - e^{-\alpha s})h(s) ds.
\]

By the dominated convergence theorem, this proves uniform convergence of \( q_\alpha \) to \( q \) as \( \alpha \downarrow 0 \) on compact sets since \( K \) is bounded on compacts. Again, by the dominated convergence theorem, (9) yields

\[
q(x) \geq \mathbb{E}^x\{q(X_{\tau_B})\}.
\]

The function \( q \) is continuous hence bounded on \( \tilde{B} \), so \( q(x) \geq \inf_{y \in \tilde{B}} q(y) > -\infty. \)

**Remark 2.20.** It is easy to see that the set \( L \) from the above lemma is compact when \( f \in C_0 \). This compactness property is also true for any continuous function \( f \) with \( \mu(f) < 0 \) and bounded from below by a \( C_0 \) function \( \phi \). Indeed, \( L \subset \{ x \in E : \phi(x) \leq \mu(f) \} = L_\phi \) and the set \( L_\phi \) is compact since \( \mu(f) < 0 \). Examples include functions \( f \) that are positive outside of a sufficiently large ball but with negative values in a set of a large \( \mu \)-measure.

It is not clear yet that \( q \) can be unbounded from above and bounded from below. The lemma below shows that this is natural for a large class of processes.

**Lemma 2.21.** Assume (D1)-(D2). If \( \mu(f) < 0 \) and there is \( \delta > 0 \) such that the set \( L_\delta = \{ x \in E : f(x) \leq \mu(f) + \delta \} \) is compact, then \( \lim_{\|x\| \to \infty} q(x) = \infty \) if and only if \( \lim_{\|x\| \to \infty} \mathbb{E}^x\{\tau_{B_N}\} = \infty \) for all \( n \), where \( B_n = \{ x \in E : \|x\| \leq n \} \).

**Proof.** Assume \( \lim_{\|x\| \to \infty} \mathbb{E}^x\{\tau_{B_N}\} = \infty \) for all \( n \). Let \( N \) be such that \( L_\delta \subset B_N \). As in the proof of Lemma 2.19, for any \( \alpha > 0 \)

\[
q_\alpha(x) = \mathbb{E}^x\left\{ \int_0^{\tau_{B_N}} e^{-\alpha s}(f(X_s) - \mu(f)) ds \right\} + \mathbb{E}^x\{e^{-\alpha \tau_{B_N}} q_\alpha(X_{\tau_{B_N}})\} \\
> \delta \mathbb{E}^x\left\{ \int_0^{\tau_{B_N}} e^{-\alpha s} ds \right\} + \mathbb{E}^x\{e^{-\alpha \tau_{B_N}} q_\alpha(X_{\tau_{B_N}})\}.
\]

By the monotone convergence theorem \( \lim_{\alpha \downarrow 0} \mathbb{E}^x\{\int_0^{\tau_{B_N}} e^{-\alpha s} ds\} = \mathbb{E}^x\{\tau_{B_N}\} \). In the proof of Lemma 2.19 we have shown that \( q_\alpha \) converges to \( q \) uniformly on compact sets. Hence,

\[
q(x) \geq \delta \mathbb{E}^x\{\tau_{B_N}\} + \inf_{y \in B_N} q(y)
\]

and the proof is complete.

Assume now that \( \lim_{\|x\| \to \infty} q(x) = \infty \) and take any \( N > 0 \). Then for \( x \notin B_N \)

\[
q_\alpha(x) \leq 2\|f\|\mathbb{E}^x\left\{ \int_0^{\tau_{B_N}} e^{-\alpha s} ds \right\} + \mathbb{E}^x\{e^{-\alpha \tau_{B_N}} q_\alpha(X_{\tau_{B_N}})\}.
\]
which, when $\alpha \downarrow 0$, yields

$$q(x) \leq 2\|f\| \mathbb{E}^x\{\tau_{B_N}\} + \sup_{y \in B_N} q(y).$$

Hence, $\lim_{\|x\| \to \infty} \mathbb{E}^x\{\tau_{B_N}\} = \infty$. \hfill \square

Notice that the compactness of $L_\delta$ is not required in the proof of the left implication.

The above lemma suggests another criterion for the boundedness of $q$ from below. The proof is omitted.

**Lemma 2.22.** If $q$ is continuous and $q(x) \to \infty$ when $\|x\| \to \infty$, then $q$ is bounded from below.

### 2.3. Large deviations type condition

The second criterion for (B1) is provided by an upper bound for large deviations of the empirical process:

(L) For any $\delta, \varepsilon > 0$ and a compact set $K \subset E$ there is $N > 0$ and $p > 0$ such that for $n \geq N$ and $x \in K$ we have

$$\mathbb{P}^x\left\{ \frac{1}{n\delta} \int_0^{n\delta} f(X_s)ds - \mu(f) \geq \varepsilon \right\} \leq e^{-p(n\delta)}.$$

There are two important classes of Markov processes that satisfy assumption (L):

- weakly Feller processes over a compact state space with a unique invariant measure (see [7, Theorem 3] and also [4, 5]),
- weakly Feller processes on a locally compact separable metric space with a unique invariant measure for which there exists a Lyapunov function, i.e., a function $u \geq 1$ such that for each positive $m$ the set $\{x \in E : \frac{u(x)}{\mathbb{T}_x u(x)} \leq m\}$ is compact (for details see [7, Theorem 3] and Lemmas 4.1, 4.3 and Theorem 4.4 of [5] and also [4] and [15]).

Note that the first of the above condition means that if the state space $E$ is compact then our standing assumptions (A1) and (A2) are sufficient for (L) to hold.

**Lemma 2.23.** Assume (L). For any $\varepsilon > 0$ and a compact set $K \subset E$ there is $S > 0$, $C > 0$ and $\rho > 0$ such that for $t \geq S$ and $x \in K$ we have

$$\mathbb{P}^x\left\{ \sup_{s \geq t} \left| \frac{1}{s} \int_0^s f(X_u)du - \mu(f) \right| > \varepsilon \right\} \leq Ce^{-\rho t}.$$

**Proof.** Fix a compact set $K \subset E$ and put $\delta = \varepsilon/(2\|f - \mu(f)\|)$. Take $N$ and $p$ from (assumption (L)) such that for $n \geq N$ and $x \in K$ we have

$$\mathbb{P}^x\left\{ \left| \frac{1}{n\delta} \int_0^{n\delta} f(X_s)ds - \mu(f) \right| > \varepsilon/2 \right\} \leq e^{-p(n\delta)}.$$

The boundedness of $f$ and the choice of $\delta$ imply that for $n \geq N$

$$\left\{ \sup_{s \geq n\delta} \left| \frac{1}{s} \int_0^s f(X_u)du - \mu(f) \right| > \varepsilon \right\} \subset \left\{ \sup_{i \in \mathbb{N}} \left| \frac{1}{(n+i)\delta} \int_0^{(n+i)\delta} f(X_u)du - \mu(f) \right| > \varepsilon/2 \right\},$$
where $\mathbb{N}$ denotes the set of non-negative integers. The probability of the event on the right-hand side is bounded from above by

$$\sum_{i=0}^{\infty} \mathbb{P}^{x}\left\{ \frac{1}{(n+i)\delta} \int_{0}^{(n+i)\delta} f(X_s)ds - \mu(f) \right\} \geq \varepsilon/2 \right\} \leq \sum_{i=0}^{\infty} e^{-p(n+i)\delta} = e^{-p(n\delta)} \frac{1}{1-e^{-p\delta}}.$$  

This proves the statement of the lemma for $t = n\delta$, $n \geq N$, and $\rho = p$. Extending it to any $t \geq N\delta =: S$ is straightforward due to the boundedness of $f$.

Notice that $\rho$ in the above lemma corresponds to $p$ in assumption (L) for $\varepsilon/2$.

**LEMMA 2.24.** Assumption (L) and $\mu(f) < 0$ imply (B1).

**Proof.** Choose $0 < \varepsilon < -\mu(f)$ and fix $x \in E$. By Lemma 2.23 there is $S > 0$ such that for $t \geq S$ we have $\mathbb{P}^{x}\{A_t\} \leq Ce^{-\rho t}$, where

$$A_t = \left\{ \sup_{s \geq t} \left| \frac{1}{s} \int_{0}^{s} f(X_u)du - \mu(f) \right| > \varepsilon \right\}.$$  

Then for any integrable stopping time $\tau$ we have

$$\mathbb{E}^{x}\left\{ \int_{0}^{\tau} (f(x_s) - \mu(f))ds \right\} = \sum_{i=0}^{\infty} \mathbb{E}^{x}\left\{ 1_{i \leq \tau < i+1} \int_{0}^{\tau} (f(x_s) - \mu(f))ds \right\}$$

$$\leq \varepsilon \mathbb{E}^{x}\tau + 2([S] + 1)\|f\| + \sum_{i=[S]+1}^{\infty} 2\|f\|(i+1)\mathbb{P}^{x}\{A_i\}$$

$$\leq \varepsilon \mathbb{E}^{x}\tau + 2([S] + 1)\|f\| + \sum_{i=[S]+1}^{\infty} 2\|f\|(i+1)Ce^{-i\rho}$$

$$= \varepsilon \mathbb{E}^{x}\{\tau\} + \bar{C},$$

This is equivalent to

$$\mathbb{E}^{x}\left\{ \int_{0}^{\tau} (f(x_s) - \mu(f)) - \varepsilon ds \right\} \leq \bar{C}.$$  

Hence, (B1) holds with $d(x) = \mu(f) + \varepsilon$ which, by the choice of $\varepsilon$, is strictly negative.  

**REMARK 2.25.** The above lemma implies that on any compact set one can keep $d(x)$ in assumption (B1) constant and the resulting function $\gamma(x)$ is also bounded on this compact set. Hence, $M(x)$, defined in (3), is bounded on compact sets.

The estimate in assumption (L) is uniform over compact subsets of $E$. This is an excessive requirement for deducing (B1), but it will be needed for proving the continuity of the value function in the following section. Moreover, to the best of our knowledge most conditions for a weakly Feller process to satisfy (L) pointwise automatically imply that the bound is uniform on compact sets.

**2.4. Continuity of the value function**

So far it has only been proved that the value function is lower semi-continuous, which was sufficient for constructing an optimal stopping time. However, it is often important to know if the value function is continuous. We will require it in Section 4 to characterise the value function as a viscosity solution to an appropriate variational inequality.
Assumption (L)

Assumption (L) ensures the continuity of $w$ without any additional conditions. Denote by $A(x)$ the set of stopping times with the expectation bounded by $M(x)$, defined in (3). Then

$$0 \leq w(x) - w_T(x) \leq \sup_{\tau \in A(x)} \mathbb{E}^x \left\{ \int_T^{r\vee T} f(X_s)ds + 1_{\{\tau>T\}} (g(X_\tau) - g(X_T)) \right\}$$

$$\leq \sup_{\tau \in A(x)} \mathbb{E}^x \left\{ \int_T^{r\vee T} f(X_s)ds \right\} + 2\|g\| \frac{M(x)}{T},$$

(10)

where $w_T$ is a value function for the stopping problem with horizon $T$. Fix a compact set $L \subset E$. The second term converges to 0 uniformly on $L$ since $M(x)$ is bounded on $L$ (see Remark 2.25). Take any $\varepsilon > 0$. By Lemma 2.23 there is $S > 0$ such that for $t \geq S$ we have $\mathbb{E}^x \{ A_t \} \leq C e^{-\rho t}$, where

$$A_t = \left\{ \sup_{s \geq t} \left| \frac{1}{s} \int_0^s f(X_u)du - \mu(f) \right| > \varepsilon \right\}.$$

Since $\mu(f) < 0$, for any stopping time $\tau \in A(x)$ we have

$$\mathbb{E}^x \left\{ \int_T^{r\vee T} f(x_s)ds \right\} = \mathbb{E}^x \left\{ 1_{\{\tau \geq T\}} \int_T^{r} (f(x_s) - \mu(f))ds + 1_{\{\tau \geq T\}} \mu(f)(\tau - T) \right\}$$

$$\leq \mathbb{E}^x \left\{ 1_{\{\tau \geq T\}} \int_T^{r} (f(x_s) - \mu(f))ds \right\}.$$

Then, for $T \geq S$:

$$\mathbb{E}^x \left\{ 1_{\{\tau \geq T\}} \int_T^{r} (f(x_s) - \mu(f))ds \right\} \leq \sum_{i=0}^{\infty} \mathbb{E}^x \left\{ 1_{T+i \leq \tau < T+i+1} \int_T^{T+i} (f(x_s) - \mu(f))ds \right\}$$

$$\leq \sum_{i=0}^{\infty} \mathbb{E}^x \left\{ 1_{T+i \leq \tau < T+i+1} (A_{T+i}) (i + 1) \|f\| \right\} + \sum_{i=0}^{\infty} \mathbb{E}^x \left\{ 1_{T+i \leq \tau < T+i+1} (A_{T+i}) \int_T^{T+i} (f(x_s) - \mu(f))ds \right\}$$

$$\leq 2\|f\| C \sum_{i=0}^{\infty} (i + 1) e^{-\rho(T+i)} + \sum_{i=0}^{\infty} \mathbb{E}^x \left\{ 1_{T+i \leq \tau < T+i+1} (A_{T+i}) \left[ \varepsilon_T + \left| \int_0^T (f(x_s) - \mu(f))ds \right| \right] \right\}.$$

The first term is bounded by $2\|f\| C e^{-\rho T} (1 - e^{-\rho})^{-2}$. For the second term notice that $A_{T+i}^c \subset A_{T+i}^c$. Hence, it is bounded from above by

$$\sum_{i=0}^{\infty} \mathbb{E}^x \left\{ 1_{T+i \leq \tau < T+i+1} (A_{T+i}) \left[ \varepsilon_T + \varepsilon T \right] \right\} \leq 2\varepsilon \mathbb{E}^x \{ \tau \} \leq 2\varepsilon M(x).$$

In total, we have demonstrated that

$$0 \leq w(x) - w_T(x) \leq 2\|f\| C e^{-\rho T} \frac{1}{(1 - e^{-\rho})^2} + 2\varepsilon M(x) + 2\|g\| \frac{M(x)}{T}$$

for sufficiently large $T$. This proves that when $T \to \infty$ the difference $w - w_T$ converges, uniformly on $L$, to a positive function that is bounded by $2\varepsilon M(x)$. Due to the arbitrariness of $\varepsilon > 0$, this proves that $w_T$ converges to $w$ uniformly on $L$. Recalling that the value functions $w_T$ are continuous yields the continuity of $w$.  
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Negative $f$

Assume that $f \leq 0$. Recall that

$$w(x) = \sup_{\tau \in \mathcal{A}(x)} \mathbb{E}^x \left\{ \int_0^{T \vee \tau} f(X_s) \, ds + g(X_\tau) \right\},$$

where $\mathcal{A}(x)$ is a set of stopping times $\tau$ such that $\mathbb{E}^x \{ \tau \} \leq M(x)$. Let $w_T(x)$ be the value function of the stopping problem with stopping times bounded by $T$. Then

$$0 \leq w(x) - w_T(x) \leq \sup_{\tau \in \mathcal{A}(x)} \mathbb{E}^x \left\{ \int_T^{T \vee \tau} f(X_s) \, ds + g(X_\tau) - g(X_{\tau \wedge T}) \right\}$$

$$\leq \sup_{\tau \in \mathcal{A}(x)} \mathbb{E}^x \{1_{\{\tau > T\}} 2\|g\|\}$$

$$\leq 2\|g\| \frac{M(x)}{T},$$

where the penultimate inequality is due to $f \leq 0$ and the last inequality follows from Tchebyshev’s inequality. The function $M(x)$ is bounded on compacts when (a) assumption (L) holds (see Remark 2.25), or when (b) assumptions (C1), (C2) are satisfied: by Lemma 2.16 $\gamma(x) \leq q(x) - A$, where $A$ is the lower bound for $q$, and $q$ is continuous. This means that functions $w_T$ converge to $w$ uniformly on compact sets. As $w_T$ are continuous, so is $w$.

Strong Feller property

Recall that a Markov process $(X_t)$ satisfies the strong Feller property if its semigroup $P_t$, $t > 0$, maps measurable bounded functions into continuous functions.

Under assumptions (C1)-(C2), the optimal stopping problem (2) is equivalent to the stopping problem (6) which we recall for convenience:

$$\hat{w}(x) := w(x) - q(x) = \sup_{\tau} \lim_{T \to \infty} \mathbb{E}^x \{ \mu(f)(\tau \wedge T) + (g-q)(X_{\tau \wedge T}) \}.$$

The function $\hat{w}$ is bounded from above because $\mu(f) < 0$ and $q$ is bounded from below. Let $\delta > 0$. By the strong Feller property the mapping $x \mapsto \mathbb{E}^x \{ \hat{w}(X_\delta) \wedge (-M) \}$ is continuous for every $M > 0$. By monotone convergence theorem, $\lim_{M \to \infty} \mathbb{E}^x \{ \hat{w}(X_\delta) \wedge (-M) \} = \mathbb{E}^x \{ \hat{w}(X_\delta) \}$, so the function $P_\delta \hat{w}(x)$ is upper semicontinuous. We shall show now that $P_\delta \hat{w}$ converges to $\hat{w}$ uniformly on compact sets as $\delta \to 0$, which implies that $\hat{w}$ and $w = \hat{w} + q$ are upper semicontinuous. Combined with the lower semicontinuity of $\hat{w}$ and the continuity of $q$ this yields that $w$ is continuous.

For the proof that $P_\delta \hat{w}$ converges to $\hat{w}$ uniformly on compact sets we need the following properties of weakly Feller processes.

**LEMMA 2.26.** ([21, Proposition 2.1]) For any compact set $K \subset E$, $T > 0$ and $\varepsilon > 0$ there is $N$ such that for all $n \geq N$

$$\sup_{x \in K} \mathbb{P}^x \{ \forall t \in [0, T] \ X_t \in B(0, n) \} \geq 1 - \varepsilon,$$

where $B(y, n)$ is a closed ball of radius $n$ centered at $y$.

**LEMMA 2.27.** ([8, Theorem 3.7]) For any compact set $K \subset E$ and any $\varepsilon, \eta > 0$ there is $h_0 > 0$ such that

$$\sup_{0 \leq h \leq h_0} \sup_{x \in K} \mathbb{P}^x \{ X_h \notin B(x, \eta) \} < \varepsilon.$$
Notice that \( \dot{w}(x) - P_\delta \dot{w}(x) = w(x) - P_\delta w(x) - q(x) + P_\delta q(x) \). Assumption (C2) gives

\[
P_\delta q(x) - q(x) = \mathbb{E}^x \{ \int_0^\delta (f(X_s) - \mu(f))ds \}.
\]

Hence, \( |P_\delta q(x) - q(x)| \leq 2\|f\|\delta \). By Lemma 2.8 we have \( \mathbb{E}^x \{ w(X_\delta) + \int_0^\delta f(X_s)ds \} \leq w(x) \) which implies

\[
P_\delta w(x) - w(x) \leq \delta \|f\|.
\]

On the other hand, Lemma 2.8 applied for \( \sigma = \tau^* \wedge T \) (with \( T \geq \delta \)) and \( \tau = \delta \) yields

\[
w(x) = \lim_{T \to \infty} \sup_{\tau \leq \delta} \mathbb{E}^x \left\{ \int_0^{\tau^* \wedge T} f(X_s)ds + g(X_{\tau^*}) \right\} \\
\leq \mathbb{E}^x \left\{ \int_0^{\tau^* \wedge \delta} f(X_s)ds + 1_{\{\tau^* < \delta\}} g(X_{\tau^*}) + 1_{\{\tau^* \geq \delta\}} w(X_\delta) \right\}.
\]

Hence,

\[
w(x) - P_\delta w(x) \leq \delta \|f\| + \mathbb{E}^x \{ 1_{\{\tau^* < \delta\}} [g(X_{\tau^*}) - w(X_\delta)] \} \\
\leq \delta \|f\| + \mathbb{E}^x \{ 1_{\{\tau^* < \delta\}} [g(X_{\tau^*}) - g(X_\delta)] \} \\
\leq \delta \|f\| + \sup_{\tau \leq \delta} \mathbb{E}^x \{ g(X_{\tau}) - g(X_\delta) \}.
\]

Fix a compact set \( K \subset E \). By Lemma 2.26, for any \( \varepsilon > 0 \) there is a compact set \( L \) such that

\[
\sup_{x \in K} \mathbb{P}^x \{ X_t \in L \ \forall \ t \in [0, 1] \} \geq 1 - \varepsilon.
\]

By Lemma 2.27, for any \( \eta > 0 \) there is \( h_0 > 0 \) such that for all \( \delta < h_0 \) we have

\[
\sup_{0 \leq h \leq h_0} \sup_{x \in L} \mathbb{P}^x \{ X_h \notin B(x, \eta) \} < \varepsilon.
\]

Take \( \delta < h_0 \wedge 1 \). Then

\[
\sup_{\tau \leq \delta} \mathbb{E}^x \{ g(X_{\tau}) - g(X_\delta) \} \\
\leq \sup_{\tau \leq \delta} \mathbb{E}^x \{ 1_{\{X_{\tau} \in L\}} E^{X_{\tau}} \{ g(X_0) - g(X_{\delta - \tau}) \} + 1_{\{X_{\tau} \notin L\}} \{ g(X_{\tau}) - g(X_\delta) \} \} \\
\leq (\omega(\eta) + \varepsilon 2\|g\|) + \varepsilon 2\|g\|,
\]

where \( \omega_L(\cdot) \) is the modulus of continuity of \( g \) restricted to the 1-neighbourhood of \( L \), i.e., the set \( \{ x \in E : \|x - y\| \leq 1 \text{ for some } y \in L \} \). Summarising, for any \( \eta \in (0, 1) \) and a sufficiently small \( \delta > 0 \)

\[
-\delta \|f\| \leq w(x) - P_\delta w(x) \leq \delta \|f\| + \omega_L(\eta) + 4\varepsilon \|g\|.
\]

Hence, \( P_\delta(x) \) converges to \( w(x) \) uniformly on \( K \). This completes the proof of uniform on compact sets convergence of \( P_\delta \) to \( \dot{w} \) when \( \delta \to 0 \).
Uniform integrability of $K(X_T)$

Assume (D1) and

(D2') for every compact set $L \subset E$ there is $\alpha > 0$ such that

$$\sup_{x \in L, T \geq 0} \mathbb{E}^x \{ K(X_T)^{1+\alpha} \} < \infty,$$

where $K$ is defined in assumption (D1).

This, in particular, implies (D2). In the proof of Lemma 2.18 we have established that $|q(x)| \leq \bar{q}(x) \leq CK(x)$, where $C = 2\|f\| \int_0^\infty h(t)dt$. Hence,

$$\sup_{x \in L, T \geq 0} \mathbb{E}^x \{|q(X_T)|^{1+\alpha}\} =: \Gamma < \infty.$$

This estimate will play a crucial role in showing that $w_T$ converges to $w$ uniformly on $L$. Recall (10):

$$w(x) - w_T(x) \leq \sup_{\tau \in A(x)} \mathbb{E}^x \left\{ \int_{\tau \vee T}^{r \vee T} f(X_s)ds \right\} + 2\|g\| \frac{M(x)}{T}.$$

Since $M(x)$ is bounded on $L$ the second term converges uniformly to 0. Take a stopping time $\tau$ with $\mathbb{E}^x\{\tau\} \leq M(x)$:

$$\mathbb{E}^x \left\{ \int_{\tau \vee T}^{r \vee T} f(X_s)ds \right\} = \mathbb{E}^x \left\{ \mu(f)(\tau \vee T - T) + q(X_T) - q(X_{\tau \vee T}) \right\} \leq \mathbb{E}^x \{1_{\{\tau > T\}} q(X_T)\} - A \mathbb{P}^x \{\tau > T\},$$

where $A$ is a lower bound for $q$ which can always be taken negative. By Hölder inequality, for any $x \in L$

$$\mathbb{E}^x \{1_{\{\tau > T\}} q(X_T)\} \leq \left( \mathbb{P}^x \{\tau > T\} \right)^{1/q} \left( \mathbb{E}^x \{|q(X_T)|^{1+\alpha}\} \right)^{1/(1+\alpha)} \leq \left( \frac{M(x)}{T} \right)^{1/q} \Gamma^{1/(1+\alpha)},$$

where $q = (1+\alpha)/\alpha$ is adjoint to $1+\alpha$. Summarising,

$$w(x) - w_T(x) \leq \left( \frac{M(x)}{T} \right)^{1/q} \Gamma^{1/(1+\alpha)} + (2\|g\| - A) \frac{M(x)}{T},$$

which proves uniform convergence to 0 on $L$ when $T \to \infty$.

Relaxation of the lower bound on $q$

Assumption (C1) requires $q$ to be bounded from below. This can be interpreted as a guarantee that long waiting is not penalised severely. Lemma 2.19 establishes the lower boundedness of $q$ under the assumption that $f > \mu(f)$ outside of a compact set. But, intuitively, harsh penalisation of waiting (i.e., lower $f$) should make the problem easier as it would provide incentives to stop earlier and, therefore, prevent the explosion in the functional. This is indeed the case as we shall show in the theorem below.

**THEOREM 2.28.** Assume (D1)-(D2) and one of the following conditions

- the process $(X_t)$ is strongly Feller, or
- assumption (D2').

---
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Then the value function $w$ is continuous.

Proof. Assume first that there is a continuous bounded function $\bar{f}$ such that $\bar{f} \geq f$, $\mu(\bar{f}) < 0$ and the set $\{ x \in E : \bar{f}(x) \leq \mu(\bar{f}) \}$ is compact. We will relax it later. Let $z_n(x) = 1 - \rho(x, B_n) \wedge 1$, where $\rho(x, B_n)$ is the distance of $x$ from the ball of radius $n$. Put

$$ f_n(x) = \bar{f}(x) - z_n(x)(\bar{f}(x) - f(x)). $$

Clearly, $f_n \equiv \bar{f}$ on $B^c_{n+1}$ and $f_n \leq \bar{f}$. Hence, $\mu(f_n) \leq \mu(\bar{f})$,

\[
\{ x \in E : f_n(x) \leq \mu(f_n) \} \subset B_{n+1} \cup \{ x \in E : \bar{f}(x) \leq \mu(\bar{f}) \},
\]

and assumption (B1) holds for $f_n$ by Lemma 2.18 and 2.19. Denote by $w_n$ the value function corresponding to $f_n$, i.e.,

$$ w_n(x) = \sup_{\tau} \lim_{T \to \infty} \mathbb{E}^x \{ \int_0^{\tau\wedge T} f_n(X_s)ds + g(X_{\tau\wedge T}) \}. $$

By Theorem 2.11 and discussion in the previous subsections $w_n$ is continuous and there is an optimal stopping time $\tau^*_n = \inf \{ t \geq 0 : g(X_t) \geq w_n(X_t) \}$. Since $f_n$ are decreasing in $n$ then $w_n$ are decreasing in $n$ and so do $\tau^*_n$. Hence, for any $T > 0$

\[
\mathbb{E}^x \left\{ \int_0^{\tau^*_n} f_n(X_s)ds + g(X_{\tau^*_n}) \right\} - \mathbb{E}^x \left\{ \int_0^{\tau^*_n \wedge T} f_n(X_s)ds + g(X_{\tau^*_n \wedge T}) \right\}
\leq \|f_n\|_1 \mathbb{P}^x \{ (\tau^*_n - T)^+ \} + 2\|g\|_1 \mathbb{P}^x \{ \tau^*_n > T \}
\leq (\|f\|_1 + \|\bar{f}\|_1) \mathbb{E}^x \{ (\tau^*_1 - T)^+ \} + 2\|g\|_1 \mathbb{P}^x \{ \tau^*_1 > T \} =: H(T).
\]

This implies that $w_n(x) - w_n(x) \leq H(T)$, where $w_n(x)$ stands for the value function when stopping times are bounded by $T$. Notice that due to the integrability of $\tau^*_1$, we have $\lim_{T \to \infty} H(T) = 0$.

Hence,

$$ w_n(x) - w(x) = (w_n(x) - w_{n,T}(x)) + (w_{n,T}(x) - w_T(x)) + (w_T(x) - w(x))$$
$$ \leq H(T) + (w_{n,T}(x) - w_T(x)) + 0.$$

Pointwise convergence of $w_n$ to $w$ is established once we show that $w_{n,T}(x) - w_T(x)$ can be made arbitrarily small for every fixed $T$. By Lemma 2.26 for each $\varepsilon > 0$ and a compact set $L \subset E$ there is $N$ such that $\mathbb{P}^x \{ \exists t \in [0, T] | X_t \notin B_n \} \leq 1 - \varepsilon$ for $n \geq N$ and $x \in L$, i.e., the process stays in the ball $B_n$ over time $[0, T]$ with the probability at least $1 - \varepsilon$. Using the fact that $f_n$ coincides with $\bar{f}$ on $B_n$, we have for every $n > N$

$$ 0 \leq w_{n,T}(x) - w_T(x) \leq T\|f_n - \bar{f}\|_1 \mathbb{P}^x \{ \exists t \in [0, T] | X_t \notin B_n \} \leq T(\|f\|_1 + \|\bar{f}\|_1)\varepsilon.$$

Summarising, for every $T > 0$, $\varepsilon > 0$ and a compact set $L$ there is $N$ such that for all $n \geq N$ and $x \in L$ we have $w_n(x) - w(x) \leq H(T) + T(\|f\|_1 + \|\bar{f}\|_1)\varepsilon$. This proves convergence of $w_n$ to $w$ uniform in $L$. Hence, the continuity of $w_n$ implies the continuity of $w$.

Take now an arbitrary continuous bounded function $\tilde{f}$ with $\mu(\tilde{f}) < 0$. Denote $\tilde{f}(x) = z_N(x)f(x)$ and $\bar{f} = f \vee \tilde{f}$. Then

$$ \mu(\bar{f}) \leq \int_{B_N} f(x)\mu(dx) + \int_{B_N^c} |f(x)|\mu(dx) \leq \mu(f) - \mu(f) - \mu(f)/4 = \mu(f)/2.$$

Hence, $\mu(\bar{f}) < 0$. Moreover, $\tilde{f}(x) \geq 0$ for $x \in B^c_{N+1}$, so the set $\{ x \in E : \tilde{f}(x) \leq \mu(\bar{f}) \}$ is contained in $B_{N+1}$ and compact. The function $\bar{f}$ satisfies the conditions in the first part of the proof. 

\[ \square \]
REMARK 2.29. The function $\tilde{f}$ in the above proof satisfies conditions of Lemma 2.19. Hence, assumption (B1) holds for $\tilde{f}$. As it has been said earlier (see Remark 2.3), it also holds for any function dominated by $\tilde{f}$, in particular, for $f$. Theorem 2.11 yields that $\tau^* = \inf\{t \geq 0 : g(X_t) \geq w(X_t)\}$ is optimal and has the expectation bounded by $M(x)$. Function $M(x)$ is bounded on compact sets because it is so for $\tilde{f}$.

3. Functional with a general discount rate

In the previous section we studied an optimal stopping problem without discounting. Here, we solve the problem with an arbitrary non-negative discount rate $r(x)$. The development will follow a similar line of thought as before but due to the presence of discounting many steps are more complicated.

For the sake of compactness of notation, we shall denote $\alpha_t = \int_0^t r(X_s)ds$.

The optimal stopping problem (1) takes then the form

$$w(x) = \sup_{\tau} \lim_{T \to \infty} \mathbb{E}^x \left\{ \int_0^{\tau \wedge T} e^{-\alpha_s} f(X_s)ds + e^{-\alpha_{\tau \wedge T}} g(X_{\tau \wedge T}) \right\}. \tag{12}$$

Standing assumptions for this section are (A1) (weak Feller property), (A3) (the continuity of $f, g$) and

(E1) For any $x \in E$, there is $d(x) < 0$ such that

$$\gamma_r(x) = \sup_{\tau} \lim_{T \to \infty} \mathbb{E}^x \left\{ \int_0^{\tau \wedge T} e^{-\alpha_s} (f(X_s) - d(x)) ds \right\} < \infty,$$

(E2) Function $r$ is continuous bounded and $r(x) \geq 0$ for all $x \in E$.

Similarly as in the undiscounted case, when assumption (E1) holds for a function $f$ it also holds for any function $f' \leq f$ with the same function $d$.

LEMMA 3.1. For any $x \in E$ and any integrable $\varepsilon$-optimal stopping time $\sigma$ we have

$$\mathbb{E}^x \left\{ \int_0^{\sigma} e^{-\alpha_s} ds \right\} \leq \frac{\gamma_r(x) + 2\|g\| + \varepsilon}{-d(x)}.$$

The optimisation in (12) can be constrained to stopping times $\sigma$ with

$$\mathbb{E}^x \left\{ \int_0^{\sigma} e^{-\alpha_s} ds \right\} \leq M(x) := \frac{\gamma_r(x) + 2\|g\| + 1}{-d(x)}$$

and $w(x) \leq \|f\|M(x) + \|g\| < \infty$.

The proof is similar to that of Lemma 2.4.

Define a value function for the stopping problem with a finite horizon:

$$w_T(x) = \sup_{\tau \leq T} \mathbb{E}^x \left\{ \int_0^{\tau} e^{-\alpha_s} f(X_s)ds + e^{-\alpha_{\tau}} g(X_{\tau}) \right\}.$$
LEMMA 3.2. Functions \( w_T \) are continuous and the value function \( w \) is lower semicontinuous.

Proof. The discounted semigroup \( P_t^x \phi(x) = \mathbb{E}^x \{ e^{-\int_0^t r(X_u)du} \phi(X_t) \} \) maps continuous bounded functions into continuous bounded functions, [9, Chapter II, Section 5, Lemma 4]. This implies the continuity of \( w_T \). As \( w \) can be approximated pointwise from below by continuous functions \( w_T \) it is itself lower semicontinuous. 

Hence, the random variable (using the convention that \( \inf \emptyset = \infty \))

\[ \tau_{\varepsilon} = \inf \{ t \geq 0 : g(X_t) \geq w(X_t) - \varepsilon \} \]

is a stopping time. On the set \( \{ \tau_{\varepsilon} < \infty \} \), due to the continuity of \( g \) and lower semicontinuity of \( w \) as well as the right-continuity of \( (X_t) \) we have

\[ g(X_{\tau_{\varepsilon}}) \geq w(X_{\tau_{\varepsilon}}) - \varepsilon. \]

It is not possible to determine without further assumptions whether \( \tau_{\varepsilon} \) admits only finite values. The following example explains why.

EXAMPLE. Consider an optimal stopping problem \( w(x) = \sup_{\tau} \limsup_{T \to \infty} \mathbb{E}^x \{ e^{-\int_0^{\tau \wedge T} r(X_s)ds} \} \) for \( r > 0 \) and \( g \equiv -1 \). It is easy to see that there is a unique optimal stopping time \( \tau^* = \infty \) and the value function \( w(x) = 0 \). However, for any \( \varepsilon \in (0, 1) \) the set \( \{ t : g(X_t) \geq w(X_t) - \varepsilon \} \) is empty, so \( \tau_{\varepsilon} = \infty. \)

\[ \tau_{\varepsilon} = \infty. \]

This example suggests that although it cannot be guaranteed that \( \tau_{\varepsilon} \) is finite-valued it can still be \( \varepsilon \)-optimal for \( w \). This property is shared by the class of optimal stopping problems discussed in this section. The following technical lemmas provide us with tools required to demonstrate it. Proofs that are very similar to their counterparts in Section 2 are omitted.

LEMMA 3.3. For every \( x \in E \), there exists a non-decreasing sequence \( \sigma_m \) of bounded \( \frac{1}{m} \)-optimal stopping times for \( w(x) \).

In what follows we shall refer by \( (\sigma_m) \) to the sequence of stopping times from the above lemma.

LEMMA 3.4. Assume only (E2). Then:

- The process \( Z_t := \int_0^t e^{-\alpha_s f(X_s)}ds + e^{-\alpha_t w(X_t)} \) is a right-continuous \( \mathbb{P}^x \)-supermartingale for any \( x \in E \).

- For a bounded stopping time \( \sigma \) and an arbitrary stopping time \( \tau \)

\[
\mathbb{E}^x \left\{ \int_0^\sigma e^{-\alpha_s f(X_s)}ds + e^{-\alpha_{\tau} g(X_{\tau})} \right\} \\
\leq \mathbb{E}^x \left\{ \int_0^{\sigma \wedge \tau} e^{-\alpha_s f(X_s)}ds + 1_{\{ \sigma \wedge \tau < \tau \}} e^{-\alpha_{\tau} g(X_{\tau})} + 1_{\{ \sigma \wedge \tau \geq \tau \}} e^{-\alpha_{\tau} w(X_{\tau})} \right\}. \tag{13}
\]

- For a bounded stopping time \( \sigma \)

\[
\mathbb{E}^x \left\{ \int_0^\sigma e^{-\alpha_s f(X_s)}ds + e^{-\alpha_{\sigma} w(X_{\sigma})} \right\} \leq w(x). \tag{14}
\]

Proof. First two statements are proved in a similar way as Lemma 2.8. Inequality (14) follows from (13) by taking \( \tau \equiv 0. \)
LEMMA 3.5.

1. \( \mathbb{E} x \left\{ 1_{\{\sigma_m < \tau_\epsilon\}} e^{-\alpha_m} \right\} \leq \frac{1}{m^\epsilon} \).

2. \( \lim_{m \to \infty} \mathbb{E} x \left\{ 1_{\{\tau_\epsilon < \infty\}} 1_{\{\sigma_m \geq \tau_\epsilon\}} e^{-\alpha_m} \right\} = \mathbb{E} x \left\{ 1_{\{\tau_\epsilon < \infty\}} e^{-\alpha_\epsilon} \right\} \).

**Proof.** We follow similar lines as in the proof of Lemma 2.9. Apply (13) to \( \sigma_m \) and \( \tau_\epsilon \)

\[ w(x) - \frac{1}{m} \leq \mathbb{E} x \left\{ \int_0^{\sigma_m \wedge \tau_\epsilon} e^{-\alpha_s} f(X_s) ds + 1_{\{\sigma_m < \tau_\epsilon\}} e^{-\alpha_\sigma_m} g(X_{\sigma_m}) + 1_{\{\sigma_m \geq \tau_\epsilon\}} e^{-\alpha_\epsilon} w(X_{\tau_\epsilon}) \right\} \]

\[ \leq \mathbb{E} x \left\{ \int_0^{\sigma_m \wedge \tau_\epsilon} e^{-\alpha_s} f(X_s) ds + 1_{\{\sigma_m < \tau_\epsilon\}} e^{-\alpha_\sigma_m} (w(X_{\sigma_m}) - \epsilon) + 1_{\{\sigma_m \geq \tau_\epsilon\}} e^{-\alpha_\epsilon} w(X_{\tau_\epsilon}) \right\} \]

\[ \leq \mathbb{E} x \left\{ \int_0^{\sigma_m \wedge \tau_\epsilon} e^{-\alpha_s} f(X_s) ds + e^{-\alpha_{s m \wedge \tau_\epsilon}} w(X_{\sigma_m \wedge \tau_\epsilon}) \right\} - \epsilon \mathbb{E} \left\{ 1_{\{\sigma_m < \tau_\epsilon\}} e^{-\alpha_\sigma_m} \right\} \]

where the second inequality follows from the observation that \( g(X_{\sigma_m}) < w(X_{\sigma_m}) - \epsilon \) on \( \{\sigma_m < \tau_\epsilon\} \)

and the last inequality is the result of (14). This proves the first statement of the lemma.

The second statement is a consequence of the first one. Write

\[ \mathbb{E} x \left\{ 1_{\{\tau_\epsilon < \infty\}} e^{-\alpha_\epsilon} \right\} = \mathbb{E} x \left\{ 1_{\{\tau_\epsilon < \infty\}} 1_{\{\sigma_m < \tau_\epsilon\}} e^{-\alpha_\epsilon} \right\} + \mathbb{E} x \left\{ 1_{\{\tau_\epsilon < \infty\}} 1_{\{\sigma_m \geq \tau_\epsilon\}} e^{-\alpha_\epsilon} \right\} \]

Recall that \( \alpha_s \) is non-decreasing:

\[ \mathbb{E} x \left\{ 1_{\{\tau_\epsilon < \infty\}} 1_{\{\sigma_m < \tau_\epsilon\}} e^{-\alpha_\epsilon} \right\} \leq \mathbb{E} x \left\{ 1_{\{\tau_\epsilon < \infty\}} 1_{\{\sigma_m < \tau_\epsilon\}} e^{-\alpha_m} \right\} \]

as \( m \to \infty \) by the first assertion of the lemma.

\[ \mathbb{E} x \left\{ 1_{\{\tau_\epsilon < \infty\}} 1_{\{\sigma_m < \tau_\epsilon\}} e^{-\alpha_\epsilon} \right\} \leq \mathbb{E} x \left\{ 1_{\{\tau_\epsilon < \infty\}} 1_{\{\sigma_m < \tau_\epsilon\}} e^{-\alpha_m} \right\} \to 0 \]

The following lemma unveils an important relation between \( \tau_\epsilon \) and \( \sigma_m \).

**LEMMA 3.6.** Under the standing assumptions of this section

\[ \lim_{m \to \infty} (\sigma_m \wedge \tau_\epsilon) = \tau_\epsilon. \]

**Proof.** Stopping times \( \sigma_m \) are non-decreasing, hence the limit \( \sigma_\infty = \lim_{m \to \infty} \sigma_m \) exists (and is possibly infinite). From Lemma 3.5, by the dominated convergence theorem

\[ 0 = \mathbb{E} x \left\{ \lim_{m \to \infty} 1_{\{\sigma_m < \tau_\epsilon\}} e^{-\alpha_m} \right\} \geq \mathbb{E} x \left\{ \lim_{m \to \infty} 1_{\{\sigma_m < \tau_\epsilon\}} e^{-\alpha_{\sigma_m}} \right\}. \]

Hence, on \( \{\sigma_\infty < \infty\} \) we have \( \lim_{m \to \infty} 1_{\{\sigma_m < \tau_\epsilon\}} = 0 \), which implies \( \sigma_\infty \geq \tau_\epsilon \). Obviously on \( \{\sigma_\infty = \infty\} \) we have \( \sigma_\infty \geq \tau_\epsilon \).

We are now in a position to prove the main result of this section that \( \tau_\epsilon \) is an \( \epsilon \)-optimal stopping time for \( w \). This proof does not require \( \tau_\epsilon \) to be finite.

**THEOREM 3.7.** Under the standing assumptions of this section the stopping time \( \tau_\epsilon \) is \( \epsilon \)-optimal for \( w \).
Proof. Apply (13) to $\tau_e$

$$
w(x) - \frac{1}{m} \leq \mathbb{E}^x \left\{ \int_0^{\sigma_m} e^{-\alpha s} f(X_s) ds + e^{-\alpha \sigma_m} g(X_{\sigma_m}) \right\} 
\leq \mathbb{E}^x \left\{ \int_0^{\sigma_m \wedge \tau_e} e^{-\alpha s} f(X_s) ds + 1_{(\sigma_m < \tau_e)} e^{-\alpha \sigma_m} g(X_{\sigma_m}) + 1_{(\sigma_m \geq \tau_e)} e^{-\alpha \tau_e} w(X_{\tau_e}) \right\},
$$

(15)

We now want to find out how the right-hand side of this inequality looks like when $m \to \infty$. By assertion 1 of Lemma 3.5, 

$$
\lim_{m \to \infty} \mathbb{E}^x \left\{ 1_{(\sigma_m < \tau_e)} e^{-\alpha \sigma_m} g(X_{\sigma_m}) \right\} = 0.
$$

On $\{\sigma_m \geq \tau_e\}$ we have $\tau_e < \infty$, so $w(X_{\tau_e}) \leq g(X_{\tau_e}) + \varepsilon$. Hence, for each $m$

$$
\mathbb{E}^x \left\{ 1_{(\sigma_m \geq \tau_e)} e^{-\alpha \tau_e} w(X_{\tau_e}) \right\} \leq \mathbb{E}^x \left\{ 1_{(\sigma_m \geq \tau_e)} e^{-\alpha \tau_e} g(X_{\tau_e}) \right\} + \varepsilon 
= \mathbb{E}^x \left\{ 1_{(\tau_e < \infty)} 1_{(\sigma_m \geq \tau_e)} e^{-\alpha \tau_e} g(X_{\tau_e}) \right\} + \mathbb{E}^x \left\{ 1_{(\tau_e = \infty)} 1_{(\sigma_m \geq \tau_e)} e^{-\alpha \tau_e} g(X_{\tau_e}) \right\} + \varepsilon.
$$

Clearly, the second expectation is 0, while the first one converges to

$$
\mathbb{E}^x \left\{ 1_{(\tau_e < \infty)} e^{-\alpha \tau_e} g(X_{\tau_e}) \right\}
$$

by the second assertion of Lemma 3.5. A proof of convergence of the first term on the right-hand side of (15) is slightly more involved. Notice that

$$
\left| \int_0^{\sigma_m \wedge \tau_e} e^{-\alpha s} f(X_s) ds \right| \leq \|f\| \int_0^{\sigma_m \wedge \tau_e} e^{-\alpha s} ds.
$$

The right-hand side is increasing in $m$. Hence, it is bounded by a random variable $\|f\| \int_0^{\sigma_m \wedge \tau_e} e^{-\alpha s} ds = \|f\| \int_0^{\tau_e} e^{-\alpha s} ds$ whose expectation does not exceed $\|f\| M(x)$. This allows us to use the dominated convergence theorem from which we obtain

$$
\lim_{m \to \infty} \mathbb{E}^x \left\{ \int_0^{\sigma_m \wedge \tau_e} e^{-\alpha s} f(X_s) ds \right\} = \mathbb{E}^x \left\{ \int_0^{\tau_e} e^{-\alpha s} f(X_s) ds \right\}.
$$

Since $\int_0^{\tau_e} e^{-\alpha s} ds \leq M(x)$ we also have

$$
\mathbb{E}^x \left\{ \int_0^{\tau_e} e^{-\alpha s} f(X_s) ds \right\} = \limsup_{T \to \infty} \mathbb{E}^x \left\{ \int_0^{\tau_e \wedge T} e^{-\alpha s} f(X_s) ds \right\}.
$$

Combining the above results gives

$$
w(x) \leq \lim_{T \to \infty} \mathbb{E}^x \left\{ \int_0^{\tau_e \wedge T} e^{-\alpha s} f(X_s) ds \right\} + \mathbb{E}^x \left\{ 1_{(\tau_e < \infty)} e^{-\alpha \tau_e} g(X_{\tau_e}) \right\} + \varepsilon.
$$

It remains to prove that

$$
\limsup_{T \to \infty} \mathbb{E}^x \left\{ 1_{(\tau_e = \infty)} e^{-\alpha \tau_e} g(X_{\tau_e}) \right\} = 0.
$$

(16)

By the first assertion of Lemma 3.5, we have

$$
\mathbb{E}^x \left\{ 1_{(\tau_e = \infty)} e^{-\sigma_m} \right\} \leq \frac{1}{m \varepsilon}.
$$
By monotonicity of $t \mapsto \alpha_t$ and the dominated convergence theorem, this implies

$$
\frac{1}{m \varepsilon} \geq \lim_{T \to \infty} \mathbb{E}^{\pi} \left\{ 1_{\{\tau_\varepsilon = \infty\}} e^{-\alpha_{\tau_\varepsilon} \wedge T} \right\} \geq \lim_{T \to \infty} \mathbb{E}^{\pi} \left\{ 1_{\{\tau_\varepsilon = \infty\}} e^{-\alpha T} \right\}.
$$

This is true for an arbitrary $m$, so the limit on the right-hand side is in fact 0. Boundedness of $g$ then yields (16), which implies

$$
\alpha_t \geq \lim_{T \to \infty} \mathbb{E}^{\pi} \left\{ \int_0^{\tau_\varepsilon \wedge T} e^{-\alpha_s} f(X_s) ds + e^{-\alpha_{\tau_\varepsilon} \wedge T} g(X_{\tau_\varepsilon \wedge T}) \right\} + \varepsilon.
$$

Hence $\tau_\varepsilon$ is $\varepsilon$-optimal.

We have shown that an $\varepsilon$-optimal stopping time exists in a standard form. Without further assumptions we are not able to construct an optimal stopping time. This should not be surprising as this is common for infinite horizon stopping problems even with a constant discount rate. Indeed, our main tool in the undiscounted case is the integral part of the functional which is interpreted as a penalty for a long wait before stopping – an infinite-valued stopping time drives the functional to $-\infty$. When discounting is applied, the integral part of the functional may remain bounded whatever the stopping time is applied; this is clearly the case when $\inf \tau_r(x) > 0$. However, when the discounting is limited, we are able to say more about an optimal stopping time and about properties of the value function.

(D3) The random variable $R := \lim_{t \to \infty} \alpha_t$ is $\mathbb{P}^x$-a.s. finite.

The random variable $R$ is well-defined because $r(x) \geq 0$ so $\alpha_t$ is non-decreasing. It is satisfied if the discount rate $r(X_t)$ decreases quickly with time. In particular, a constant discount rate does not satisfy (D3).

(D3') There is $\delta > 0$ such that $\alpha_t \leq -\log(\delta)$, $\mathbb{P}^x$-a.s. for all $t \geq 0$.

The simplest example of a stopping problem satisfying (D3') is $r \equiv 0$, i.e., the problem studied in Section 2. Notice that assumption (D3') is a particular case of assumption (D3) with $R \leq -\log(\delta)$.

Let

$$
\tau^* = \inf \{ t \geq 0 : g(X_t) \geq w(X_t) \}.
$$

On the set $\{ \tau^* < \infty \}$, due to the continuity of $g$ and lower semicontinuity of $w$ as well as the right-continuity of $(X_t)$ we have

$$
g(X_{\tau^*}) \geq w(X_{\tau^*}).
$$

We shall use this property in the proof of the following theorem.

THEOREM 3.8. Assume (D3) in addition to the standing assumptions of this section. The stopping time $\tau^*$ is finite $\mathbb{P}^x$-a.s. and optimal for $w(x)$. Moreover, $\mathbb{E}^x \{ \tau^* e^{-R} \} \leq M(x)$, where $M(x)$ is defined in Lemma 3.1. Under (D3') we additionally have $\mathbb{E}^x \{ \tau_r \} \leq M(x)/\delta$ and $\mathbb{E}^x \{ \tau^* \} \leq M(x)/\delta$.

Proof. We have

$$
\mathbb{E}^x \{ \sigma_m e^{-R} \} \leq \mathbb{E}^x \left\{ \int_0^{\sigma_m} e^{-\alpha_s} ds \right\} \leq M(x),
$$

where the first inequality follows from the monotonicity of $\alpha_s$ and assumption (D3) while the second inequality is from Lemma 3.1. By the first assertion of Lemma 3.5 we obtain

$$
\mathbb{E}^x \{ 1_{\{\sigma_m < \tau_r \}} e^{-R} \} \leq \frac{1}{m \varepsilon}.
$$
The factor $e^{-R}$ can be interpreted as an unnormalised Radon-Nikodym density. Using this density to change the probability measure we end up in the setting of Lemma 2.10. Hence, $\mathbb{E}^x \{ \tau e^{-R} \} \leq M(x)$. In Theorem 3.7 we showed that $\tau_\varepsilon$ is $\varepsilon$-optimal. Put $\tau_0 = \lim_{\varepsilon \to 0} \tau_\varepsilon$. Since this is an increasing sequence of random variables with the weighted expectation bounded by $M(x)$ then $\tau_0$ is well defined and $\mathbb{E}^x \{ \tau_0 e^{-R} \} \leq M(x)$. Since $R$ is finite-valued, this implies that $\tau_0 < \infty \mathbb{P}^x$-a.s. We also have that $g(X_{\tau_0}) \geq w(X_{\tau_0}) - \varepsilon$. By the quasi left-continuity of $(X_t)$, taking the limit $\varepsilon \to 0$ we obtain

$$g(X_{\tau_0}) \geq w(X_{\tau_0}).$$

So $\tau_0 \geq \tau^*$. This means that $\tau^*$ is finite-valued and $\mathbb{E}^x \{ \tau^* e^{-R} \} \leq M(x)$. Clearly, $\tau_\varepsilon \leq \tau^*$, so $\tau_0 = \tau^*$. The optimality of $\tau^*$ follows immediately by letting $\varepsilon \to 0$ in

$$w(x) - \varepsilon \leq \mathbb{E}^x \left\{ \int_0^{\tau_\varepsilon} e^{-\alpha s} f(X_s) ds + e^{-\alpha \tau_\varepsilon} g(X_{\tau_\varepsilon}) \right\}. $$

Under assumption (D3') we have $e^{-R} \geq \delta$. Then $\mathbb{E}^x \{ \tau_\varepsilon \delta \} \leq \mathbb{E}^x \{ \tau_\varepsilon e^{-R} \} \leq M(x)$ and, analogously, $\mathbb{E}^x \{ \tau^* \delta \} \leq M(x)$. Recalling that $\delta$ is a constant completes the proof. \hfill \Box

3.1. Sufficient conditions for (E1)

We shall present two conditions that imply (E1). They generalise corresponding conditions from Section 2.

Define a potential

$$q_r(x) = \limsup_{T \to \infty} \mathbb{E}^x \left\{ \int_0^T e^{-\alpha s} f(X_s) ds + e^{-\alpha \tau} g(X_{\tau}) \right\}. $$

and assume:

(C1') $q_r(x)$ is continuous and bounded from below,

(C2') for any bounded stopping time $\sigma$

$$q_r(x) = \mathbb{E}^x \left\{ \int_0^\sigma e^{-\alpha s} (f(X_s) - \mu(f)) ds + e^{-\alpha \sigma} g_r(X_\sigma) \right\}. $$

These assumptions collapse to their counterparts in Section 2 when $r \equiv 0$, i.e., $\alpha_t = 0$. Sufficient conditions for (C1') under uniform (geometric) ergodicity of $(X_t)$ can be found in [29, Theorem 4] (see also [12]). An easy adaptation of Lemma 2.18 and 2.19 shows that conditions (C1')-(C2') are satisfied when $\mu(f) < 0$, the set $L = \{ x \in E : f(x) \leq \mu(f) \}$ is compact and assumptions (D1)-(D2) are fulfilled.

The statement and the proof of the following lemma resembles closely Lemma 2.16.

**LEMMA 3.9.** Assume (C1')-(C2') and (C3). Assumption (E1) is satisfied with any $d(x) \in (\mu(f), 0)$. Moreover, $\gamma_r(x) \leq q_r(x) - A$, where $A = \min (0, \inf_y q_r(y))$.

The second criterion for (E1) is provided by an upper bound for large deviations of the discounted empirical process (cf. assumption (L)).

**LEMMA 3.10.** Assume
For any $\delta, \varepsilon > 0$ and a compact set $K \subset E$ there is $N > 0$ and $p > 0$ such that for $n \geq N$ and $x \in K$ we have

$$\mathbb{P}^x \left\{ \frac{1}{\int_0^{n\delta} e^{-\alpha s} ds} \int_0^{n\delta} e^{-\alpha s} f(X_s) ds - \mu(f) > \varepsilon \right\} \leq e^{-p(n\delta)}.$$

Then (E1) holds and $M(x)$ defined in Lemma 3.1 is bounded on compact sets.

Proof. This proof is similar to the proof of Lemma 2.24. Choose $0 < \varepsilon < -\mu(f)$ and fix $x \in E$. Let $A_t = \{ \sup_{u \geq t} \left| \int_0^u e^{-\alpha s} ds \right| - \mu(f) > \varepsilon \}$. Similarly as in Lemma 2.23 there is $N > 0$ such that for $t \geq N$ we have $\mathbb{P}^x \{ A_t \} \leq C e^{-\rho t}$. Then for any integrable stopping time $\tau$ we have

$$\mathbb{E}^x \left\{ \int_0^\tau e^{-\alpha s} (f(x_s) - \mu(f)) ds \right\} = \sum_{i=0}^{\infty} \mathbb{E}^x \left\{ \int_0^{\tau} e^{-\alpha s} (f(x_s) - \mu(f)) ds \right\}$$

$$\leq \varepsilon \mathbb{E}^x \left\{ \int_0^\tau e^{-\alpha s} ds \right\} + 2\|f\| \sum_{i=1}^{\infty} 2\|f\|(i+1)\mathbb{P}^x \{ A_i \}$$

$$\leq \varepsilon \mathbb{E}^x \left\{ \int_0^\tau e^{-\alpha s} ds \right\} + 2\|f\| \sum_{i=1}^{\infty} 2\|f\|(i+1)e^{-i\rho}$$

$$= \varepsilon \mathbb{E}^x \left\{ \int_0^\tau e^{-\alpha s} ds \right\} + \bar{C}.$$

This is equivalent to

$$\mathbb{E}^x \left\{ \int_0^\tau e^{-\alpha s} (f(x_s) - \mu(f) - \varepsilon) ds \right\} \leq \bar{C}.$$

Hence, (E1) holds with $d(x) = \mu(f) + \varepsilon$ which, by the choice of $\varepsilon$, is strictly negative. Since $\bar{C}$ can be taken bounded on compact sets, we immediately obtain that $d$ can be taken constant on compact sets and then $M(x)$ is bounded on compact sets.

3.2. Continuity of the value function

In three out of four cases studied in the theorem below, the continuity of $w$ results from the convergence of $w_T$ to $w$ uniformly on compact sets and proofs from Subsection 2.4 apply. The proof when the process $(X_t)$ is strongly Feller retains its validity due to the boundedness of the discount rate $r$ (see assumption (E2)).

THEOREM 3.11. Assume (E1)-(E2) and (A1). Either of the following conditions is sufficient for the continuity of the value function $w$:

1. Assumption ($L_r$) holds.
2. $f(x) \leq 0$ for $x \in E$.
3. The process $(X_t)$ is strongly Feller and assumptions (C1')-(C2') hold.
4. Assumption (D1) and (D2') hold.

Proof. The proof is an easy adaptation of the reasoning in Subsection 2.4.
4. Variational characterisation of the value function

Previous sections discuss properties of the value function and existence of optimal stopping times. This section provides a more explicit description of the value function as a solution to a variational inequality

\[
\min (-Aw + rw - f, w - g) = 0,
\]

(17)

where \(A\) is a generator for the process \((X_t)\). In general, it is unlikely that the value function is in the domain \(D_A\) of the generator, so this variational formulation cannot be interpreted in a classical sense. Instead, we shall show that the value function is a viscosity solution of (17). We shall employ a more stringent definition than commonly used, i.e., we shall use a larger class of test functions.

**DEFINITION 4.1.** A continuous function \(u\) is a viscosity subsolution of (17) if for each \(x \in E\) and \(\psi \in D_A\) such that \(u(x) = \psi(x)\) and \(\psi \geq u\) we have

\[
\min \left(-A\psi(x) + r(x)\psi(x) - f(x), u(x) - g(x)\right) \leq 0.
\]

(18)

A continuous function \(u\) is a viscosity supersolution of (17) if for each \(x \in E\) and \(\phi \in D_A\) such that \(u(x) = \phi(x)\) and \(\phi \leq u\) we have

\[
\min \left(-A\phi(x) + r(x)\phi(x) - f(x), u(x) - g(x)\right) \geq 0.
\]

(19)

A continuous function \(u\) is a viscosity solution of (17) if it is both super- and subsolution.

In practice, the domain of a generator is rarely known. Instead, one considers a core, a linear subspace of \(D_A\) that defines the generator \(A\) on \(D_A\) uniquely via the closure of its graph. Test functions in the definition of the viscosity solutions are then restricted to belong to that core. For diffusions, it is common to consider \(C^2_0\) functions or even \(C^\infty_0\) functions. Our choice to use all functions from the domain of the generator as test functions in the definition of viscosity solutions gives a flexibility for the selection of a core in the subsequent quest to solve (17) and to prove the uniqueness of solutions. This also comes at no additional cost.

Assume (A1)-(A3), (E1)-(E2) and (D3’). They ensure that there is an optimal stopping time with a finite expectation. We also require that the value function \(w\) is continuous. Theorem 3.11 provides sufficient conditions.

The domain of a generator of a weakly Feller process is a dense subset of the space of continuous functions vanishing in infinity [10, Theorem 17.4]. The range of the generator is within the same space – we shall use this continuity property in the proof of the following theorem.

**THEOREM 4.2.** Under the standing assumptions of this section, the value function \(w\) is a viscosity solution of (17).

**Proof.** Supersolution property: Take \(x \in E\) and \(\phi \in D_A\) as in the definition of supersolution. Obviously, \(\phi(x) - g(x) = w(x) - g(x) \geq 0\). By Lemma 3.4 for any \(t > 0\) we have

\[
w(x) \geq \mathbb{E}^x \left\{ \int_0^t e^{-\alpha s} f(X_s) ds + e^{-\alpha t} w(X_t) \right\}.
\]

Thus

\[
\mathbb{E}^x \left\{ e^{-\alpha t} \phi(X_t) \right\} - \phi(x) + \mathbb{E}^x \left\{ \int_0^t e^{-\alpha s} f(X_s) ds \right\} \leq 0.
\]
By Dynkin’s formula
\[
\mathbb{E}^x \left\{ \int_0^t e^{-\alpha s} \left( A\phi(X_s) - r(X_s)\phi(X_s) + f(X_s) \right) ds \right\} \leq 0.
\]
Dividing by \( t \) both sides of the last inequality and letting \( t \to 0 \) we obtain \( A\phi(x) - r(x)\phi(x) + f(x) \leq 0 \).

Subsolution property: Take \( x \in E \) and \( \psi \in D_A \) as in the definition of subsolution. If \( w(x) = g(x) \) then (18) is trivially satisfied. Otherwise, \( \tau^* > 0 \) \( \mathbb{P}^x \)-a.s. By Lemma 3.4, the process \( Z_t := \int_0^t e^{-\alpha s} f(X_s) ds + e^{-\alpha \tau^*} w(X_t) \) is a right-continuous \( \mathbb{P}^x \)-supermartingale. Since \( \mathbb{E}^x \{ Z_{\tau^*} \} = Z_0 \) by the optimality of \( \tau^* \), the process \( Z_{t \wedge \tau^*} \) is a martingale and therefore
\[
\mathbb{E}^x \left\{ e^{-\alpha \tau^*} \psi(X_{\tau^* \wedge t}) - \psi(x) + \int_0^{\tau^* \wedge t} e^{-\alpha s} f(X_s) ds \right\} \geq 0.
\]
Dynkin’s formula yields for any \( t > 0 \)
\[
\mathbb{E}^x \left\{ \int_0^{\tau^* \wedge t} e^{-\alpha s} \left( A\psi(X_s) - r(X_s)\psi(X_s) + f(X_s) \right) ds \right\} \geq 0.
\]
Dividing both sides of the last inequality by \( t \) and letting \( t \to 0 \), taking into account that \( \tau^* > 0 \) \( \mathbb{P}^x \)-a.s., we obtain that \( A\psi(x) - r(x)\psi(x) + f(x) \geq 0 \).

Demonstration of uniqueness of viscosity solutions to the variational inequality (17) is much more involved. We shall only conjecture here that when the process \( X_t \) is a weakly Feller jump-diffusion on \( \mathbb{R}^d \) and viscosity solutions are defined by a core of \( C_0^2 \) test function then one can obtain uniqueness of solutions within a family of functions with a polynomial growth. The sufficiency of this notion depends very much on whether the value function has a polynomial growth. This growth is related to the expectation of the optimal stopping time \( \tau^* \). Under the setting of (D1)-(D2), this expectation is of the order \( \mathcal{O}(K(x)) \), where \( K(x) \) is from assumption (D1).

5. Dichotomy of discounting

In this section we drop the assumption \( \mu(f) < 0 \) and consider a general problem with a continuous bounded discount rate function \( r \). We show that under certain assumptions (to be specified below) there are effectively two distinct regimes of the optimal stopping problem. When \( \mu(r) > 0 \), the stopping problem exhibits features of the classical optimal stopping problem with the discount rate separated from zero (cf. [24, 33]). In particular, the value function is continuous (hence, finite) for any continuous bounded function \( f \) and \( w_T \) approximates \( w \) uniformly on compact sets. On the other hand, when \( \mu(r) = 0 \) it behaves as if the discount rate was equal to 0. Indeed, the discount rate is non-negative so the assumption that \( \mu(r) = 0 \) implies that \( r \equiv 0 \) on the support of the invariant measure \( \mu \). It is common in many applications that the invariant measure is supported by the whole space \( E \) so \( \int_0^t r(s)ds = 0 \), \( \mathbb{P}^x \)-a.s. for all \( t \geq 0 \). In an unlikely case when the space contains a transient set (\( \mu \) is not supported by the whole space) and the time until reaching the recurrent set is integrable, assumption (D3) is satisfied and we can employ Theorem 3.8.

Consider now \( \mu(r) > 0 \) and assume that the following upper bound for large deviations of the empirical process holds:
For any $\delta, \varepsilon > 0$ and a compact set $K \subset E$ there is $N > 0$ and $p > 0$ such that for $n \geq N$ and $x \in K$ we have
\[
\mathbb{P}^x \left\{ \frac{1}{n^2} \int_{0}^{n^2} r(X_s)ds - \mu(r) \geq \varepsilon \right\} \leq e^{-n^2\varepsilon}.
\]

By an identical argument as in Lemma 2.23 there is a constant $C > 0$ and $\rho > 0$ such that for $t \geq S := N\delta$
\[
\mathbb{P}^x \left\{ \sup_{s \geq t} \frac{1}{s} \int_{0}^{s} r(X_u)du - \mu(r) \geq \varepsilon \right\} \leq C e^{-\rho t}, \quad \forall x \in K.
\]

Choose $0 < \varepsilon < \mu(r)$ and let
\[
A_t = \left\{ \sup_{s \geq t} \frac{1}{s} \int_{0}^{s} r(X_u)du - \mu(r) \geq \varepsilon \right\}.
\]

Consider a modified stopping problem
\[
\tilde{w}(x) = \sup_{\tau} \mathbb{E}^x \left\{ \int_{0}^{\tau} e^{-(\alpha_s \lor \lambda_s)} f(X_s)ds + e^{-(\alpha_s \lor \lambda_s)} g(X_\tau) \right\},
\]
where $\lambda = \mu(r) - \varepsilon$. One can solve this problem in a standard way (cf. [24]). Denoting by $\tilde{w}_T$ the value function with stopping times bounded by $T$ we have
\[
0 \leq \tilde{w}(x) - \tilde{w}_T(x) \leq \frac{1}{\lambda} e^{-\lambda T} \|f\| + 2e^{-\lambda T} \|g\|.
\]

Functions $\tilde{w}_T$ are continuous [21, Corollary 3.6]. They approximate $\tilde{w}$ uniformly on compact sets, which implies that $\tilde{w}$ is continuous. $\varepsilon$-optimal stopping times take a standard form, while optimal stopping times might not exist as in the case with a constant discount rate.

It is interesting to note that under (Ld) the difference $w - \tilde{w}$ is bounded. Indeed, for $x \in K$
\[
w(x) - \tilde{w}(x) \leq \sup_{\tau \text{ bounded}} \mathbb{E}^x \left\{ \int_{0}^{\tau} \left( e^{-\alpha_s - \lambda_s} f(X_s) + e^{-\alpha_s - \lambda_s} g(X_\tau) \right) \right\}.
\]

Recall that $\mathbb{P}^x \{A_t\} \leq C e^{-\rho t}$ for $t \geq S$. Let $n = \lfloor S \rfloor + 1$. Since on $A_t^n$ there is $\alpha_s \geq \lambda s$ for $s \geq t$, we have
\[
w(x) - \tilde{w}(x) \leq \sup_{\tau \text{ bounded}} \mathbb{E}^x \left\{ \sum_{i=n}^{\infty} 1_{\{i \leq \tau\}} \|f\| \right\} + n \|f\| + \|g\|
\]
\[
\leq \|f\| \sum_{i=n}^{\infty} \mathbb{P}^x \{A_i\} + n \|f\| + \|g\|
\]
\[
\leq \|f\| \left( n + \frac{C}{\rho} e^{-\rho n} \right) + \|g\|.
\]

Similarly, one can estimate the difference $\tilde{w}(x) - w(x)$. This means that $w(x)$ is finite, so the integral term cannot explode. Moreover, this similarity between the two optimal stopping problem guides the following lemma.

**Lemma 5.1.** Assume (Ld) and $\mu(r) > 0$. The value function $w$ is continuous and approximated uniformly on compact sets by $w_T$.  
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Proof. Fix a compact set $K \subset E$ and $\varepsilon < \mu(r)$. Take $T \geq S$, where $S$ is introduced below the large deviations assumption $(L_d)$. For any $x \in E$

$$w(x) - w_T(x) \leq \sup_{\tau, \text{bounded}} \mathbb{E}^x \left\{ \int_{\tau \wedge T}^T e^{-\alpha s} f(X_s) ds + 1_{\{\tau > T\}} \left( e^{-\alpha \tau} g(X_\tau) - e^{-\alpha \tau + \tau} g(X_{\tau \wedge T}) \right) \right\}$$

$$\leq \sup_{\tau, \text{bounded}} \mathbb{E}^x \left\{ \sum_{i=0}^\infty 1_{\{\tau \geq T+i\}} e^{-\alpha \tau+i} \| f \| + 1_{\{\tau > T\}} e^{-\alpha T} 2\| g \| \right\}$$

$$\leq \sup_{\tau, \text{bounded}} \mathbb{E}^x \left\{ \sum_{i=0}^\infty 1_{\{\tau \geq T+i\}} \left( 1_{\{A_{T+i}\}} e^{-\alpha \tau+i} + 1_{A_{T+i}^c} e^{-\lambda(T+i)} \right) \| f \|$$

$$+ 1_{\{A_T\}} e^{-\alpha T} 2\| g \| + 1_{\{A_T^c\}} e^{-\lambda T} 2\| g \| \right\}$$

$$\leq \|f\| \sum_{i=0}^\infty \mathbb{P}^x \{A_{T+i}\} + \|f\| e^{-\lambda T} \frac{1}{1 - e^{-\lambda}} + \mathbb{P}^x \{A_T\} 2\|g\| + e^{-\lambda T} 2\|g\|$$

$$\leq \|f\| \left( \frac{C}{p} e^{-\rho T} + e^{-\lambda T} \frac{1}{1 - e^{-\lambda}} \right) + 2\|g\| \left( Ce^{-\rho T} + e^{-\lambda T} \right).$$

Hence, value functions $w_T$ converge to $w$ uniformly (and exponentially fast) on compact sets. Since $w_T$ are continuous, so is $w$. \qed

It is now standard to show that $\tau_\varepsilon = \inf \{ t \geq 0 : g(X_t) + \varepsilon \geq w(X_t) \}$ is an $\varepsilon$-optimal stopping time for any $\varepsilon > 0$.

6. Examples

**Example 1.** Consider a diffusion on $\mathbb{R}^d$

$$dX_t = b(X_t)dt + \sigma(X_t)dW_t,$$

where $(W_t)$ is a standard $d_1$-dimensional Brownian motion with $d_1 \geq d$, $b : \mathbb{R}^d \to \mathbb{R}^d$ and $\sigma : \mathbb{R}^d \to \mathbb{R}^{d \times d_1}$ are bounded Borel measurable functions. The boundedness of $b$ outside of a large enough ball is actually implied by the conditions spelled out below, so it is enough to assume local boundedness at this stage. Let $a(x) = \sigma(x) \sigma^T(x)$ and assume uniform non-degeneracy, i.e., $\inf_{\|\xi\|=1} \inf_x \xi^T a(x) \xi > 0$. The speed of convergence of $X_t$ to its invariant measure will depend on the quantity

$$\eta(x) = \frac{x^T}{\|x\|} b(x).$$

The following list summarises three cases we will describe in detail. Each set of conditions implies assumptions (D1), (D2) and (D2'). It is easy to verify that the Ornstein-Uhlenbeck process belongs to the first class.

- If $\eta(x) \leq -r$ for sufficiently large $x$ and some $r > 0$, then the process converges at an exponential speed.
- If $\eta(x) \leq -r/\|x\|^p$ for sufficiently large $x$ and some $r > 0$, $0 < p < 1$, then the process converges at a subexponential speed.
- If $\eta(x) \leq -r/\|x\|$ for sufficiently large $x$ and some $r > d/2 + 1$, then the process converges at a polynomial speed. In particular, it suffices to show that $\lim \sup_{\|x\| \to \infty} x^T b(x) = -\infty$. 
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Details are collected in two lemmas below (Lemma 6.1 and Lemma 6.2). We shall omit references for the first class as it is contained in the second one, which provides sufficient conditions for this paper. Although the same could be said about the relationship between the second and third class, we present details for both cases as they are less well known.

**LEMMA 6.1** ([11]). Assume that there is $M > 0$, $r > 0$ and $0 < p < 1$ such that $\eta(x) \leq -r/\|x\|^p$ for $\|x\| > M$. Then there are unique invariant measure $\mu$ and constants $C_0, C_1, A_0, A_1$ such that

$$\sup_{t \geq 0} \mathbb{E}^x \{ e^{2A_0 \|X_t\|^\alpha} \} \leq C_0 e^{2A_0 \|x\|^\alpha}$$

and

$$\|P_t(x, \cdot) - \mu(\cdot)\|_{TV} \leq C_1 e^{A_0 \|x\|^\alpha - A_1 t^\delta},$$

where $\alpha = 1 - p$ and $\delta = (1 - p)/(1 + p)$.

**LEMMA 6.2** ([30]). Assume that there is $M > 0$ and $r > d/2 + 1$ such that $\eta(x) \leq -r/\|x\|$ for $\|x\| > M$. Then there are a unique invariant measure $\mu$ and constants $m, k, C > 0$, such that

$$\|P_t(x, \cdot) - \mu(\cdot)\|_{TV} \leq C(1 + \|x\|^m)(1 + t)^{-(1+k)}$$

and

$$\sup_{t \geq 0} \mathbb{E}^x \{ \|X_t\|^{m+\delta} \} \leq C_0(1 + \|x\|^{m+\delta})$$

for sufficiently small $\delta > 0$.

The rate of convergence of transition probabilities to an invariant measure is closely related to so called mixing coefficients. In [31] it is shown that the bounds from Lemmas 6.1 and 6.2 are almost optimal.

**Example 2.** The reader is referred to [17] for details. Consider a jump-diffusion

$$dX_t = b(X_t)dt + \sigma(X_t)dW_t + \int_{|z| \leq 1} \zeta(X_{t-}, z)\tilde{\mu}(dt, dz) + \int_{|z| > 1} \zeta(X_{t-}, z)\mu(dt, dz),$$

where $b : \mathbb{R}^d \to \mathbb{R}^d$, $\sigma : \mathbb{R}^d \to \mathbb{R}^{d \times d_1}$ and $\zeta : \mathbb{R}^d \times \mathbb{R}^{d_2} \to \mathbb{R}^{d_1}$, $(W_t)$ is a $d_1$-dimensional standard Brownian motion and $\mu$ is a Poisson measure on $[0, \infty) \times (\mathbb{R}^{d_2} \setminus \{0\})$ with the intensity $\nu(dz)dt$. The Levy measure $\nu$ satisfies $\int (|z| \wedge 1)\nu(dz) < \infty$. $\tilde{\mu}$ is the compensated measure $\mu$, i.e., $\tilde{\mu}(dt, dz) = \mu(dt, dz) - \nu(dz)dt$. Let Assumptions 1, 2 and 3* from [17] be satisfied. The first one enforces linear growth for $b, \sigma, \zeta$, the second one is concerned with absolute continuity of the transition probability with respect to the Lebesgue measure. The last assumption is a Foster-Lyapunov criterion. Theorem 2.2 in the aforementioned paper shows the existence of a unique invariant measure. Coupled with Proposition 3.8 therein it proves our assumptions (D1)-(D2). As a special case consider an Ornstein-Uhlenbeck process

$$dX_t = -QX_tdt + dZ_t,$$

where $(Z_t)$ is a (multi-dimensional) Levy process with the generating triplet $(b, A, \nu)$ and all eigenvalues of $Q$ have positive real parts. If $\int_{|z| > 1} |z|^q\nu(dz) < \infty$ for some $q > 0$ then the process $(X_t)$ satisfies (D1)-(D2) [17, Theorem 2.6]; in fact, the convergence is exponentially fast. It can also be shown that it is strongly Feller if either (a) $A$ is of full rank or (b) $\nu(\mathbb{R}^d) = \infty$ and $\nu$ is absolutely continuous with respect to the Lebesgue measure [16, Theorem 3.1]. Other conditions for the strong Feller property of jump diffusions can be found in [14, 32]. If the diffusion term vanishes, $\sigma \equiv 0$, i.e., when $(X_t)$ is driven only by a jump noise, a sufficient condition for (D1) (with an exponential speed) and (D2) can be found in [13].
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