The
University
o Of

= -n,‘-_“ u}:_.'!?- Bhe&i{“:ld.

This is a repository copy of Spectral Analysis of Nonlinear Wave Forces.

White Rose Research Online URL for this paper:
http://eprints.whiterose.ac.uk/81025/

Monograph:

Boaghe, O.M., Billings, S.A. and Stansby, P.K. (1997) Spectral Analysis of Nonlinear Wave
Forces. Research Report. ACSE Research Report 673 . Department of Automatic Control
and Systems Engineering

Reuse

Unless indicated otherwise, fulltext items are protected by copyright with all rights reserved. The copyright
exception in section 29 of the Copyright, Designs and Patents Act 1988 allows the making of a single copy
solely for the purpose of non-commercial research or private study within the limits of fair dealing. The
publisher or other rights-holder may allow further reproduction and re-use of this version - refer to the White
Rose Research Online record for this item. Where records identify the publisher as the copyright holder,
users can verify any specific terms of use on the publisher’s website.

Takedown
If you consider content in White Rose Research Online to be in breach of UK law, please notify us by
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request.

\ White Rose o
| university consortium eprints@whiterose.ac.uk
WA Universiies of Leeds, Sheffield & York https://eprints.whiterose.ac.uk/



mailto:eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

24 -8 (§)

Spectral Analysis of Nonlinear Wave Forces

0.M.Boaghe, S.A.Billings, P.K.Stansby

Department of Automatic Control and Systems Engineering
University of Sheffield
Mappin Street, Sheffield S1 3JD
United Kingdom

Research Report No. 673

May 16, 1997

University of Sheffield

200391384

I ARETE 0 A




“Spectral Analysis of Nonlinear Wave Forces

O. M. Boaghe 1, S. A. Billings !, P.K. Stansby ?

May 16, 1997

t Department of Automatic Control and Systems Engineering, University of Sheffield,
. Po.Box-QOO, Mappin Street, S1 3JD, UK

i Hydrodynamics Research Group, School of Engineering, University of Manchester,
Oxford Road, Manchester, M13 9PL, UK

Abstract

The spectral analysis of nonlinear wave forces is investigated based on the Mori-
son equation and related models including the recently introduced Dynamic Morison
model. An expression for the response power spectrum is initially derived in terms
of the higher-order nonlinear frequency response functions and the spectrum of the
input velocity. It is then shown how this can be evaluated for the Dynamic Morison
model to yield an expression for the output power spectrum in terms of the coefficients
of the time-domain differential equations and properties of the input. A comparison
of the output spectra computed using traditional methods and the new expression
of the response spectrum over several data sets is included. An interpretation of the

. s, Morison equation response spectrum is finally given.

\ -~

1 Introduction

Spectral analysis is widely used in the study of wave forces and the safety assessment
of offshore structures. The response spectral density is computed based on the linearised
model or more recently by including a u® term to account for the u|u| term in the Morison
equation, where u is flow velocity. However, recent results have shown that the Morison
equation can be significantly improved by adding force history terms to yield the Dynamic
Morison model. In the present study a new expression is derived for the output power
spectrum of the Dynamic Morison model which explicitly reveals the dependence of this
on the coefficients of the time-domain differential equations.

Initially the modelling of the nonlinear wave forces based on the Morison, Morison-
Duffing, NARMAX and Dynamic Morison model are briefly discussed. The higher-order
frequency response functions of the Dynamic Morison model are then derived as a function
of the model coefficients. Substituting these into the power spectra yields, for the first time,
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an explicit expression for the output power spectrum in terms of the coefficients of the
Dynamic Morison nonlinear differential equations. A direct link between the time-domain
model coefficients, properties of the input and the power spectrum 1s therefore established.
This has important implications for future studies on the fatigue life computation and
also on the analysis of the form and sensitivity of the spectrum in terms of the model
parameters.

Spectra computed using the new formula are compared with spectra computed over
five data sets refered to as Salford (Baker, 1994), De-Voorst and Christchurch Bay data
(Stansby et al, 1992), to validate the new procedure. This study is concluded with a critical
analysis of the Morison equation response spectrum.

2 Modelling nonlinear wave forces

A fundamental problem in the prediction of the nonlinear wave forces is the con-
struction of accurate force models. Four main types of models are presented and briefly
discussed in this section: the Morison equation, Morison-Duffing equation, NARMAX para-
metric models and Dynamic Morison models. '

The traditional way of modelling wave forces is based on the Morison equation
(Morison et al, 1950) which assumes that the force is composed of a linear combination of
inertia and drag forces. This equation is used when the drag force is significant.

The Morison equation can be written as:

F(t) = ireDiC,

4
du(t)
K dt

du(t)
dt

+ Keu(®)lu(t)| (1)

+ 5pDCeu(t)[u(t)

where F(t) is the force pet unit axial length, u(t) is the instantaneous flow velocity, p is the
water density ard D is the diameter. The drag and inertia coefficients C; and Cyn depend
on the characteristics of the flow. '

The Morison equation generally predicts the main trends in the measured data quite
well, however some characteristics of the flow are not well represented. These can be
revealed during a frequency domain analysis.

It is not possible to directly map the Morison equation into the frequency domain
using the techniques of Volterra series due to the presence of the drag term u(t)|u(t)| which
has a discontinuous derivative. A necessary condition for the existence of the Volterra
series is that all nonlinearities must be infinitely differentiable (Palm and Poggio, 1987).
The drag term can however be approximated by a polynomial of the form:

w(B)lu(®)] = aru(t) + as®(t) + asus(t) + ... (2)

This approximation holds under the assumption that the input signal is a zero-mean
Gaussian signal whose odd order moments are identically zero (Bendat and Piersol, 1986).

2




The approximated Morison equation, for nonlinearities in the input up to third order, is
therefore given by:

du(t)

F(t)=K; =

+ Kdlu(t) + Kigus(t) (3)

The linear transfer function of the approximated Morison equation was computed by

Swain et al (1996): Hi(w1) = Ku1 + jw; K;. It is obvious from the linear transfer function

that limm |Hi(w1)| = co, which means that when the cylinder is sub ject to a high frequency
Wy —

input wave of very small amplitude, it will-experience an extremely high force. However,
for most physical systems the gain of the system falls off as the frequency increases. It
seems likely that the Morison equation requires modification and extension.

An extension of the Morison equation known as the Morison-Duffing equation was
proposed by Stansby et al (1992) to predict wave forces in a variety of situations in which
the history of vortex shedding can be a significant effect. The influence of vortex shedding
was modelled by higher order and derivative terms in F(t). Additional terms proportional
to F3(t), F3(¢), d‘iif) and dz(;:z@) were included, terms also present in the Duffing nonlinear
oscillator equation. After some preliminary tests on U-tube data it became apparent that
the F*(t) term could be discarded as insignificant. The model also showed a degree of
improvement when the F3(%) term was replaced by one of the form F(t)|F(t)|. The form
of the Morison-Duffing equation is thus:

o ‘Liz(t) 2dFd£t) + s F(1)|F(t)|+ F(t) = éwpDQC’m%i—t)- ke %pDC’du(tNu(t” (4)

Nonlinear wave force models can also be constructed using nonlinear system iden-
tification techniques based on the NARMAX approach. The NARMAX (Nonlinear Auto
Regressive Moving Average with eXogenous inputs) model is an expansion of past inputs,
outputs and noise terms (Leontaritis and Billings, 1985).

—

F(k) = fIE(k=1),..., F(k—np),u(k=1),...,u(k—n,),e(k=1),...,e(k—n.)] +e(k) (5)

F(k), u(k) and e(k) are the discrete-time output, input and noise respectively at the time
intervals k& and f is a nonlinear rational or polynomial function. System identification
based on this model consists of determining the model structure, followed by parameter
estimation and model validation. -Nonlinear wave force models were identified using the

NARMAX model by Worden et al (1994).

The predictive performance of the estimated models were found to be better than the
Morison equation but the models were difficult to interpret. Although identified NARMAX
models are not necessarily unique for a particular data set, if they capture the underlying
system characteristics all the models should exhibit the important dynamic features of the
system. For example, if the NARMAX model represents the underlying system accurately
1t must reflect the unique linear and nonlinear frequency behaviour of the system.




Swain et al (1996) developed and discussed a new model structure, the Dynamic
Morison equation, based on the frequency domain uniqueness of identified NARMAX mod-
els associated with nonlinear wave forces. The procedure employed to determine the model
consisted of two stages: estimation of a discrete-time (NARMAX) model from sampled
input-output data and computation of the generalised frequency response functions. Con-
tinuous time nonlinear differential equation models were then identified by curve fitting
to the complex linear and higher order frequency response data using a weighted complex
orthogonal estimator (Swain et al, 1996).

The continuous-time model is very similar to the Morison and Duffing-Morison equa-
tions and is referred to as the a Dynamic Morison equation:

L) dF(t) du(t)
T+ e+ F(t) = Ki—

The constants and coefficients associated with the Morison and Dynamic Morison
models were identified for the Salford Cylinder, De-Voorst and Christchurch Bay data sets
by Swain et al (1996) and are summarised in Table 1.

(231

+ Kdlu(t) + Kﬂ“(t)s (6)

Table 1: Coeflicients for Morison (3) and Dynamic Morison (6) continuous-time models
(Swain et al, 1996)

Data Set Equation Type K; Ki K Qy Qg

Salford Set 1 Morison 2.32 1.56 | 171.68 | - -
Dynamic Morison | 2.14 | 2.09 | 108.12 | 0.04 | 0.22

Salford Set 2 Morison 2.12 | 1.39 | 208.40 | - -
Dynamic Morison | 2.08 1.99 | 116.44 | 0.04 | 0.22

Salford Set 3 Morison 2.14 | 1.72 | 152.47 - .
Dynamic Morison | 1.90 | 1.49 | 162.32 | 0.04 | 0.19

Christchurch Morison 148.67 | 54.33 | 32.02 - -
Bay Set Dynamic Morison | 171.14 | 23.00 | 23.25 | 0.27 | 0.56

De-Voorst Morison 169.66 | 27.05 | 72.22 - -
Set~ Dynamic Morison | 171.94 | 4.81 | 74.00 | 0.02 | 0.16

For the present analysis a third order NARMAX model was found to be sufficient to
model all the relevant features of the data and hence the estimated continuous-time model
incorporates nonlinear terms up to third degree. However, depending on the different ex-
perimental conditions, the nonlinear NARMAX model may contain higher-order nonlinear
terms of the input. To accommodate these possibilities the Dynamic Morison equation can
be rewritten as: '

. i F = -7 —_ 4 = Cuu U 7

Spectral analysis derived for the Morison equation, the NARMAX model and the
Dynamic Morison equation, for -all five data sets analysed in Swain et al (1996) will be
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studied in the next section. New characteristics of the Morison equation can be revealed
and interpreted by using the estimated response spectrum.

3 Spectral analysis of nonlinear wave forces

Frequency domain analysis is important in wave force analysis because it provides a
direct link to the fatigue life of offshore structures. There are several ways in which spectral
analysis can be performed. Spectral estimates can be obtained from measured input and
output signals, from a predicted output signal via an identified continuous-time differential
equation, or from the predicted output spectrum via the nonlinear frequency response
functions. The latter case is particularly informative because an analytic expression for the
power spectral density can be obtained, as a function of the nonlinear frequency response
functions and the parameters of the system model.

The application of spectral analysis to nonlinear wave forces is directly dependent
on the type of input signal applied to the system, that is deterministic or random signals.
For deterministic input signals, the response power spectrum has been derived, for example
by Worden et al (1994). In real situations the input signal is random and a new approach
has to be adopted. The response power spectrum for nonlinear wave forces is derived in
the following sections, when random input signals are applied to the system.

3.1 Response power spectrum estimation for nonlinear systems
- an overview

Since all the models discussed above are nonlinear, methods of analysing nonlinear
models in the frequency domain will be briefly discussed below.

The traditional description of nonlinear systems has been based on the Volterra se-
ries. Volterra (1959) showed that every continuous functional F(u) in the field of continuous
functionals can be represented by the Volterra expansion:

—

: F(u)= Y Falu) (8)

n=0

in which Fy[-] is a regular homogeneous functional of the form:

oo

Fn[t]zf.../ (T2 )t = T )ult = ) u(t — To)dmdry . dr (9)

The index n is the degree of the functional. The series is called convergent if a
definite value of the functional corresponds to every function wu(t).

The nth-order kernel of (9), hn(71,72,...,7n) is often referred to as a nonlinear
impulse response of order n. The Fourier transform of ha(:) is called the nonlinear transfer
function or generalised frequency response function of order n:
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I°S) o
Hn(LU1,L&J2,...,Wﬂ) = f s @ ¥ f hn(‘rl,‘rg,...,Tn)emp(—j(wlﬁ +£L)2"."2
; —-co —co

+ .t waTh))dndr ... dn, (10)

The power spectral density for a nonlinear system was derived by Rugh (1981), with
a real, stationary, zero-mean and Gaussian input and is applied below to the nonlinear wave
forces case.

When u(?) is a real random process; the expected value of the output is expressed
as (Rugh, 1981):

E[F.(t)] = ha(ry ooy T)Elu(t — 7). ou(t — 7))dry . .. dr,

ho(miy e T) RO (E =1, t —1)dmy .. d, (11)

é\g é"\g
8|“-~.3 é“\-—-.s

where the n-th order autocorrelation of the input u(t) is defined by:

RO)(t1,...,ta) = E[u(ty), ..., u(t,)] (12)

From equation (11) the expected value of the output depends on the nth-order input
autocorrelation. In other words, as n increases more statistical information about the input
is needed to characterise the expected value of the output.

Initially the power spectral density is computed for the n-order output in equa-
tion (8). The complete expression for the output spectrum is then constructed based on

" this result. The multi-variable output autocorrelation Ryy(t1,...,t24) is defined as (Rugh,

1981): 5
Brlfuyes ooban) = j] (Tt ey T ) (Tngty o3 Tam)
R‘Ein)(tl —T1y... :t2'n. - TZn)dTI s dTZn (13)

The response power spectrum of the output F,,(t) can then be computed as a function
of order 2n of the input autocorrelation function:

SE w1, ... wan) = Halwy, ... 0 ) (Wneyy s & s W VSO i, . oo 1) (14)

When a stationary input is applied to a stationary nth-order system, the usual time-
shift argument shows that the qutput process is stationary (Chrysostomos, Petropulu,
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1993). Thus, for a stationary random input signal the output autocorrelation and power
spectral density can be expressed as a function of a single variable (Rugh, 1981):

1 oo [= = I ’
SFF(LU) = WI / ‘e f S_E-,?F)(’h,. - ,72,“)6(0.’—- 5 M —"}'n)d’)fl . .d’y;n =
1 o0 oo
- (QﬂT*_i T Ho(s- - ) Ha( Tkt - 120)SE (1, -y 72m)
Sw=1 = —ya)dYr ... dyan (15)

To achieve further simplification it is assumed that the input is a real, stationary
Q. random process with zero-mean and a Gaussian distribution. In this case the higher-order
autocorrelations of the input process can be expressed in terms of the 2nd-order moments

and hence the nth-order autocorrelation function can be written as (Rugh, 1981):

n

ult; — 1 )
Rl(:‘)(th---,tn): ZP:JI}:Ru (J k) n even (16)
0, n odd ;

where ﬁ is a product over a set of n/2 (unordered) pairs of integers from 1,2,...,n and 30
1k . P
isasumoverall (n —1)(n—3)...(1) = (T/ETjL""W such products.

The corresponding power spectral density is then:

(2m)M2 % ﬁ Suu(w;j)é(wj + wy), n even
S, ... wy) = ? 5k :

0 n odd
ﬁ " )

The response power spectrum is therefore:

(17)

SFF(L;) o ZW;_I ;Z 5 ._Z Bty vy B i o)
#l — o~ ) ﬁ Suu(13)8(%; +v)dm - . dy2n (18)
B
Rewriting equation (8) as:
F(t) = i Fi(t) (19)

then for a real random input the output autocorrelation is (Rugh, 1981):




8

Ree(t tz) = BIF(8)F(t)] = 3

Il

m

BBt = 3 3 Rt (a0

n=1m=1

and the output power spectrum is the Fourier transform of the autocorrelation:

(e} (e o] (= o] [os]
SFF(wly':"JZ) = F(Z Z RFﬂFm(tI:tZ)) = Z Z SFnFm(tlsiZ) (21)
n=1 m=1 n=1m=1
In the case of a real, stationary, zero-mean, Gaussian input signal, with a power
spectral density S,,(w), the partial output spectrum is SF.F, =0, when n4+m is odd, and
when n + m is even (Rugh, 1981):

1 o9 O
SFFn(w) = (m;?/---/Hn(‘h,---,’rn)Hm('rn+1,-..,'yn+m)
n+m
§w=m—-. =) IT Suu(2)6(v; +m)dmn ... dYnsm (22)
7.k

3.2 Response power spectrum estimation for wave forces

The models presented in section 2 have a third-order nonlinearity, and therefore
the response spectrum formula (22) for wave forces is based on the nonlinear frequency
response functions up to third order. By applying equation (22) for a third-order nonlinear
system, the output power spectrum is given as:

Srr(w) = Hi(w)Hi(—w)Su(w) + %Hl(w)Sw.(w) f Hy(—w,v, —7)Sw(7)dy +

/%Hl(_w)suu(w)—.f H3(Qr73_7)5““(7)d7+

oo 00

1
T 2—5(0))/ fHz(’}’l:""71)H2(727_72)5uu(71)5uu(72)d71d72+
™

—CQ —00
=]

Hz(w - 7,7)H2("w + Y _7)Suu(7)5uu(w . 7)d7 s

o« oo

/ / H3(w - M —’}’21’}'1,’72)53(—02 + T P2, "71;—72)

—00 —00

Su‘u.(w -7 - 72)5uu(71)5uu(72)d71d72 +

(22)25%(“)) ]o fHs(“-’:’rl,—"h)Hg(-—w,'yz,—%)

-0 =CQ

wa(71)Suu(72)dT1d72 (23)

tn




This expression can be simplified if it is assumed that Hy(wr,w;) = 0 for nonlinear
wave forces and if the symmetry properties available for the input spectrum S, and the
transfer functions are considered. Since the properties of spectral conjugation hold for the
nonlinear transfer function

H;:(QJ]_, ST ,Wn) = Hﬂ(_wl) vy —wﬂ) (24)

equation (23) then reduces to:

3 co
Ser() = |H()Suulw) + 2 Hiw)Su@) [ Hialmty,—1)Sun(r)y +
3 X oo
. + E;Hl(—w)suu(w) f H3(w17! _7)Suu(7)d7 +
6 © oo
+ (2“)2_£_[o |Ha(w = — 72,7, 72)|°
Sy.u(w i ¢ e 72)Suu(71)5uu(72)d’fld’)’2 +
9 © oo
+ (%)zsw(m_i [ Bl =) Hal- =)
Suu(ﬂrl)suu(72)d71d72 (25)

Having determined an expression for the power spectral density, the first and third
order transfer functions Hy(w) and Hj(w;,ws,ws) should be determined and substituted in
equation (25). Consider the Dynamic Morison model (6) developed by Swain et al (1996).
By applying the probing method developed by Peyton-Jones and Billings (1990) to the

. ~~ continuous-time differential equation (6), the nonlinear frequency response functions can
\ be expressed explicitly in terms of the continuous-time model coefficients as:

] _ Ka + Ki(jw)
)= T o)~
Hy(wi,w,) =0

Kas
1 — az(jwr + jws + jws) — e (Jwr + jws + jws)?

H3(|’-U1, Wz, wB) =

(26)

The transfer function expressions (26) can now be substituted into (25) and the
response spectrum determined as:

(=]

K K, (jw)|? K
Srr(w) = Suu(w) |Kar + Ki(jw)| 6 Kar Kas ; /Sw(fy)d'y

11— ea(jw) — ey (Jw)?|? T o w(w)(l + aqw?)? 4 (eaw)?




o

-

6 | Kas|?
(27)? |1 — apjw + aw?|

9 | Kas|? T :
+ -(—é—;r—)—zsuu(w)I (/ Suu('?'l)d'}'l) (27)

1-— azjw + a1w2|2

+ 2 / f Suu(w -7 — VZ)Suu(71)Suu(72)d71d72 -+

oo

It should be emphasized that the response spectrum is computed based on the nth-
order input spectrum, which has been expressed as a function of the first order input
spectrum S,,(w) in equation (17), when the input is a real, stationary, zero-mean and
Gaussian signal.

The significance of the expressions in equations (25) and (26) is that for the first
time the power spectral density of nonlinear wave force models has been expressed in a
form which explicitly shows how ‘the PSD (power spectral density) depends on the model
coefficients, in the case of a real, stationary, zero-mean and Gaussian input signal. These
results provide significant insight into the operation of these systems and it is relatively
easy to apply a similar analysis to other nonlinear systems.

The results which were obtained by applying the probing method to the continuous-
time differential equations, which define the system dynamics, are given in equation (25)
and (26). However the estimation procedure can only be applied for continuous-time dif-
ferential equations, with no discontinuities, that is, in the case of nonlinear wave forces,
only for a polynomial approximation of the drag term wu(t)[u(t)|.

4 Spectral analysis performed on a fixed cylinder

Wave force data from a variety of systems have been modelled by Swain et al
(1996). The data sets consisted of velocities and forces for three different rectangular wave
spectra for a fixed cylinder, obtained from the University of Salford, forces and velocities
measured on the Christchurch Bay Tower and a data set from the De Voorst facility at
Delft Hydraulics—

In this secfion spectral analysis will be performed on the three model types: the
Morison equation, the NARMAX parametric model and the Dynamic Morison equation
(Swain et al, 1996). In each case the spectral estimates will be computed using two ap-
proaches. Both are based on the traditional methods of computing the spectral density but
the first operates on the measured output signal and the second on the output produced
by simulating the identified differential equation.

The response power spectrum will be estimated for Morison and Dynamic Morison
equations and an example of fatigue life computation based on this estimates will be pre-
sented. Finally a comparison between Morison and Dynamic Morison power spectra will
be made.
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4.1 Spectral analysis of the time domain models

The power spectral density was computed for the measured output signal (the wave
force) and for the output signal computed by simulating the identified continuous-time
differential equations presented in Table 1. In all cases the input was a narrow band
random stationary signal. The Welch non-parametric method (Proakis et al, 1992) was
applied to the time sequences in order to find the power spectral density.

—— 95% confidence bands

~12 =

)
B
2

5 10 5 10 5 10
(a) f [Hz] (b) t[Hz] (e) t [Hz]

1 1
(d) 1 [Hz] 0t [Hz)

1
(@) 1 [Hz]

Figure 1: Power spectral density computed for the Salford Data Set 1: (a) Measured input
data; (b) Measired output data; (c) Smooth output data; (d) NARMAX (dashed) and
smooth output (solid) data; (e) Morison (dashed) and smooth output (solid) data; (f)
Dynamic Morison (dashed) and smooth output (solid) data.

The results obtained for all five data sets are presented in Figures 1-5. The original
input and output and the smooth output spectra are represented in the Figures 1-5 (a)-
(c), where the dashed lines are 95% confidence bands. The confidence bands represent
a precise measure of the quality of the spectrum estimate and are computed using the
method presented in Wellstead (1986). The dashed lines in the Figures 1-5 (d)-(f) are the
spectra computed for NARMAX, Morison and Dynamic Morison models, while the solid
lines in the same figures represent the smooth original output spectrum. The signals are
presented on a full scale in the Figures 1-5 (a)-(c) and only on the range relevant for the
cubic nonlinearity in the Figures 1-5 (d)-(f).

In order to investigate the differences between these spectra, a nonlinear smoothing
operation was applied to the high frequency bands of the original output signal. This has
the effect of reducing the component of the signal which is produced by white noise. In
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Figure 2: Power spectral density computed for the Salford Data Set 2: (a) Measured input
data; (b) Measured output data; (c) Smooth output data; (d) NARMAX (dashed) and
smooth output (solid) data; (e) Morison (dashed) and smooth output (solid) data; ()
Dynamic Morison (dashed) and smooth output (solid) data.

all subsequent data sets the output signal will be smoothed to remove the noise and both
spectra from the original and smoothed signals will be presented.

In Figures 1-5 (d)-(f) the spectrum of the smooth measured output (Figure 1-5 (c))
is used as a reference and it should be compared with spectra for all three models (Figure
1-5 (d)-(f)). By analysing the graphs, it can be observed that the NARMAX (Figure 1-5
(d)) and the Dynamic Morison (Figure 1-5 (f)) models are almost identical in terms of
spectrum shape. This fact is a new confirmation of the Dynamic Morison identification
procedure, presented by Swain et al (1996).

The spectrum of the smoothed output shown in 1-5 (c) compares well with the
spectrum produced by the noise free outputs generated from the NARMAX and Dynamic
Morison equation models. The slight difference between the original output spectrum and
the NARMAX estimated output spectrum corresponds to the noise model detected by the
orthogonal-least-squares algorithm. The NARMAX output in Figures 1-5 (d) is noise free,
while the original output 1-5 (b) includes coloured noise effects.

The NARMAX model (5) was validated using higher-order correlation tests. The
correlation tests hold if the prediction error sequence e(k) in (5) is reduced to an unpre-
dictable sequence. This will be achieved and the estimates will be unbiased if the correlated
noise is correctly accommodated. in the identified noise model (Korenberg et al, 1988).
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—— 95% confidence bands
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Figure 3: Power spectral density computed for the Salford Data Set 3: (a) Measured input
data; (b) Measured output data; (c) Smooth output data; (d) NARMAX (dashed) and
smooth output (solid) data; (e) Morison (dashed) and smooth output (solid) data; (f)
Dynamic Morison (dashed) and smooth output (solid) data.

The Morison spectrum is also different from the measured output spectrum. The dif-
ference is caused by the Morison model which cannot capture the dynamics of the nonlinear

" system. As discussed by Swain et al (1996), the Morison model is likely to be inappropri-

ate at high frequency components of the input signal, where the Morison model introduces
additional spectral components which are not present in the smoothed output spectrum
and which appearto be spurious. This provides further evidence that the NARMAX and
Dynamic Morison models are a more appropriate fit to the underlying system.

4.2 Spectral analysis via the frequency transfer functions

The response spectra can also be computed by using the results in section 3.2.
This consists of mapping the Dynamic Morison differential equation models from Table 1
directly into the frequency domain using equation (27).

The result of this analysis for all the data sets is summarised in Figure 6, where
the spectra obtained analytically from equation (22) (dash-dot lines) are compared to the

spectra obtained by simulating the Dynamic Morison differential equation in the time
domain (solid lines).

A measure of comparison between the power spectral density curves can be provided
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Figure 4: Power spectral density computed for the Christchurch Bay Data Set: (a) Mea-

sured input data; (b) Measured output data; (c) Smooth output data; (d) NARMAX

(dashed) and smooth output (solid) data; (e) Morison (dashed) and smooth output (solid)
data; (f) Dynamic Morison (dashed) and smooth output (solid) data.

by computing the R and NMSE values defined below. NMSE and R values have been
computed for all the data sets and the results are presented in Table 2. The NMSE is
' " given by: ‘ .

\ -~

\
\|

—_—

_ | Z(Spp(k) — Srr(k))? |
NasE = \J T (5re() — Ser(R)) %)

where Sp5(k) is the spectrum computed by simulating one of the three models presented

in Table 1, Spr(k) is the spectrum computed from the measured output and Srr(k) is the
mean value of the spectrum for the measured output.

The average power Pr in the signal spectra can also be considered.

Pr = B[S = -;TZSFF (29)

The normalised difference between the average power of the measured output and
the computed output can then be computed as:
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Figure 5: Power spectral density computed for the De-Voorst Data Set: (a) Measured
input data; (b) Measured output data; (c) Smooth output data; (d) NARMAX (dashed)
and smooth output (solid) data; (e) Morison (dashed) and smooth output (solid) data; (f) .
Dynamic Morison (dashed) and smooth output (solid) data.

Srr — Saz

R==IT_"FF (30)
SFF

The accuracy of the estimate Srr is directly dependent on the input spectrum es-

timate S,,. The estimate S,, was obtained for 8192 samples samples of the measured

input and the Welch method of spectrum estimation assures an unbiased and very accurate
estimate.

The processing time for the method based on equation (27) is determined by the
3rd-order convolution of the input spectrum Sy, in equation (27) which requires an ex-
ponential computation time. Therefore a trade-off between accuracy and processing time
was adopted. However, a small number of samples (128 in Figure 6) should not affect the

accuracy of the estimate Spr, providing the input spectrum estimate S,, is sufficiently
accurate.

The advantage of using equation (25) or (27) is that the dependence of the spectral
density on the model structure and coefficients is transparent. It is therefore very easy to
visualise what a change in the model terms, the nonlinearity, the coefficients or the input
spectrum will have on the power spectrum and to assess the sensitivity to these effects. A
similar insight can also be gained for the fatigue life computation which is based on the
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Figure 6: Power spectral density estimated for: (a) Salford Data Set 1; (b) Salford Data
Set 2; (c) Salford Data Set 3; (d) Christchurch Bay Data Set; (e) De-Voorst Data Set

The solid lines represent the spectra from the Dynamic Morison equation calculated by
standard methods, the dashed lines show the estimates obtained using equation (27).

response spectrum estimate and which will be discussed in the next section.

43 Application to fatigue life computation

The Mofi?gn and Dynamic Morison equations are compared in this section in terms
of estimated fatigue life. Consider the problem of finding the expected fatigue life in years
of the fixed cylinder subjected to random waves, used in the Salford experiment (Data Set
1), based on the estimated power spectrum of the wave force.

The problem is simplified and uniform loading considered, given the force measured
on the sleeve, along the span. The stress at the support end of the cylinder is proportional
to force: § = k x F, where k is a function of cylinder geometry, material and support.
Here the constant k is chosen arbitrarily to give a fatigue life of about 50 years.

The assessment of the fatigue life can be performed by using the so called S-N
approach (British Standards Institution, 1980). This method, currently in general use,
relies on empirically derived relationships between stress ranges and fatigue life, for different
materials.

When subjected to random excitation, fatigue failure occurs as a result of the com-
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Table 2: R and NMSE values for the estimated spectra using equation (27) and the
Dynamic Morison model (6)

Data Set R NMSE

Salford Data Set 1 9.98% 22.77%
Salford Data Set 2 12.66% | 14.74%
Salford Data Set 3 6.03% | 16.42%
Christchurch Bay DataSet | 9.48% | 16.18%
De-Voorst Data Set 3.91% | 28.86%

bined effect of stress cycles of many different amplitudes and the S-N curve is not directly
applicable. If the random excitation is a narrow band process, in which separate stress cy-
cles can be identified, then Miner’s rule can be applied and the fatigue life can be assessed
based on the cumulative damage: }° §#+ = 1, where n; is the number of cycles applied at
the stress level S; and N; is the number of stress cycles to failure at stress S;.

In the Salford experiments the cylinder was subjected to random waves with a narrow
band rectangular spectral density function. The wave force was measured on a small
cylindrical element and the input velocity was the ambient horizontal water particle velocity
at the mid point of the element (obtained without the cylinder in position).

(a) (b)

=]
™
\

50 ysars

Faligue lila [years|

Force power spactrum [N°N]

o 055 1 1.5 i 5 10 15
Frequency (Hz) Resolution (number of intervais)
Figure 7: Fatigue life estimation for Christchurch Bay Data Set: (a) The force power
spectrum approximation; (b) Fatigue life for Morison (solid line) and Dynamic Morison

(dashed line) equations;

The fatigue life will be determined by the stress power spectrum. Different stress
amplitudes can be found by using a simple and direct method presented in Osgood (1982).
The stress power spectrum is approximated by constant power levels, with identical fre-
quency bandwidth, as presented in Figure 7 (a). The number of cycles to failure is then
determined by using the standard S-N curve and the fatigue life computed. In this study

17




e et

the standard S-N curves for steel, class W are used (British Standards Institution, 1980).
The fatigue life values computed for all five data sets and the corresponding spectra from
the Figures 1-5 (b)-(f) are presented in Table 3.

Table 3: Fatigue life [years]

Data Set Original | Smooth | NARMAX | Morison Dynamic

Output |"Qutput Morison
Salford Data Set 1 58.65 57.97 69.58 69.46 69.59
Salford Data Set 2 11763 120.80 135.03 134.60 135.05
! Salford Data Set 3 90.78 87.61 96.71 96.40 96.71
& Christchurch Bay Data Set | 66.42 | 76.92 | 162.22 | 119.29 | 189.05
De-Voorst Data Set 89.20 89.34 95.71 85.75 91.30

The precision of the fatigue life approximation will increase with the number of
frequency intervals in the stress power spectrum, as shown in Figure 7 (b). On each
interval the stress level is considered to be the mean value of stress on that interval and
therefore for a small number of frequency intervals the approximated stress level is larger
than the original one and the corresponding fatigue life will be shorter.

The fatigue life does not became independent of the number of frequency intervals
within the maximum number investigated (16) and Table 3 is only intended to give an
indicator of relative magnitudes. Clearly the Morison equation gives a smaller fatigue life as
might be expected and this/quite marked for the Christchurch Bay case where nonlinearities
are greatest (Stansby et al, 1992).

7
&..
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\>

4.4 Spectral analysis for the Morison equation

The a.naTy‘_c_ic expression for the response spectrum (25) allows an easy and simple
interpretation of the wave force power spectrum for both the Morison and Dynamic Morison
equations.

The response power spectrum for the Dynamic Morison equation has been derived
in equation (27) and this can be re-expressed as:

==}

Srr(w) = Su(w) [IHl(w)P+%Real(Hl(w))Real(Hg(w,0,0)) / Suu(7)dy+

E = (%)2 |H3(w, 0,0)|? (7 Sw('y)d‘y) } +

—CQ
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2

.Spp(w) = Su(w) Hl(w)-i-—?lﬁﬂg(w,o,(]) +(2—?r—2|H3(w,O,D)|2/ /Suu(w—'yl——'yg)

2 )
Sunu(71)Suu(72)dm1d 72 (31)

—0o —co

where the constant k = cfo S ()

This equation clearly shows the contribution that the linear and nonlinear terms in
the model make to the response power spectrum. A similar expression for the response
power spectrum can be found for the Morison equation, considering the frequency response
functions derived for equation (3):

Hi(w) = Kay + jun K;
HZ(‘-’-’I,"’JZ) =0
H3(LU1,LU2,(JJ3) = Kd-3 (32)

In this case, the third order transfer function H3(w1,wq,ws) reduces to a constant
Ky3. In this case, the response power spectrum (31) can be simplified in to:

. 3k . [ 6 77
Srr(w) = Su(w)|Ka +jwK;+ gffﬁ + (—2;]_?|Kd3|2_‘/ . Suu(w — 71 —72)

Suu('h)suu(’}’z)d’hd’}’z
e = Su(@)H(@) +kiSu(@) + ks [ [ Suu(w -7 —7)
'\\ ~ ) —00 —00

) ’Suu(71)suu(72)d71d72 (33)
- oo o0 2
6 3
where ky = %KﬂKas_f Suu(7)dy + (TQ;KCB f Sw(’r)d’r)
6
= B
& (2m)2

The first term term; = Syu(w)|Hi(w)|? in equation (33) represents the contribution
of the linear terms in equation (3). The second term term; = k; Sy, (w) is a fraction of the
input spectrum and the third term termsz =k, [ [ Suu(w—m =72)Suu (1) Suu(12)d11d72

is the third order convolution applied to the input spectrum respectively. These terms were

estimated for the Salford Data Set 1 and are illustrated in Figure 8.

Figure 8 shows that the main contribution to the response spectrum is generated
by the linear terms, especially at-high frequencies. Any linear frequency function H;(w),

19




B

\
b7

original spsctrum term_1
10° + —-— eslimated spectrum | 10° + e tem_2

2 3 2 3
f[Hz] f[Hz]

Figure 8: The force power spectrum for the Morison equation - Data Set 1 (33)
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" Figure 9: The force power spectrum for (a) high frequency input applied to (b) Morison

and (c) Dynamic Morison equations - Data Set 1

for which ling.o |H1(w)| = co, will produce a response spectrum with the same behaviour:
Jim Spr(w) = co. For example, when a high frequency input wave with a very small

amplitude (Figure 9 (a)) is applied to the Morison model, the force spectrum increases as
shown in Figure 9 (b).

This can have critical consequences on the fatigue design for offshore structures
in which the stress is directly proportional to the wave force amplitude. Therefore the
stress 5 is expected to increase infinitely lim § = oo and therefore the number of cycles

before failure lim N = 0. Consequently the offshore structure will tend to be grossly over

w—oQ

engineered.

For Dynamic Morison model (Figure 9 (c)) the spectrum is not dominated by the
linear transfer function at high frequencies and therefore it is expected to provide an im-
proved and more reliable estimate of the fatigue life for offshore structures. Therefore, the
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estimated fatigue life in section 4.3 for the Dynamic Morison equation is longer than the
corresponding value found for the Morison equation, as it can be seen in Figure 7 (b) and

Table 3.

5 Conclusions

An expression for the output spectrum of nonlinear wave forces has been derived
based on the higher order frequency response functions and properties of the input. It
was shown how this can be evaluated for the Dynamic Morison and Morison equations to
reveal the explicit dependence of the spectra on the coefficients in the nonlinear differential
equation. An analysis and interpretation of the Morison equation response spectrum was
also presented.

Similar results can easily be derived for other nonlinear differential equations or
difference (NARMAX) equation models by evaluating the higher order frequency response
functions for these and substituting them into the expression for the output spectrum.

These results provide a unique insight by explicitly showing how the time-domain
coefficients influence the output spectra and vice versa. Application of the results was
demonstrated using five data sets from Salford, De-Voorst and Christchurch Bay. An
example was given of how fatigue life is affected by use of the conventional Morison equation
rather than more correct Dynamic Morison equation.
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