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ABSTRACT: A computational approach (DFT-B3PW91) is used to address 

previous experimental studies (Chem Commun. 2009, 6801) that showed that transfer 

hydrogenation of a cyclic imine by Et3N·HCO2H catalyzed by 16-electron 

bifunctional Cp*RhIII(XNC6H4NXƍ), is faster when XNC6H4NXƍ = TsNC6H4NH than 

when XNC6H4NXƍ = HNC6H4NH or TsNC6H4NTs (Cp* = 5-C5Me5, Ts = 

toluenesulfonyl). The computational study also considers the role of the formate 
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complex observed experimentally at low temperature. Using a model of the 

experimental complex in which Cp* is replaced by Cp and Ts by benzenesulfonyl 

(Bs), the calculations reveal that dehydrogenation of formic acid generates 

CpRhIIIH(XNC6H4NXƍH) via an outer-sphere mechanism. The 16-electron Rh 

complex + formic acid are shown to be at equilibrium with the formate complex, but 

the latter lies outside the pathway for dehydrogenation. The calculations reproduce 

the experimental observation that the transfer hydrogenation reaction is fastest for the 

non-symmetrically substituted complex CpRhIII(XNC6H4NXƍ) (X = Bs and Xƍ = H). 

The effect of the linker between the two N atoms on the pathway is also considered. 

The Gibbs energy barrier for dehydrogenation of formic acid is calculated to be much 

lower for CpRhIII(XNCHPhCHPhNXƍ) than for CpRhIII(XNC6H4NXƍ) for all 

combinations of X and Xƍ. The energy barrier for hydrogenation of the imine by the 

rhodium hydride complex is much higher than the barrier for hydride transfer to the 

corresponding iminium ion, in agreement with mechanisms proposed for related 

systems on the basis of experimental data.  Interpretation of the results by MO and 

NBO analyses show that the most reactive catalyst for dehydrogenation of formic acid 

contains a localized Rh–NH  bond that is associated with the shortest Rh–N distance 

in the corresponding 16-electron complex. The asymmetric complex 

CpRhIII(BsNC6H4NH) is shown to generate a good bifunctional catalyst for transfer 

hydrogenation because it combines an electrophilic metal center and a nucleophilic 

NH group. 
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INTRODUCTION 

The term transfer hydrogenation refers to a process that transfers two 

hydrogen atoms from one molecule to another via a catalyst and is distinct from 

typical hydrogenations employing H2. This process has been successfully applied in 

the catalytic oxidation/reduction of ketones, imines and related organic substrates and 

has permitted major advances in stereoselective hydrogenation.1-4 Most of the 

developments have been carried out with platinum group metals such as Ru, Rh and Ir 

but recent studies have shown that similar reactions and selectivity can be achieved 

with Fe complexes.5 In these processes, the substrate may bind to the metal center (an 

inner sphere mechanism)6 or may interact with the ligands without binding to the 

metal (an outer sphere mechanism).2, 3 Considerable effort has been devoted to 

understand these mechanisms and experimental and computational studies have 

concurred to show the prevalence of the outer sphere mechanism.2, 7-21  In the latter 

case, the proton is transferred from the hydrogen donor to a ligand that has an electron 

rich atom such as nitrogen or oxygen and the hydride is transferred to the metal. The 

catalyst is considered as bifunctional since it involves the metal and the ligand in the 

transformation between its unsaturated 16 electron (16e) and saturated 18e metal 

hydride forms. In the subsequent step the proton and hydride are transferred from the 

18e complex to the hydrogen acceptor, while the catalyst returns to its original 16e 

form. The proton acceptor and the hydride acceptor can be linked by a direct bond 

(M–L) as found in the Noyori catalyst,2a or they can be separated as in the Shvo 

catalyst (M/L).3  The process with the first family is exemplified in Scheme 1 for a 

Cp*Rh system, where transfer hydrogenation  occurs from formic acid22 or alcohol to 

an aldehyde, ketone or imine. In their 16e unsaturated forms, these bifunctional 

catalysts typically contain a bis(amido) ligand which contributes one NH ligand and 
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one NR ligand with a strongly electron withdrawing substituent such as NTs (Ts = 4-

toluenesulfonyl).  

 

 

Scheme 1. Hydrogen transfer processes exemplified by bifunctional 

Cp*Rh(XNNXƍ) catalysts, where X is usually H or alkyl, X' is usually arenesulfonyl, 

and R, R' are H or hydrocarbyl.  

 
In many catalysts, the 16e metal complex is in the bis(amido) form and is 

stabilized by a -bond to at least one amido group.2c, 11, 23 On conversion to the 18e 

form, the amido group is protonated to form an amine and the empty metal site 

occupied by a hydride. Often, the 18e form is isolated with another anionic donor 

such as chloride in place of the hydride and this derivative can be used as precursor 

for the transfer hydrogenation reaction. For instance, this is the case for Cp*MCl(1,2-

TsNC6H10PhNH2) (M  = Rh, Ir; C6H10 = 1,2-C6H10-),
24 (p-cymene)RuCl(1,2-

TsNCHPhCHPhNH2),
25 and Cp*RhCl(1,2-TsNCHPhCHPhNH2).

26, 27 In rare cases, 

the catalyst has been isolated in both its active 16e and 18e forms. For example, the 

18e (p-cymene)RuH(1,2-TsNCHPhCHPhNH2), and the corresponding unsaturated 
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16e form were isolated and both shown to mediate transfer hydrogenation.25 

Likewise, the 18e Cp*IrH(1,2-TsNCHPhCHPhNH2) has been characterized together 

with its 16e unsaturated form and both have been shown to be catalytically active in 

transfer hydrogenation, but only the 16e derivative has been isolated when IrIII is 

replaced by RhIII.28 Computational studies have been concerned with dehydrogenation 

of sacrificial alcohol or hydrogenation of ketones, with the focus in this latter case on 

asymmetric induction. The calculations have shown that these catalysts operate via an 

outer-sphere mechanism with a concerted transition state.8-12, 19 The energy barrier for 

transfer hydrogenation is usually lowered by the presence of explicit solvent 

molecules representing water or alcohol, which stabilize the polar bonds via H 

bonding.13, 14, 17-19, 21 

A combined experimental/ computational study of the reaction in aqueous 

solution also shows that water slightly lower the energy barriers.29 Dynamic ab initio 

studies of the reaction have shown that a protic solvent can assist by storing and 

delivering protons, thereby making the transfer hydrogenation reaction non-

concerted.13, 17 However, the participation of the solvent in proton transfer does not 

modify the MHC geometry of the TS for hydride transfer significantly. A typical 

concerted transition state is shown below.  

 

If catalytic activity is reduced, the study of the mechanism may become easier 

and the chances of isolating significant reaction intermediates increase. Wills et al. 

demonstrated a marked reduction in catalytic rate by replacing the NH2 group of a 

ruthenium amido amine transfer hydrogenation catalyst by an N(alkyl)2 group, thus 
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blocking part of the standard mechanism and forcing the amido (NTs) group to 

become involved in the proton transfer relay.30 Transfer hydrogenation is also slowed 

when the ligand TsN–CHPhCHPh–NH is replaced by the conjugated benzene 

derivative, TsN–C6H4–NH. Exploiting earlier syntheses,31 we compared three closely 

related 16e complexes Cp*Rh(XNC6H4NXƍ) (X = Ts, Xƍ = H; X = X' = Ts; X = Xƍ = 

H), which differ only by the nature of the substituents on the two amino groups.32 The 

catalysts and reaction employed for this experimental system are shown in Scheme 2, 

together with their labels.  

 

 

Scheme 2. Experimental systems (Ts = toluenesulfonyl, SO2C6H4Me) 
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Structural analysis of Cp*Rh(XNC6H4NXƍ) by X-ray diffraction and DFT 

calculations shows that the Rh–Cp* centroid direction is coplanar with the two Rh–N 

bonds.32 This planar coordination of Rh is supported by Rh–N bond distances that are 

shorter (Rh–N -interactions stronger) for NH than NTs. The catalytic activity of 

these complexes in the hydrogenation of an imine with formic acid was studied. 

Although it is typical to have one electron withdrawing ligand substituent in transfer 

hydrogenation catalysts, the complexes with zero or two electron withdrawing groups 

also proved to be active. It was found that A1*Ts/H (X = Ts and Xƍ = H), delivers a 

higher rate of catalytic imine hydrogenation by formic acid:triethylamine (5:2) in 

dichloromethane solvent than A1*H/H (X = Xƍ = H) and A1*Ts/Ts (X = Xƍ = Ts), which 

have similar rates. The rates of reaction correlate with the strength of the reactive Rh–

N -bond in the unsaturated form as shown by the increase in the Rh–N bond lengths 

in the order A1*Ts/H < A1*H/H < A1*Ts/Ts. However, the interpretation of this 

observation is not obvious because Rh–N  bonds might be expected to stabilize 16e 

complexes making them less reactive. The kinetics were studied in more detail with 

A1*Ts/H as catalyst and methanol as solvent, revealing a first order dependence on 

[catalyst] and zero order dependence on [imine].32 The reaction has also been studied 

with [Cp*RhCl2]2 and (1,2-TsNHCHPhCHPhNH2) as a pre-catalyst. The resulting 

system was found to be eight times faster than A1*Ts/H under the same conditions for 

reasons that are not yet explained.27, 32 However, the effect of the nitrogen substituents 

(NH/NH or NTs/NTs) on the catalytic rate has not been investigated with the 

commonly used linker CHPhCHPh.26, 27  

Morris et al. reported the reaction of formic acid with a 16e RuII amido-amine 

complex producing a crystallographically characterized formate complex in which a 

proton is transferred to NH and a hydrogen bond is formed between the NH2 group 
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and the carbonyl oxygen.11 Koike and Ikariya reported a related reaction of formic 

acid with the 16e complex, [(p-cymene)Ru(TsNCHPhCHPhNH)].33 The kinetics of 

conversion of the resulting formate complex to a hydride complex and CO2 were 

determined. The reversibility of the formation of the formate complex was established 

by the observation that the hydride inserts CO2 under 10 atm CO2.
33 A formate 

complex Cp*Rh(OCHO)(TsNC6H4NH2) (A3*Ts/H) was also characterized at low 

temperature by the reaction of A1*Ts/H with formic acid (Scheme 2, right). These 

results raise the question of the role played by formate complexes in the transfer 

hydrogenation mechanism and in particular whether they act as intermediates on the 

pathway for the formation of the 18e hydride complex.  

In the present study, we use DFT calculations and models of the well-

characterized A1*Ts/H, A1*H/H and A1*Ts/Ts systems to analyze the electronic effects 

on transfer hydrogenation and study the role played by the A3*Ts/H formate 

intermediate. In addition, the effect of the NN linker is also addressed by comparing 

the results obtained with models of A1*Ts/H to those with models of B1*Ts/H.  

 

MODELS AND COMPUTATIONAL DETAILS 

The model systems employed in this study are shown in Scheme 3. The 

catalysts were modeled by replacing Cp* by Cp and toluenesulfonyl (Ts) by 

benzenesulfonyl (Bs). The X/Xƍ substituents are given in subscripts, the labels A and 

B refer to the C6H4 and CHPhCHPh linkers, respectively. The substrates for the 

computational system are formic acid and a cyclic imine in which the MeO 

substituents on the aryl ring in the experimental system are replaced by H.  
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Scheme 3. Model systems with nomenclature (Bs = benzenesulfonyl, SO2Ph) 

 

All calculations were performed with the Gaussian03 and Gaussian09 

packages34 of programs with the hybrid B3PW91 functional.35 The Rh atom was 

represented by the quasi-relativistic effective core potential SDD and the associated 

basis set,36 augmented by an f polarization function.37 C, H, N and O were represented 

by a 6-31G(d,p) basis set.38 The sulfur atom was represented by an effective core 

potential SDD and the associated basis set,39 augmented by a d polarization 

function.40 Full optimization of geometries was performed without any constraints, 

followed by analytical calculations of the Hessian matrix to identify the nature of the 

located extrema as minima or transition states. Gibbs energies were obtained for T = 

298 K and p = 1 atm within the approximation of harmonic frequencies. This 

methodology yields optimized structures for A1Bs/H, A1H/H and A1Bs/Bs that are close 

to the corresponding X-Ray structures, as was shown in the previous study.32 Natural 

bonding orbital analysis was performed with NBO version 5.0 implemented41 in 
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Gaussian03. The main target of this study is to understand the relative rates observed 

by experiment and to relate them to the electronic effects of the different XN···NX' 

ligands. Since the experiments were run in an aprotic and moderately polar solvent 

(dichloromethane), the computations were performed for gas phase systems.  

 
RESULTS AND DISCUSSION 

Dehydrogenation of formic acid with A1Bs/H. As discussed in the 

Introduction, the dehydrogenation of formic acid by A1Bs/H can occur either by outer 

sphere transfer of two hydrogens to form the 18e hydrido complex A2Bs/H directly, or 

via the intermediate formation of the formate complex A3Bs/H. This last pathway can 

be considered as an inner-sphere mechanism since the formate ion is directly bonded 

to the metal center. The Gibbs energy profiles for these two mechanisms are shown in 

Figure 1 in blue and red, respectively. 
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Figure 1. Gibbs energy profiles (kcal/mol) for the outer (blue) and inner (red) sphere 

dehydrogenation of formic acid with A1Bs/H and formation of intermediate A3Bs/H (in 

black).   

 
The outer sphere hydrogen transfer from formic acid to A1Bs/H is found to 

occur in a concerted manner through transition state (TS) TS A1-A2Bs/H which leads 

directly to the final product A2Bs/H with a Gibbs energy barrier of 16.5 kcal/mol. The 

transition state structure has a planar 6-membered Rh···H···C···O·· H···N ring, as 

already obtained in other studies.9, 12-14, 19, 21 However in protic solvents, such as water 

or alcohol, it was shown that the proton transfer could be assisted by solvent and the 

reaction ceases to be concerted.13
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In the present case, where the solvent (CH2Cl2) cannot act as a proton 

acceptor, the only assistance can be provided by triethylamine. This possibility was 

not studied and the Gibbs energy barrier given here is therefore likely to be an upper 

limiting value. The reaction of formic acid with A1Bs/H yields complex A3Bs/H by 

coordination of oxygen and transfer of a proton to nitrogen. It proceeds via a 

transition state, TS A1-A3Bs/H, with a low Gibbs energy of 6.7 kcal/mol. The Gibbs 

energy of A3Bs/H is essentially equal to that of separated A1Bs/H and HCO2H, which is 

consistent with the observation at low temperature of A3*Ts/H. Scheme 4 shows that 

the two C–O bond distances in A3Bs/H are consistent with a description as a rhodium 

1-formate hydrogen-bonded to NH2. Similar coordination was found in related 

ruthenium complexes11, 33 and in the product of hydrogenation of CO2 by an Ir 

pincer.42 In the present study, the energy of A3Bs/H is 8.3 kcal/mol above the A2Bs/H + 

CO2, which indicates that the dehydrogenation reaction with associated release of 

carbon dioxide has a favorable free energy under standard conditions.  

 

Scheme 4. Selected structural parameters (Å) of A3Bs/H. 

 
The inner-sphere mechanism, shown in red in Figure 1, converts the 18e 

formate complex A3Bs/H into the 18e hydride complex A2Bs/H. To evolve towards the 

hydride complex with associated loss of CO2, A3Bs/H starts by losing the hydrogen 

bond between the formate and the amine group and changing the coordination of the 

amido/amine ligand from 2-N,N to 2-N,O where N is the amido group and the 

oxygen is part of the benzenesulfonyl group at a cost of 16.8 kcal/mol. The vacancy at 
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the metal center required for -hydrogen elimination is formed concurrently with the 

Rh–H bond in TS A4-A5Bs/H. This transition state has a Gibbs energy of 33.8 

kcal/mol above reactants and yields the hydride intermediate A5Bs/H. Re-coordination 

of the NH2 group of the ligand to the Rh vacant site in A5Bs/H leads to the final 18e 

complex A2Bs/H and CO2.  

The energies required for the outer- and inner-sphere dehydrogenation of 

formic acid of 16.5 and 33.8 kcal/mol, respectively, show that an outer sphere 

mechanism is preferred. It follows that A3Bs/H is not an intermediate within the 

catalytic cycle but a resting state of the transfer hydrogenation process. This also 

means that an outer sphere mechanism may apply even in those cases where an 

alkanoate/alkanoic acid (including formate) intermediate is observed.11, 32, 33  

 Effect of the X substituents in XN–C6H4–NX' systems on dehydrogenation 

of formic acid by A1Bs/H, A1H/H, and A1Bs/Bs. In the hydrogenation of a cyclic imine 

with NEt3-HCO2H using A1*Ts/H, A1*H/H, and A1*Ts/Ts the catalytic activities were 

found to follow the order A1*Ts/H > A1*H/H ~ A1*Ts/Ts (Scheme 2). Figure 2 shows 

the Gibbs energy profiles for reaction of the 16e species of type A1 with formic acid 

via a concerted outer sphere mechanism to form the 18e hydride complexes of type 

A2. The Gibbs energy barriers for A1Bs/H, A1H/H, and A1Bs/Bs are 16.5, 20.6, and 21.2 

kcal/mol, fitting with the trend in catalytic activities (Figure 2 a-c). Formation of the 

hydride complexes A2Bs/H, A2H/H, and A2Bs/Bs is exoergic by 8.5, 4.9, and 1.7 

kcal/mol, respectively. In the case of the unsymmetrical A1Bs/H system, protonation of 

the NBs group was also considered. Reaction of A1Bs/H with formic acid with 

protonation at NBs instead of NH has a Gibbs energy barrier of 28.2 kcal/mol, which 

is much higher than the corresponding barrier for protonation at NH (Figure 2d). This 

test shows that the NBs group acts as a much less efficient proton relay than NH. 
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Indeed, formation of product from A1Bs/Bs is the only endoergic process (+3.3 

kcal/mol). This result is in agreement with the experiments of Wills et al.
30  

 

 

Figure 2. Gibbs energy profiles (kcal/mol) for the outer sphere dehydrogenation of 

formic acid with hydrogen transferred to: (a) the NH group for A1Bs/H, (b) an NBs 

(NSO2Ph) group of A1Bs/Bs, (c) an NH group of A1H/H, and (d) the NBs group of 

A1Bs/H. See Scheme 3 for nomenclature. 

 

Effect of the X substituents in XN–CHPhCHPh–NX' systems on 

dehydrogenation of formic acid and effect of linker. We now consider the 

dehydrogenation of formic acid via the outer-sphere mechanism with the flexible, 

saturated CHPhCHPh linker and examine the effect of the X and X' ligands on the 

system. We then compare the results to those obtained for the conjugated and rigid 

linker C6H4 in the A1 set. Figure 3 shows that the Gibbs energy barriers increase in 
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the order B1Bs/H < B1H/H << B1Bs/Bs with values of 3.9, 6.6, and 16.7 kcal/mol, 

respectively. All of these values are significantly lower than the corresponding values 

for the A1 set of 16.5, 20.6, and 21.2 kcal/mol, respectively (Figure 2). Thus, the 

asymmetric substituted nitrogen ligands are associated with the lowest barriers for 

both the A1 and the B1 sets. The difference between the A1 and B1 sets is most 

marked when both the nitrogen atoms have hydrogen substituents and decreases as Bs 

substituents are introduced. 

 

 

 

Figure 3. Gibbs energy profile (kcal/mol) for the outer-sphere dehydrogenation of 

formic acid with (a) B1Bs/H, (b) B1Bs/Bs, and (c) B1H/H. 
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In order to understand the origin of these differences, we compared the 

geometries of reactant, transition state, and product for the two linkers (Figure 4). The 

Rh–NH bond distance in B1Bs/H with the CHPhCHPh linker is 0.037 Å shorter than 

with C6H4 linker, A1Bs/H. The difference is even more pronounced at the transition 

state (0.056 Å), but disappears in the product. Thus, the lower energy barrier is 

associated with the complex that has the shorter Rh–NH bond distance. The Rh–H 

bond is much less advanced at the transition state in B than in A, in keeping with an 

earlier transition state and a more exothermic reaction. Corresponding distances for 

the Bs/Bs and H/H series are given in Figure S1 (see Supporting Information). 

 

 

Figure 4. Selected bond distances (Å) shown in black for unsaturated reactant (A1 

series), transition state (TS A1-A2), and product (A2 series) for the outer-sphere 

dehydrogenation of formic acid. Corresponding distances for saturated system B in 

red and in parentheses. 

 
Effect of the X substituents in XN–C6H4–NX' systems on hydrogenation of 

imine by A2Bs/H, A2Bs/Bs, and A2H/H. The next stage of reaction in the transfer 

hydrogenation reaction is hydrogenation of the cyclic imine by the 18e hydride 

complexes of type A2. The transfer hydrogenation to the neutral imine proved to have 

a very high barrier. Mechanisms involving hydride attack on iminium ions have been 

proposed in related systems.2b, 43, 44 We therefore considered the possibility of hydride 
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transfer to an iminium ion, bearing in mind that the medium is acidic. The Gibbs 

energy profiles for the different substituents when considering the iminium 

mechanism are shown in Figure 5, where the reactant and product energies 

correspond to the sum of the energies of the free molecules/ions. Since the starting 

point of Figure 5 does not match the end point of Figure 2, we reference this stage 

separately. The calculated Gibbs energy barriers for hydride transfer to iminium are 

much smaller than those for dehydrogenation of formic acid suggesting that the latter 

is the rate determining step.  This result is also consistent with kinetic experiments on 

the catalytic hydrogenation of imine by A*Ts/H showed in Scheme 2, which proved to 

be zero order with respect to [imine]. The transition state is associated with a linear 

transit of hydride from rhodium to the iminium carbon with an almost fully formed 

C–H bond. The relative energies of the transition states and of the products reflect the 

relative hydricities of the cationic products HA1
+. 
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Figure 5. Gibbs energy profiles (kcal/mol) for the hydride transfer to iminium for 

systems (a) A2Bs/H, (b) A2Bs/Bs, and (c) A2H/H.  

 
Molecular orbital analysis of the effect of the linker, X and X' 

substituents. The comparison between the A1Bs/H and B1Bs/H revealed the importance 

of the Rh–N bond length in the 16e reactant and the transition state for 

dehydrogenation of formic acid. The energy barrier for the dehydrogenation with 

B1H/H is 14 kcal/mol lower than with A1H/H and the Rh–N bond is 0.017 Å shorter, a 

pattern that is similar to that for B1Bs/H and A1Bs/H (G‡ = 12.6 kcal/mol, d = 0.037 

Å). In the cases of B1Bs/Bs and A1Bs/Bs, both G‡ (4.4 kcal/mol) and d (0.005 Å) are 

much smaller.  

The interpretation of the MO interactions is facilitated by considering the more 

symmetrical system A1H/H and B1H/H. Figures 6 and 7 show simplified MO diagrams 

of the interactions between the CpRh fragment and the ligands for HN–C6H4–NH and 

HN–CHPhCHPh–NH, respectively. A1H/H and B1H/H complexes have local C2v and 

C2 symmetry, respectively. In the HN–C6H4–NH ligand (Figure 6), the out-of-plane N 

lone pairs combine with the  orbitals of the benzene ring leading to orbitals of a2 and 

b1 symmetry. The a2 orbital is lower in energy than the b1 because it involves a 

bonding combination of the N lone pairs and a vacant * orbital of the benzene ring, 

while the b1 orbital involves an antibonding combination of the N lone pairs and an 

occupied  orbital of benzene. The orbitals of HN–C6H4–NH enter into  interactions 

with the unoccupied dxz (b1 symmetry) and the occupied dxy (a2 symmetry) orbitals of 

the CpRh fragment. The occupied  orbital of b1 symmetry stabilizes the 16e complex 

and is the HOMO, while the antibonding counterpart forms the LUMO. The 

combination of a2 symmetry destabilizes the complex by a 4-electron repulsion.   
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In the HN–CHPhCHPh–NH ligand (Figure 7), there is no interaction between 

the CHPhCHPh orbitals and the N lone pairs with the consequence that the in-phase 

(b symmetry) and out-of phase (a symmetry) combinations of N lone pairs are very 

close in energy. In this situation, the bonding combination of the dxz with the b orbital 

of the ligand gives an orbital b+ that is responsible for the Rh–N  bonding. It lies 

below the antibonding combination of the dxy with the a orbital of the ligand, which is 

the HOMO. The LUMO is formed by the antibonding combination of orbitals of b 

symmetry. 

 

 

Figure 6. MO diagram limited to frontier orbitals for the interaction of CpRh and 

HN–C6H4–NH.  
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Figure 7. MO diagram limited to frontier orbitals for the interaction of CpRh and 

HN–CHPhCHPh–NH. 

 

In CpRh(HNC6H4NH) and CpRh(HNCHPhCHPhNH) there is only one 

occupied orbital of b symmetry responsible for  bonding between metal and nitrogen 

ligand. A stronger Rh–N  bond and shorter Rh–N bond distance is expected when 

the N lone pairs are not delocalized as in the C6H4 linker, accounting for the 

shortening of the average Rh–N distance in B1H/H (1.942 Å) relative to that in A1H/H 

(1.959 Å). However, in the A system, the delocalization of the electrons of a 

symmetry through the C6H4 linker reduces the 4e electron repulsion between the 

metal and the N ligands. Consequently, it is B1H/H that is more reactive towards 
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formic acid because the stronger 4e repulsion is relieved by the protonation at 

nitrogen.  

In order to account for the effect of NX/NX' substituents in dehydrogenation 

of formic acid, an NBO analysis was performed on A1Bs/H, A1Bs/Bs, and A1H/H and the 

associated transition states. The natural localized molecular orbital (NLMO) of these 

lone pairs (Table 1) shows their delocalization onto Rh in the different systems. For 

instance, in the A1Bs/H system, the lone pair localized on the more basic NH has a 

larger metal contribution than the lone pair on NBs. The larger metal contribution is 

associated with a shorter Rh–N distance consistent with -bonding. The contributions 

of the Rh orbital to the composition of this NLMO follow the pattern expected from 

the observed bond lengths: A1Bs/H (NH) > A1H/H > A1Bs/Bs > A1Bs/H (NBs).  

In the transition state for dehydrogenation (TS A1-A2) the -interaction is 

lost, as is shown by the reduction of the metal contribution to the NLMO of the 

reacting N in TS A1-A2Bs/H, TS A1-A2 Bs/Bs and TS A1-A2 H/H of 1.2, 0.7, and 0.8%, 

respectively (Table 1, Figure 8). This means that the N recovers its nucleophilicity to 

interact with the proton from formic acid, which is reflected in the contribution of 

hydrogen in the NLMO, and the metal recovers its electrophilicity to interact with 

hydride from the formic acid. In this situation, the NX/NX' ligand combination that 

most enhances the nucleophilicity of the N and electrophilicity of the metal is 

NBs/NH. Paradoxically, it is the nitrogen with the shortest bond to rhodium and the 

most delocalized lone pair that is most nucleophilic. 
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Figure 8. Graphical representation of the delocalization of the N lone pairs in A1Bs/H 

and TS A1-A2Bs/H. The delocalization of the NBs lone pair onto rhodium is small (s) 

whereas the delocalization of the NH lone pair is large (L). The square represents a 

vacant site. 

 
Table 1. The NLMO description of the nitrogen lone pairs from the NBO analysis 

and Rh–N bond distances (Å) for A1 and TS A1-A2 series. 

Reaction Pathway NX/NX' Reactant Transition state 

  N Rh d(Rh–N) N Rh H d(Rh–N)  

A1Bs/H ĺ  

TSA1-A2Bs/H 

NH 69.3 11.5 1.933 81.2 1.2 11.9 2.051 

NBs 78.3 2.8 2.020 83.5 2.5  2.027 

A1Bs/Bs ĺ  

TSA1-A2Bs/Bs 

NBs 77.6 6.0 1.995 81.6 0.7 12.9 2.125 

NBs' 77.6 6.0 1.995 84.3 1.7  2.035 

A1H/H ĺ  

TSA1-2H/H 

NH 68.5 9.2 1.958 79.1 0.8 15.7 2.093 

NH' 68.5 9.2 1.958 78.2 5.1  1.968 

a
 N, Rh, and H represent the NLMO contributions to the N lone pair from N, Rh, 

and hydrogen from formic acid close to N. 
 

CONCLUSION 

In this study, we have shown that in transfer hydrogenation reactions, the 

observation of an alkanoate species such as Cp*Rh(OCHO)(TsNC6H4NH2) does not 

necessarily imply an inner sphere mechanism.32 Indeed, this kind of complex can be 

present as a resting state of the catalyst at equilibrium with the active form, but not on 

the direct pathway for dehydrogenation. The computations show that there is a 
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significantly lower free energy barrier (17.3 kcal/mol) for the outer-sphere mechanism 

for the dehydrogenation of formic acid by CpRh(BsNC6H4NH) (A1Bs/H) than for an 

inner sphere mechanism involving the formate complex A3Bs/H, (the benzenesulfonyl 

(Bs) acts as a model for the experimental toluenesulfonyl (Ts)).  

In a transfer hydrogenation process proceeding by an outer-sphere mechanism, 

H+ and H– are transferred from one species to another. In this study we have 

considered the hydrogen transfer from formic acid to a Rh–NX bond in different 

RhIII(XN–linker–NX') systems where X/X' are Bs/H or Bs/Bs or H/H. The 

calculations show that the barrier for dehydrogenation is lower for the Bs/H 

combination than for the others by approx 4-5 kcal/mol. For the next step, the 

hydrogenation of imine, occurs with a much lower barrier when hydride transfers to 

the iminium ion than the neutral imine. The iminium mechanism, consistent with an 

acidic medium, has been proposed previously.2b, 43, 44 The resulting barriers for 

hydrogenation are considerably lower than for dehydrogenation of formic acid. This 

analysis is consistent with the kinetic study of the experimental system, which shows 

no dependence on the imine concentration and a modest kinetic preference for Ts/H 

combination.32  

The higher reactivity of the Bs/H complex can be understood by the need to 

have a bifunctional system with both an electrophilic metal and a nucleophilic 

nitrogen to accept the H– and H+ in the dehydrogenation of formic acid. This 

combination results in the strongest RhNH  bonding in the reactant in which the 

nitrogen lone pair of BsN does not compete with the NH lone pair.  

The linker in both experimental and computational systems can be unsaturated 

as in C6H4 or saturated as in CHPhCHPh fragments. The former delocalizes the 

nitrogen lone pairs onto the benzene ring while the latter cannot do so. Consequently, 
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the system with the saturated linker exhibits both shorter Rh–N bond distances and a 

built-in 4e repulsion between the Rh and the N lone pairs (Figures 6 and 7). The relief 

of this 4e repulsion upon dehydrogenation of formic acid results in energy barriers 

that are lower for the saturated linker for all X, X' combinations. The difference in the 

effect of 4e repulsion between the saturated and the unsaturated linker increases with 

the electron donation ability of the N ligand. It thus increases when the substituent on 

N is not electron withdrawing. The only experimental data on the saturated complexes 

are for the Ts/H combination, which is indeed much more active than the 

corresponding unsaturated system.32 The calculations indicate that the energy barrier 

for the model of the latter case, B1Bs/H, is 3.9 kcal/mol compared to 16.5 kcal/mol for 

the unsaturated analogue A1Bs/H (Figures 2 and 3). It might be expected that there 

would be further relief of repulsion with two NH units, but the calculations indicate 

that the barrier for A1H/H is slightly higher (6.6 kcal/mol), probably because this 

species does not have sufficient electrophilic character at rhodium. 
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