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Abstract

An adaptive control technique, using dynamic structure Gaussian radial basis function neural networks, that grow in time according to the location of the system's state in space is presented for the affine class of nonlinear systems having unknown or partially known dynamics. The method results in a network that is 'economic' in terms of network size, for cases where the state spans only a small subset of state-space, by utilising less basis functions than would have been the case if basis functions were centred on discrete locations covering the whole, relevant region of state-space. Additionally, the system is augmented with sliding control so as to ensure global stability if and when the state moves outside the region of state-space spanned by the basis functions, and to ensure robustness to disturbances that arise due to the network inherent approximation errors and to the fact that for limiting the network size, a minimal number of basis functions are actually being used. Adaptation laws and sliding control gains that ensure system stability in a Lyapunov sense are presented, together with techniques for determining which basis functions are to form part of the network structure. The effectiveness of the method is demonstrated by experiment simulations.
1 Introduction

The recent years have seen a development in the use of neural networks for the analysis and design of controlling nonlinear systems [21], [24], [2], [29], [33], [40], [19], [16], [32]. While the role of neural networks in these techniques are to learn some underlying functional related to the system, the methodologies differ in how they are utilised. They range from learning control action by reinforcement signals [1], learning the inverse dynamics by using trial and error responses [31], [21] and hence without any guarantee of stability, to indirect adaptive control based on neural network identification [24] and recently, direct adaptive control that guarantees stability of the overall system [29], [33], [40], [16], [32]. The neural networks used for control are the multilayer perceptron (MLP) with sigmoidal units [20], as in [31], [21], [24], [16], [32] and the radial basis function (RBF) networks [4], [28], as in [29], [33], [40], [1].

The neural direct adaptive controllers are designed for the affine class of nonlinear systems having unknown or uncertain dynamics. The control signals are generated based on approximate feedback linearisation techniques [36] using the neural network approximation to the functions (of the n-dimensional system state) representing dynamics [33], [40], [16]. Recently, neural direct adaptive control scheme for non-feedback linearisable systems have also been developed [32]. Adaptation in these direct adaptive controllers involves the on-line or sequential adjustment of the parameters of the neural networks based on adaptive laws derived in a manner similar to the classical Lyapunov-based model reference adaptive control (MRAC) design [3], [18], [22], [34] where stability of the system in the presence of adaptation is ensured. This guarantees the control aim of forcing the tracking error to tend to zero or at least remain bounded.

The radial basis function (RBF) network is more suitable for on-line or sequential adaptation, being insensitive to the order of presentation of the signals used for adaptation. With the use of Gaussian activation functions, the RBF network forms a local representation (as opposed to the sigmoidal MLP) where each basis function responds only to inputs in the neighbourhood of a reference vector stored as the unit centre. The spread of the neighbourhood is determined by the unit variance parameter.

In using RBF networks, one typically places the centre of the basis functions on regular points of say, a square mesh covering a relevant region of space where the state is known to be contained, denoted by a compact set $\mathcal{X} \subseteq \mathbb{R}^n$. This region therefore is the network approximation region, which in general is known for a given system. The distance between the points, say $\mu$, affects the number of basis functions required to span the region $\mathcal{X}$ and hence determines the size of the neural network. On the other hand, $\mu$ depends on the level of accuracy of approximation required of the neural network, where a large $\mu$ would lead to a coarser approximation while a small $\mu$ would lead to a finer approximation. In fact, as developed in [33], use of a systematic procedure is possible for determining the variances and centres of the basis functions that ensure the network approximation accuracy to be uniformly bounded everywhere within a relevant and finite region of state-space.
Systems with order higher than one \((n > 1)\), typically exhibit the property that during operation, the state \(x(t)\) will scan only a subset of the state-space in \(\chi_n\) \([33], [40]\). For the Gaussian RBF network, with the basis functions having a localised receptive field, most of the basis functions lie outside this subset and are not used for function approximation and their parameters are barely changed during adaptation. This implies that placing basis functions on all mesh points within \(\chi_n\) results in a lot of redundancy. An efficient scheme to overcome this problem has already been developed for time-series analysis and system identification \([27], [15], [13]\) and for classification \([14]\), where the Gaussian RBF network is ‘grown’ by placing units in regions of state-space visited by the system during operation giving rise to a dynamic network structure. This results in a much smaller network in which all of the basis functions are utilised effectively and with much reduced storage and computational requirements.

A dynamic structure neural network has been developed for reinforcement learning controller design \([1]\), which is based on the ideas of \([27]\) used in time-series analysis. Similar suggestions for the direct adaptive controller have been made in \([33]\), and in this paper, these suggestions and the growing network ideas from identification will be used in developing the dynamic structure neural network stable adaptive control scheme. The scheme developed here follows closely and makes use of the theory developed in \([33], [40]\) with the ideas from identification \([27], [12], [15]\) and makes appropriate modifications.

The use of neural networks with finite number of basis functions will inherently result in the presence of approximation errors which gives rise to a disturbance signal \([33], [40]\), which in turn might lead to parameter drift \([23], [22], [34]\). The robust adaptive control scheme used in \([33]\) is restricted in that to ensure stability, at any one time a minimum number of nodes or units needs to be activated in the vicinity of the state trajectory. This minimum number increases with the desired tracking accuracy. This is due to the fact that to ensure robustness to parameter drift \([33]\) uses simple dead-zone adaptation \([22], [36], [29]\), which requires the disturbance signal to be uniformly bounded with the size of the bound determining the size of the dead-zone \([6], [26]\). On the other hand, the dead-zone size also affects the tracking accuracy; the higher the tracking accuracy the smaller the dead-zone and hence smaller must be the bound on the disturbance to ensure robustness. The latter implies that more nodes need activation at any one time so that for the dynamic network scheme, the need for network growth becomes stringent if a greater tracking accuracy is desired. This in turn results in networks that grow unacceptably large, reducing the benefits of the dynamic network scheme.

In this paper, we offer a solution to the above problem by combining the ideas proposed in \([39], [40]\), where the control law is augmented with a low gain sliding control \([42], [41]\) term whilst \(x \in \chi_n\) to ensure robustness to the disturbance. The use of low gain sliding control results in a situation where the adaptation dead-zone, and hence the desired accuracy, is independent of the size of the disturbance term, since the disturbance is compensated for by sliding control. Thus, it appears as though there is no restriction on the minimum number of nodes requiring activation at any one time, so that the network growth rate becomes a design parameter whose choice does not affect the tracking accuracy. In practice however,
this argument must be modified slightly because as we shall see later, both the dead-zone width and the sliding gain affect the bandwidth of the control signal [36], [40]. The bandwidth allowed is bounded above so that the excitation of high frequency unmodelled dynamics is avoided. The limitation on the bandwidth forces a compromise to be struck between the tracking accuracy and the growth rate of the neural networks against the maximum control bandwidth.

In addition to the low gain sliding control, a high gain sliding control as in [33], is used for the additional property of forcing the state back into the network approximation region, whenever the state drifts outside it, i.e., $x \notin X_n$. These techniques ensure convergence of the tracking error to a neighbourhood of zero and global stability, respectively. The effectiveness of the proposed neural adaptive control scheme is demonstrated for the class of systems considered in [39], [40].

In summary, a dynamic network scheme with node activation techniques is proposed for the neural network direct adaptive control scheme developed in [33], [40]. Appropriate modifications for the sliding control gain necessary to ensure global stability and convergence of the tracking error to a neighbourhood of zero are developed. The neural adaptive controller is optimal in terms of network size while guaranteeing stability and robustness in the presence of disturbances and approximation errors.

The background for the development of the dynamic structure scheme is provided in section 2, based largely on the system presented in [39], [40]. In section 3, concepts dealing with the dynamic network structure and the corresponding activation and adaptation laws are introduced. Stability of the system is analysed and the conditions necessary to ensure robustness of the closed loop system are determined. Implementation issues are also addressed, where a technique is suggested that speeds up the process of detecting if a node has been previously activated. Section 4 illustrates the operation of the adaptive control scheme using two example simulations, demonstrating the effectiveness of the system in keeping the size of the networks limited to smaller values when compared to a full-sized network scheme. Finally, the conclusions are provided in section 5.

2 Control of affine nonlinear systems

The control task is to ensure that the affine nonlinear system output tracks a desired output. The development of the ideas will be restricted to the case of single input single output (SISO) systems, noting that the extension to multiple input multiple output (MIMO) systems is straightforward.

Let the system output be $y(t)$. The system output vector $y(t) = [y \ y^{(1)} \ldots y^{(r-1)}]^T$ needs to track the desired output vector $y_d(t) = [y_d \ y_d^{(1)} \ldots y_d^{(r-1)}]^T$. The affine class of nonlinear
SISO systems can be expressed by equations in an affine form:

\[ y^{(r)} = f(x) + g(x)u(t) \]  \hspace{1cm} (1)

where:

- \( f(x), g(x) \) represent nonlinear functions (namely the Lie derivatives of the system dynamics) of the state vector \( x(t) : \mathbb{R}_+ \rightarrow \mathbb{R}^n \).
- \( r \) represents the relative degree of the system.
- \( y^{(r)} \) represents the \( r \)th derivative with respect to time of the system output.
- \( \dot{y}_i^{(i)} \) represents the \( i \)th derivative with respect to time of the desired output, assumed bounded \( \forall i, 0 \leq i \leq r \).
- \( u(t) \) represents the input to the system, i.e., the control signal.

Theoretical descriptions of such systems are found in [11], [34], [36].

2.1 The control law

A state diffeomorphism \( T \) converting the states \( x \) to the so called normal states \( z \), i.e., \( z = T(x) \), exist near any given point \( x = x_o \) when the relative degree \( r \) of the system is defined and \( r < n \), such that in the neighbourhood of \( x_o \), the system (1) can be expressed in the normal form as follows [11], [34], [25], [36]:

\[ \begin{align*}
\dot{z}_1 &= z_2 \\
\vdots \\
\dot{z}_{r-1} &= z_r \\
\dot{z}_r &= f(x) + g(x)u \\
\dot{z}_1 &= I(z_1, z_2) \\
y &= z_1
\end{align*} \]  \hspace{1cm} (2)

where \( z = [z_1, z_2]^T \), \( z_1(t) : \mathbb{R}_+ \rightarrow \mathbb{R}^r \) represents the output and its \((r - 1)\) derivatives \( (z \equiv y(t)) \), \( z_2(t) : \mathbb{R}_+ \rightarrow \mathbb{R}^{n-r} \) represents the internal dynamics and \( I(z_1, z_2) \) is a vector function of \( z_1, z_2 \). As proved in [34], if the functions \( f(x), g(x) \) are known, the zero-dynamics \( I(0, z_2) \) of the system are globally exponentially stable and \( I(z_1, z_2) \) have continuous and bounded partial derivatives in \( z_1 \) and \( z_2 \), good tracking performance and stability is achieved for the affine class of systems when controlled by a law that keeps \( z_1 \) bounded, such as the feedback linearization control law:

\[ u(t) = \frac{-f(x) + v(t)}{g(x)} \]  \hspace{1cm} (3)
where
\[ v(t) = y_d^r - \alpha_r e^{(r-1)} - \ldots - \alpha_1 e \] (4)
is an auxiliary input,
\[ e = (y - y_d) \] (5)
is the output tracking error and coefficients \( \alpha_i \) are chosen such that \( \Gamma(s) = (s^r + \alpha_r s^{r-1} + \ldots + \alpha_1) \) is a Hurwitz polynomial, \( s \) being the usual Laplace variable.

Equations (1) and (3) show that this control law results in input - output dynamics that are linear and stable, namely:
\[ y^{(r)} = v(t) \] (6)
When the nonlinear functions are known but are linearly parameterised with unknown parameters, adaptive control techniques that do not require the use of neural networks have been developed ([35], [17], [38]). However in the absence of known Lie derivatives, one must resort to adaptive control techniques whereby approximations \( \hat{f}(x) \), \( \hat{g}(x) \) to the actual Lie derivatives \( f(x) \), \( g(x) \) are determined via the neural networks, and used in the control law:
\[ u_{ai}(t) = \frac{-\hat{f}(x) + v(t)}{\hat{g}(x)} \] (7)
as the closest possible law to equation (3) [40]. As in [39], [40], it is assumed that:
\[ g(x) \geq g_l(x) \geq g_i > 0, \ \forall \ x \] (8)
where \( g_l(x) \) is a state-dependent lower bound on \( g(x) \) and \( g_i \) is a constant lower bound on \( g_l(x) \); both bounds being known.

To ensure global stability and convergence of tracking error to zero [33], [40], [39], control law (7) is augmented by a sliding mode control term \( u_{ai}(t) \) [42], [36], such that the control input \( u(t) \) becomes:
\[ u(t) = u_{ai}(t) + u_{ai}(t) \] (9)

2.2 The neural networks

During this last decade, neural networks have been used effectively in pattern recognition, optimisation, signal classification and control problems [8], [21], [2]. The two principal types of neural networks that have emerged are the sigmoidal multiple layer perceptron networks [20] and the radial basis function (RBF) [30] neural networks [4], [28].

In [40], [39], a pair of Gaussian radial basis function neural networks are used to generate the approximations \( \hat{f}(x) \), \( \hat{g}(x) \) for \( x \in x_n \). The overall arrangement of the adaptive control scheme using neural networks is shown in Figure ??.
The approximations are achieved via the functions:

\[
\begin{align*}
\tilde{f}(x) &= \kappa(x)\hat{w}_f^T(t)\Phi_f(x) + f_o(x) \\
\tilde{g}(x) &= \kappa(x)\hat{w}_g^T(t)\Phi_g(x) + g_o(x)
\end{align*}
\] (10)

where,

- \(\hat{w}_f, \hat{w}_g\) are \(k\)-dimensional parameter vectors
- \(\Phi_f(x), \Phi_g(x)\) are \(k\)-dimensional basis function vectors, whose \(i^{th}\) element is a Gaussian function of the form:

\[
\begin{align*}
\Phi_{fi} &= \exp\left\{-\frac{|x-m_{fi}|^2}{2\sigma_{fi}^2}\right\} \\
\Phi_{gi} &= \exp\left\{-\frac{|x-m_{gi}|^2}{2\sigma_{gi}^2}\right\}
\end{align*}
\] (11)

such that:

- \(m_{fi}, m_{gi}\) are \(n\)-dimensional vectors representing the centre of the \(i^{th}\) basis function
- \(\sigma_{fi}^2, \sigma_{gi}^2\) are the variances representing the spread of the basis functions.
- \(f_o(x), g_o(x)\) are known prior estimates of \(f(x), g(x)\) respectively.
- \(\kappa(x)\) is a state-dependent function. This entails the definition of \(\chi_n^-\) as a subset of the network approximation region \(\chi_n\), being slightly smaller than \(\chi_n\), so that \(\kappa(x)\) is defined as:

\[
\kappa(x) = \begin{cases} 
1 & \text{if } x \in \chi_n^- \\
0 \leq \epsilon \leq 1 & \text{if } x \notin \chi_n^- \text{ and } x \in \chi_n \\
0 & \text{if } x \notin \chi_n
\end{cases}
\] (12)
Further, it is assumed that given any uniform bounds $\epsilon_f, \epsilon_g$ and the prior estimates $f_0, g_0$ we could always find (non-unique) optimal parameter vectors $w^*_f, w^*_g$ and an optimal number $k^*$ of basis functions, such that $\forall x \in \chi_n$, the network approximation errors satisfy:

$$
|\Delta_f| = |f^*(x) - f(x)| \leq \epsilon_f \\
|\Delta_g| = |g^*(x) - g(x)| \leq \epsilon_g
$$

(13)

where $f^*(x) = \tilde{f}(x, w^*_f, k^*)$ and $g^*(x) = \tilde{g}(x, w^*_g, k^*)$. This follows from the Universal Approximation property exhibited by feedforward neural networks [5], [7], [9], and in particular for our case, by radial basis functions [30].

The radial basis functions are placed on regular points of a square mesh in $\chi_n$ so that the mesh point separation, $\mu$, depends directly on $k^*$ and the size of $\chi_n$. $w^*_f$ and $w^*_g$, the optimal parameter vectors that ensure the above accuracy are, however, unknown and must be estimated. This represents adaptation and is performed in an online manner, where the actual parameter estimates $\hat{w}_f, \hat{w}_g$ are adjusted recursively in time. The difference between the actual parameters and their optimal values is called the parameter error, denoted as:

$$
\tilde{w}_f(t) = \hat{w}_f(t) - w^*_f \\
\tilde{w}_g(t) = \hat{w}_g(t) - w^*_g
$$

(14)

2.3 The adaptation laws

As derived in [39], [40] the parameter vectors $\hat{w}_f, \hat{w}_g$ are adapted according to the laws:

$$
\frac{d\hat{w}_f}{dt} = \eta_f \kappa(x) e_{1\Delta}(t) \Phi_f(x) \\
\frac{d\hat{w}_g}{dt} = \eta_g \kappa(x) e_{1\Delta}(t) \Phi_g(x)u_{ai}(t)
$$

(15)

where:

$$
e_{1\Delta}(t) = \begin{cases} 
0 & \text{if } -\phi < e_1 < \phi \\
eg_1 - \phi \text{sign}(e_1) & \text{if } |e_1| > \phi 
\end{cases}
$$

(16)

represents a dead-space function on $e_1(t)$.

- $e_1(t)$ is a filtration of the tracking error $e(t)$ such that $e_1(t) = \beta_+ e^{(r-1)} + \ldots + \beta_1 e$, or in the $s$-domain $e_1(s) = \Psi(s)e(s)$, where the $(r-1)$th order polynomial $\Psi(s)$ is chosen as a Hurwitz polynomial and such that $\Psi(s)\Gamma^{-1}(s)$ is strictly positive real [22], [3].

- $\eta_f, \eta_g$ are positive adaptation rates.

- $\phi$ is the boundary layer thickness associated with the sliding mode control augmentation $u_{ai}(t)$ [36], [39], [40].
In addition, a parameter resetting mechanism is included that ensures that:

$$\dot{\theta}(x) \geq g_i(x) - \epsilon^*(x), \quad \forall x \in \chi_n$$  \hspace{1cm} (17)

where $\epsilon^*(x)$ is a small positive function such that $g_i(x) - \epsilon^*(x) > 0, \quad \forall x \in \chi_n$ and $g_o(x) \geq g_i(x), \quad \forall x \not\in \chi^-_n$.

Use of adaptation laws (15) and the control law:

$$u(t) = u_{ai}(t) + u_{ai}(t)$$  \hspace{1cm} (18)

where:

$$u_{ai}(t) = -\bar{K}(x,t) \text{sat} \left( \frac{\epsilon_1}{\phi} \right)$$  \hspace{1cm} (19)

with $\bar{K}(x,t)$ being a state-dependent sliding gain and

$$\text{sat}(r) = \begin{cases} 
1 & \text{if } r \geq 1 \\
r & \text{if } -1 < r < 1 \\
-1 & \text{if } r \leq -1
\end{cases}$$  \hspace{1cm} (20)

results in closed-loop system stability, with the filtered tracking error $\epsilon_1(t)$ converging to a value such that $|\epsilon_1(t)| \leq \phi$. This is ensured by Lyapunov stability considerations [39], [40].

3 Dynamic network structure

Dynamic structure neural networks are based on the idea that one could start with a network having no basis functions and gradually allocate basis functions in response to some conditions being satisfied. This way, the network 'grows' sequentially according to some rules which ensure that the function being approximated is learned up to the required levels of accuracy, using only a minimal number of basis functions. Such an approach contrasts with the fixed structure neural networks described in the previous section, whereby the number of basis functions is determined a priori and remains fixed. The use of such dynamic structure methods for Gaussian radial basis function networks in the context of system identification and function estimation is analysed in [27], [12], [15], [13]. For control applications Sanner and Slotine [33] suggest a dynamic network scheme that is still linked to the concept of a mesh as utilised in a fixed structure neural network. In this technique each mesh point represents a 'potential' location in state-space, where a basis function 'could' be placed if the need arises. Basis functions that are actually placed on such points represent activated basis functions, and the network 'grows' as more of the nodes are activated, contributing to the dynamic structure neural network. This technique of radial basis function placement shall be referred to as selective node activation.

This scheme is justified by considering adaptation rules (15), expressed in discrete form, namely:

$$\Delta \dot{w}_f = \eta_f \kappa(x)e_1 \Delta(t) \Phi_f(x)$$

$$\Delta \dot{w}_s = \eta_s \kappa(x)e_1 \Delta(t) \Phi_s(x)u_{ai}$$  \hspace{1cm} (21)
where $\Delta \hat{w}_f$, $\Delta \hat{w}_g$ denote the change in the parameter vectors $\hat{w}_f$, $\hat{w}_g$.

Notice that if $\Phi_i(x)$, the $i^{th}$ element of $\Phi_f$ or $\Phi_g$, is small then $\Delta \hat{w}_i$ will also be small. Thus, if the $i^{th}$ basis function is centered ‘far away’ from $x(t)$, the change in the parameter for node $i$ will be negligible so that no great change in performance should be noticed, if this change in parameter is ignored. Moreover, as shown in [33], if one starts with all parameters equal to zero, i.e., $\hat{w}_f = \hat{w}_g = 0$ at time $t = 0$, and assuming that, as noted above, one need not change the parameter of basis functions that are centered ‘far away’ from the current state $x(t)$, we shall have radial basis functions with non-zero parameters (referred to as active nodes) only in the localized regions of state space where $x(t)$ has ventured, referred to as active space. In this scheme, the network output is due to the contribution of the nodes centered on mesh points (in $x_n$) that are located in regions where $\Phi_i(x)$ has been significantly large at some time during the interval from the start of operation up to the present instant. The rest of the basis functions, referred to as passive nodes, need not have existed at all since their contribution to the network output is nil. Thus, one could activate a basis function at any time $t$, only if its value is significantly large, unless otherwise it has already been activated previously. This selective node activation technique results in a dynamic structure basis function vector $\Phi_a$ and its corresponding dynamic parameter vector $\hat{w}_a$, composed of basis functions and parameters of active nodes only, rather than all the nodes in $x_n$, as in equation (10). These vectors are dynamic in the sense that they can grow in size according to which nodes are activated and, if the active space is small compared to $x_n$, the number of nodes in such dynamic networks is significantly less than that of the non-dynamic case, considered in the previous chapter, because the passive nodes are simply ignored.

Note that if the input is such that most regions of state-space in $x_n$ will be traversed, nearly all nodes in $x_n$ would be activated and the size of the dynamic network will be approximately equal to that of a non-dynamic scheme utilizing a ‘full-size’ network. Hence there is no guarantee that the size of the dynamic network will be significantly less than that used in a ‘full-size’ network scheme. However, in a typical scenario, for systems of order higher than 1, it is the case that active space spans only a small subset of $x_n$, resulting in a much smaller dynamic network when compared to a ‘full-size’ network.

Consider the case in which a node $i$ (in $x_n$) is activated at time $t$, provided that it was not previously activated and that its basis function satisfies the condition:

$$\Phi_i(x(t)) \geq \delta_{\min}$$

where $\delta_{\min}$ represents an activation threshold ($\delta_{\min}$ is constant and satisfies $0 < \delta_{\min} \leq 1$) below which the output of the basis function is considered negligible.

Further, using the definition of Gaussian basis functions of equation (11), it follows that for a basis function centered at $m_f$ or $m_g$, to be activated, then respectively:

$$||x(t) - m_f||^2 \leq -2\sigma_f^2 \ln(\delta_{\min})$$
$$||x(t) - m_g||^2 \leq -2\sigma_g^2 \ln(\delta_{\min})$$

(23)
In general, equation (23) represents a space enclosed within an n-dimensional ball of radius $\sqrt{-2\sigma^2 \ln(\delta_{\text{min}})}$, that is centered around $\mathbf{x}(t)$, the present state. Hence, all nodes centered on mesh points within the ball must be activated, unless they have already been activated. Note that the larger the activation threshold, $\delta_{\text{min}}$, the smaller the size of the ball, and so less nodes are activated at any one time, restricting the network growth rate further. Figure 2a shows the above ideas for a 2nd order system, where the ball is thus a circle.

![Diagram of selective node activation technique using a hypersphere or a hypercube.](image)

Figure 2: Selective node activation technique: using a hypersphere or a hypercube.

As will be clarified subsequently, although slightly more nodes would be activated, it is more convenient to activate nodes that are located on mesh points within a hypercube that is centred on the nearest mesh point to $\mathbf{x}(t)$ with length equal to $l\mu$, where $l$ is the closest integer to $\sqrt{-2\sigma^2 \ln(\delta_{\text{min}})/\mu}$, rather than a ball centred on $\mathbf{x}(t)$. This way, the hypercube edges coincide with the mesh points, as shown in Figure 2b. The main reason for this modification is the simplicity in evaluating the order of magnitude of that part of the disturbance term arising because of selective node activation. In addition, determination of the nodes to be activated at any one time is facilitated, an advantage whose benefits are felt more the higher the system dimensionality.

### 3.1 Dynamic network adaptive controller

Using a dynamic network scheme, the output of the neural network at time $t$ consists of the contribution of the active basis functions. Denoting the basis functions and parameters of such active nodes as dynamic vectors $\Phi_{f_a}, \Phi_{g_a}, \mathbf{\dot{w}}_{f_a}, \mathbf{\dot{w}}_{g_a}$; for the $f(x)$ and $g(x)$ networks respectively and the output of the dynamic networks as $\mathbf{f}_a(x)$, $\mathbf{g}_a(x)$ then:

\begin{align*}
\mathbf{\dot{f}}_a(x) &= \kappa(x)\mathbf{\dot{w}}_{f_a}(t)\Phi_{f_a}(x) + f_a(x) \\
\mathbf{\dot{g}}_a(x) &= \kappa(x)\mathbf{\dot{w}}_{g_a}(t)\Phi_{g_a}(x) + g_a(x) 
\end{align*}

Hence, in this scheme, the control law is:

$$
u(t) = u_{af}(t) + u_{ag}(t)$$
where:
\[
\begin{align*}
    u_{al}(t) &= -\frac{f_a(x) + v(t)}{\dot{g}_a(x)} \\
    u_{sl}(t) &= -\bar{k}_a \text{sat}\left(\frac{x}{\delta}\right)
\end{align*}
\]  

\(\bar{k}_a\) being the sliding mode gain to be determined subsequently.

Now, by definition of \(f^*(x), g^*(x)\) and equations (10), (13) we get:
\[
\begin{align*}
    f(x) &= \kappa(x)w_f^T \Phi_f - \Delta_f + f_0 \\
    g(x) &= \kappa(x)w_g^T \Phi_g - \Delta_g + g_0
\end{align*}
\]  

(27)

where for convenience, the argument \((x)\) has been dropped for \(\Delta_f, \Delta_g, f_0, g_0\). Consider indexing \(w_f^*, w_g^*\), the optimal, 'full-network' parameter vectors, such that the first series of elements are the optimal parameters of the active nodes, denoted by sub-vectors \(w_{fa}^*, w_{ga}^*\), and the next series of elements are formed from the optimal parameters of passive nodes, denoted by sub-vectors \(w_{fp}^*, w_{gp}^*\), which represent nodes not yet activated. Similarly, \(\dot{w}_f, \dot{w}_g\), the full network parameter vectors are indexed accordingly into subvectors \(\dot{w}_{fa}, \dot{w}_{ga}\), \(\dot{w}_{fp}, \dot{w}_{gp}\). By definition, being passive, the last two subvectors and their time-derivative are zero vectors. Hence,
\[
\begin{align*}
    \dot{w}_f &= \begin{bmatrix} \dot{w}_{fa} \\ \dot{w}_{fp} \end{bmatrix}, \quad \dot{w}_g &= \begin{bmatrix} \dot{w}_{ga} \\ \dot{w}_{gp} \end{bmatrix} \quad \text{and} \quad w_f^* = \begin{bmatrix} w_{fa}^* \\ w_{fp}^* \end{bmatrix}, \quad w_g^* = \begin{bmatrix} w_{ga}^* \\ w_{gp}^* \end{bmatrix}
\end{align*}
\]  

(28)

where \(\dot{w}_{fp}, \dot{w}_{gp}\) are zero vectors. Using the same indices re-index similarly \(\Phi_f, \Phi_g\), ie.,
\[
\Phi_f = \begin{bmatrix} \Phi_{fa} \\ \Phi_{fp} \end{bmatrix}, \quad \Phi_g = \begin{bmatrix} \Phi_{ga} \\ \Phi_{gp} \end{bmatrix}
\]  

(29)

where:

- \(\Phi_{fa}(x), \Phi_{ga}(x)\) contain the basis functions of active nodes.
- \(\Phi_{fp}(x), \Phi_{gp}(x)\) contain the basis functions of passive nodes.

Thus, substitution in equation (27) gives us:
\[
\begin{align*}
    f(x) &= \kappa(x)(w_{fa}^* T \Phi_{fa} + w_{fp}^* T \Phi_{fp}) - \Delta_f + f_0 \\
    g(x) &= \kappa(x)(w_{ga}^* T \Phi_{ga} + w_{gp}^* T \Phi_{gp}) - \Delta_g + g_0
\end{align*}
\]  

(30)

Hence, subtracting from equation (24) we get:
\[
\begin{align*}
    \dot{f}_a(x) - f(x) &= \kappa(x)\dot{w}_{fa}^* T \Phi_{fa} - \kappa(x)\ddot{w}_{fa}^* T \Phi_{fa} + \Delta_f \\
    \dot{g}_a(x) - g(x) &= \kappa(x)\dot{w}_{ga}^* T \Phi_{ga} - \kappa(x)\ddot{w}_{ga}^* T \Phi_{ga} + \Delta_g
\end{align*}
\]  

(31)

where, \(\dot{w}_{fa} = \dot{w}_{fa} - \dot{w}_{fa}^*, \dot{w}_{ga} = \dot{w}_{ga} - \dot{w}_{ga}^*, \ddot{w}_{fp} = \ddot{w}_{fp} - w_{fp}^*, \ddot{w}_{gp} = -w_{gp}^*\).

Substitution of control law (25) in the system dynamics (1) and substituting for \(v(t)\) and \(e(t)\), implies:
\[
\begin{align*}
    e^{(r)} + \alpha_r e^{(r-1)} + \ldots + \alpha_1 e &= f(x) - \dot{f}_a(x) + (g(x) - \dot{g}_a(x))u_{al} + g(x)u_{sl}
\end{align*}
\]  

(32)
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Also equation (3) implies that: \( e^{(r)} + \alpha_r e^{(r-1)} + \ldots + \alpha_1 e \equiv \Gamma(s)e(s) \) in the Laplace domain, so that substitution of equation (31) in (32) results in the following error dynamics:

\[
\Gamma(s)e = -\kappa \hat{w}_{fa}^T \Phi_{fa} - \kappa \hat{w}_{ga}^T \Phi_{ga} u_{al} + g(x)u_{al}(t) + d_d(t)
\]

(33)

where,

\[
d_d(t) = \kappa \hat{w}_{fp}^T \Phi_{fp} + \kappa \hat{w}_{gp}^T \Phi_{gp} u_{al} - \Delta_f - \Delta_g u_{al}
\]

(34)

represents a disturbance term that enters the error dynamics due to:

(i) The network inherent approximation errors \( \Delta_f(x), \Delta_g(x) \).

(ii) The selective node activation scheme, which ignores the contribution to the output of nodes that have not been activated, giving rise to errors in terms of the passive nodes.

Note that in [40], the disturbance was due only to (i), whilst in this case it is augmented by the errors due to selective node activation.

By equation (15), \( e_1(t) = \Psi e(t) \) so that in terms of \( e_1 \), the error dynamics becomes:

\[
e_1 = \Psi \Gamma^{-1}(-\kappa(x)\hat{w}_{fa}^T \Phi_{fa} - \kappa(x)\hat{w}_{ga}^T \Phi_{ga} u_{al}(t) + g(x)u_{al}(t) + d_d(t))
\]

(35)

As in [33], [40], [39], we could use sliding control in the system with \( e_1 \) defining a sliding surface if \( \Psi \Gamma^{-1}(s) \) has a first-order lag transfer function, say:

\[
\Psi \Gamma^{-1}(s) = \frac{1}{s + k_d}, \quad k_d > 0
\]

(36)

so that:

\[
e_1 = -k_d e_1 - \kappa(x)\hat{w}_{fa}^T \Phi_{fa} - \kappa(x)\hat{w}_{ga}^T \Phi_{ga} u_{al}(t) + g(x)u_{al}(t) + d_d(t)
\]

(37)

where \( u_{al} = -\bar{c}_a \text{sat}(\frac{x_a}{L_a}) \).

We propose the use of adaptation laws as in [40], [39], but based only on active nodes, i.e.,

\[
\frac{d\hat{w}_{fa}}{dt} = \eta_f \kappa(x) e_1 \Delta(t) \Phi_{fa}(x)
\]

\[
\frac{d\hat{w}_{ga}}{dt} = \eta_g \kappa(x) e_1 \Delta(t) \Phi_{ga}(x) u_{al}(t)
\]

(38)

together with a parameter-resetting mechanism:

\[
\hat{w}_{ga}(t^+) = \hat{w}_{ga}(t) + (g_l - \hat{g}_{na})||\Phi_{ga}(x)||^{-2} \Phi_{ga}(x)
\]

(39)

which is activated at any time \( t \) if:

\[
\hat{g}_{na}(x) \leq g_l(x) - \epsilon^*(x), \forall x \in \chi_n
\]

(40)

where:
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\( \dot{g}_a(x) = \dot{\Phi}_{x_0}(t) \Phi_{x_0}(x) + g_0. \)

- \( \epsilon^*(x) \) is a small, positive function such that \( g_i(x) - \epsilon^*(x) > 0, \forall x \in x_n. \)
- \( g_a(x) \geq g_i(x), \forall x \notin x^-_n. \)
- \( t^+ \) denotes the time just after the resetting mechanism is activated.

This resetting mechanism ensures that after a parameter reset, \( \dot{g}_a(x) \geq g_i(x) \), thus maintaining \( \dot{g}_a(x) \) bounded below by \( g_i(x) - \epsilon^*(x) \).

### 3.2 Stability analysis

System stability is analysed by use of the Lyapunov function

\[
V = \frac{\epsilon_1^2}{2} + \frac{1}{2\eta_f} \dot{\Phi}_{f}^T \dot{\Phi}_f + \frac{1}{2\eta_g} \dot{\Phi}_{g}^T \dot{\Phi}_g
\]

(41)

where \( \dot{\Phi}_f = \dot{\Phi}_f - \dot{\Phi}_f^* \), \( \dot{\Phi}_g = \dot{\Phi}_g - \dot{\Phi}_g^* \).

(a) For \( |\epsilon_1| < \phi \): In this case \( \epsilon_1 \Delta = 0 \) so that equation (41) implies:

\[
V = \frac{1}{2\eta_f} \dot{\Phi}_f^T \dot{\Phi}_f + \frac{1}{2\eta_g} \dot{\Phi}_g^T \dot{\Phi}_g > 0.
\]

(42)

Hence, \( V \) is a suitable, positive-definite Lyapunov function candidate for the given range of \( \epsilon_1 \).

Differentiation with respect to time gives:

\[
\dot{V} = \frac{1}{\eta_f} \dot{\Phi}_f^T \frac{d\Phi_f}{dt} + \frac{1}{\eta_g} \dot{\Phi}_g^T \frac{d\Phi_g}{dt}
\]

\[
= \frac{1}{\eta_f} \left[ \dot{\Phi}_{fa}^T \dot{\Phi}_{fa} \right] \left[ \frac{d\Phi_{fa}}{dt} \frac{d\Phi_{fa}}{dt} \right] + \frac{1}{\eta_g} \left[ \dot{\Phi}_{ga}^T \dot{\Phi}_{ga} \right] \left[ \frac{d\Phi_{ga}}{dt} \frac{d\Phi_{ga}}{dt} \right]
\]

(43)

where re-indexing of terms into active and passive nodes as before has been performed.

Being a dynamic structure network, \( \frac{d\Phi_{fa}}{dt} = 0, \frac{d\Phi_{fa}}{dt} = 0 \), by definition of passive nodes, and equation (38) implies that for this range of \( \epsilon_1 \), \( \frac{d\Phi_{fa}}{dt}, \frac{d\Phi_{fa}}{dt} = 0 \), hence

\[
\dot{V} = 0
\]

(44)

(b) For \( |\epsilon_1| \geq \phi \): In this case \( \epsilon_1 \Delta = (\epsilon_1 - \phi \text{sign}(\epsilon_1)) \) so that equation (41) implies:

\[
V = \frac{(\epsilon_1 - \phi \text{sign}(\epsilon_1))^2}{2} + \frac{\dot{\Phi}_f^2}{2\eta_f} + \frac{\dot{\Phi}_g^2}{2\eta_g} > 0
\]

(45)

Hence, \( V \) is a suitable, positive-definite Lyapunov function candidate.
Differentiation of \( V \) and equation (37) gives:
\[
\dot{V} = -k_2 \epsilon_1^2 \Delta - |e_1 \Delta|(k_2 \phi + \bar{k}_a g(x) + \phi) + e_1 \Delta \dot{d}(t) \\
+ \bar{w}_f \bar{\eta}_f \left( \frac{1}{\eta_f} \frac{d\tilde{w}_f}{dt} - e_1 \Delta \kappa \Phi_{f_a} \right) + \bar{w}_g \bar{\eta}_g \left( \frac{1}{\eta_g} \frac{d\tilde{w}_g}{dt} - e_1 \Delta \kappa \Phi_{g_a} \right) u_a(t) \quad (46)
\]

Using adaptation laws (38) and letting \( \phi \) be a constant, we get:
\[
\dot{V} = -k_2 \epsilon_1^2 \Delta - |e_1 \Delta|(k_2 \phi + \bar{k}_a g(x)) + e_1 \Delta \dot{d}(t) \quad (47)
\]

Choosing
\[
\bar{k}_a = \max \left\{ 0, \frac{\bar{d}_d - k_2 \phi}{g_1} \right\} \quad (48)
\]
implies that \( \dot{V} \leq -k_2 \epsilon_1^2 \Delta \), where \( \bar{d}_d(x) \) represents the bound on \( d_d(t) \), the disturbance term of equation (34), i.e., \( |d_d(t)| \leq \bar{d}_d(x) \). Evaluation of this bound shall be expanded on subsequently. Hence, adaptation laws (38) and sliding gain (48) ensure that for all \( \epsilon_1(t) \), in the absence of parameter resets,
\[
\dot{V} \leq -k_2 \epsilon_1^2 \Delta \leq 0 \quad (49)
\]

This, in turn, implies boundedness of \( \epsilon_1 \Delta(t) \), \( \bar{w}_f \), \( \bar{w}_g \) by Lyapunov stability theory.

In the event of parameter resets, the change in the Lyapunov function \( V \) of equation (41) following a reset, denoted by \( \Delta V \), can be deduced to be:
\[
\Delta V = \frac{1}{2 \eta_g} (\dot{g}_n - g + 2(g - g_a)(g - \dot{g}_n)||\Phi_{g_a}||^{-2} \quad (50)
\]
where \( g_a = w_{g_a}^* T \Phi_{g_a}(x) + g_0 \) and \( \dot{g}_n \) is as defined before. Defining \( g_n^* \) as the optimal full-network approximation to \( g(x) \) when \( x \in X_n \):
\[
g_n^* = g_0 + w_{g_a}^* T \Phi_{g_a}(x) = g_0 + w_{g_a}^* T \Phi_{g_a}(x) + w_{g_p}^* T \Phi_{g_p}(x) = g_n^* + w_{g_p}^* T \Phi_{g_p}(x) \quad (51)
\]
where the definitions of \( w_{g_a}^* \), \( w_{g_p}^* \), \( g_n^* \) have been used. Then, it follows that
\[
g_n^*(x) - g_n^*(x) \leq \max(w_{g_p}^* T \Phi_{g_p}(x)) \quad (52)
\]
where \( \max(w_{g_p}^* T \Phi_{g_p}(x)) \) is an upper bound on \( w_{g_p}^* T \Phi_{g_p}(x) \).

If we assume that \( g_1(x) \) is such that
\[
g_n^*(x) - g_1(x) \geq \max(w_{g_p}^* T \Phi_{g_p}(x)) \quad (53)
\]
a fact that can be ascertained by choosing the lower bound \( g_1(x) \) lower than \( g_n^*(x) \) by at least \( \max(w_{g_p}^* T \Phi_{g_p}(x)) \), whose value is to be discussed later, then:
\[
g_1(x) - g_n^*(x) \leq 0 \quad (54)
\]
This ensures that
\[
\Delta V \leq -\frac{1}{2\eta g} (g_i - \hat{g}_n)^2 \| \Phi_g \|^2 \leq 0
\]  
(55)
so that the Lyapunov function is reduced as a result of parameter resetting, if (54) is satisfied.

The above assumption necessary to ensure inequality (54) is different from that in [40], where a full-size network is used, makes it sufficient to assume that \( g_\ast^\ast(x) - g_i(x) \geq 0 \) for maintaining \( \Delta V \leq 0 \). This difference in assumptions though, is necessary to ensure stability in the presence of parameter resets for the case of a dynamic structure network.

Hence adaptation laws (38), sliding gain law (48) and the proposed parameter resetting mechanism, ensure boundedness of \( e_{1 \Delta}(t) \), \( \tilde{w}_f \), \( \tilde{w}_g \). In turn, the following considerations apply as in [40], [39]:

1. Boundedness of \( e_{1 \Delta}(t) \) implies boundedness of \( e_1(t) \).
2. Boundedness of \( \tilde{w}_f \), \( \tilde{w}_g \) implies boundedness of \( \tilde{w}_f, \tilde{w}_g \).
3. Boundedness of \( \tilde{w}_f, \tilde{w}_g \) implies boundedness of \( \tilde{w}_f, \tilde{w}_g \).
4. Tracking error \( e(t) \) and its derivatives up to \( (r - 1) \) are bounded since \( e_1(t) \) is bounded and \( \Psi(s) \) is Hurwitz. Thus, assuming the system zero dynamics to be globally exponentially stable, the function \( I(z_1, z_2) \) has continuous and bounded partial derivatives in \( z_1 \) and \( z_2 \) and that the desired output and its derivatives up to order \( r \) are bounded. It follows that \( x(t) \) is bounded [34].
5. Assuming \( f(x), g(x) \) to be continuous, boundedness of \( x \) implies that \( f(x), g(x) \) are bounded.
6. \( \Phi_f(x), \Phi_g(x) \) are bounded since \( x(t) \) is bounded and so, together with boundedness of \( \tilde{w}_f, \tilde{w}_g \) we conclude that \( \tilde{f}_a, \tilde{g}_a \) are bounded.
7. \( v(t) \) is bounded since \( e(t) \) and its derivatives up to order \( (r - 1) \) and \( y_d(t) \) and its \( r \) derivatives, are bounded. Also, parameter resetting ensures that \( \hat{g}_a(x) \) is bounded away from zero so that \( u_{a1} \) is bounded.
8. Disturbance \( d_d(t) \) is bounded (via \( \tilde{d}_d \)) since all terms on the right of equation (34) are bounded and \( u_{a1}(t) \) is bounded since \( \tilde{k}_a \) is bounded. Hence, equation (37) implies that \( \tilde{e}_1 \) is bounded, since all terms on its right hand side are so.

Thus \( e_{1 \Delta} \) is bounded as well, so that \( e_{1 \Delta} \) is uniformly continuous. Since \( \dot{V} \leq -k_d e_{1 \Delta}^2 \), then \( \int_0^\tau \dot{V} + k_d e_{1 \Delta}^2 d\tau \leq 0 \). Letting \( V_1(t) = V(t) - \int_0^t \dot{V}(\tau) + k_d e_{1 \Delta}^2 d\tau \), the above condition implies that, \( V_1(t) \geq 0 \) so that \( V_1(t) \) is bounded below. Also, time differentiation of \( V_1(t) \) implies that \( \dot{V}_1 = -k_d e_{1 \Delta}^2 \), so that \( V_1(t) \leq 0 \), making it semi negative-definite. Finally, since \( e_{1 \Delta} \) is uniformly continuous, \( \dot{V}_1 \) is also uniformly continuous.
Hence, these three conditions allow use of Barbalat's Lemma [36], [22], [34] to deduce that:

\[ V_1(t) \to 0 \quad \text{as} \quad t \to \infty \quad \text{so that} \quad e_1(t) \Delta(t) \to 0 \quad \text{as} \quad t \to \infty \]

(56)

This implies that \( e_1(t) \) converges to somewhere within \( \pm \phi \) as \( t \to \infty \) or:

\[ |e_1(t)| \leq \phi \quad \text{as} \quad t \to \infty \]

(57)

Since \( e(t) \) is a stable filtration of \( e_1(t) \) via \( \Psi^{-1}(s) \), boundedness of \( e_1(t) \) implies boundedness of \( e^{(i)}(t) \) for \( i = 0, 1, \ldots, (r - 1) \). Thus \( \phi \) determines the value of the steady-state tracking error. Note that if \( \Psi(s) = (s + \lambda)^{-1} \), where \( \lambda \) is a positive constant, then as shown in [36], in the steady-state:

\[ |e^{(i)}| \leq 2^i \lambda^{i-r+1} \phi \quad 0 \leq i \leq r - 1 \]

(58)

Hence, use of selective node activation optimises on network size whilst ensuring stable closed-loop dynamics, if equations (38), (48) and the relevant assumptions are adhered to. Let us now take a look at the function representing the disturbance bound, required for evaluating the sliding mode gain \( \overline{K}_u \) given in equation (48).

### 3.3 The disturbance bound

According to equation (34), the disturbance is bounded by:

\[ |d_d| \leq \kappa |w_f^* T \Phi_f| + \kappa |w_g^* T \Phi_g| |u_a| + |\Delta f(x)| + |\Delta g(x)||u_a| \]

In \( \chi_n \), the network approximation region; \( \kappa(x) = 1, |\Delta f(x)| \leq \epsilon_f \) and \( |\Delta g(x)| \leq \epsilon_g \) by equation (13). Hence,

\[ |d_d| \leq |w_f^* T \Phi_f| + |w_g^* T \Phi_g| |u_a| + \epsilon_f + \epsilon_g |u_a| \]

(59)

Outside \( \chi_n \), \( \kappa(x) = 0 \) so that by equations (10), (24): \( f^*(x) = \hat{f}(x) = \hat{f}_o(x) = f_o \) and \( g^*(x) = \hat{g}(x) = \hat{g}_o(x) = g_o \). Hence by equation (13) we get:

\[ \Delta f = |f_o - f(x)| \]
\[ \Delta g = |g_o - g(x)| \]

(60)

As in [40], assume that the above are bounded by known functions \( \overline{f}_o(x), \overline{g}_o(x) \) such that:

\[ |f_o - f(x)| \leq \overline{f}_o(x) \quad \text{and} \quad |g_o - g(x)| \leq \overline{g}_o(x) \]

(61)

Hence,

\[ |d_d| \leq \overline{f}_o + \overline{g}_o |u_a| \]

(62)

Combining equations (59) and (62), we thus obtain bounds for both, inside and outside of \( \chi_n \),

\[ |d_d| \leq \kappa(x)(|w_f^* T \Phi_f| + |w_g^* T \Phi_g| |u_a| + (\epsilon_f + \epsilon_g |u_a|)) + (1 - \kappa(x))(\overline{f}_o + \overline{g}_o |u_a|) \]

(63)
Whilst $\epsilon_f$, $\epsilon_g$, $f_0$, $g_0$ are assumed to be known and $\kappa(\mathbf{x})$, $|u_i(t)|$ could be determined since these are used in the controller; terms $|w_{f_p}^T \Phi_{f_p}(\mathbf{x})|$ and $|w_{g_p}^T \Phi_{g_p}(\mathbf{x})|$ are not yet known. In fact they depend on the number of passive nodes, which depends, amongst other things, on the activation threshold $\delta_{\min}$.

Note that

$$|w_{f_p}^T \Phi_{f_p}(\mathbf{x})| = \left| \sum_i w_{f_p,i}^* \Phi_{f_p,i}(\mathbf{x}) \right| \leq w_{f_p} \sum_i \Phi_{f_p}(\mathbf{x}) \quad (64)$$

where $w_{f_p} \geq \max(|w_{f_p,i}^*|)$ represents a bound on the optimal parameters of the full network. The term $\sum \Phi_{f_p,i}$ is indexed by $i$, whose range is equal to the number of passive nodes, i.e., the size of the passive nodes vector $\Phi_{f_p}$, denoted by $R$. This value varies with time, however it is always given by the difference between the total number of mesh points in $\mathbf{x}_n$, $N$, and the number of active nodes, $A$, i.e., $R = N - A$.

Thus, the term,

$$\sum_{i=1}^{R} \Phi_{f_p,i}(\mathbf{x})$$

is largest when $R$ is a maximum denoted by $R_{\max}$, occurring when $A$ is at its smallest value, $A_{\min}$. This corresponds to the case at time $t = 0$, when only the nodes in one activation hypercube $H_1$ of length $l\mu$, centred around $\mathbf{x}_n$, the nearest mesh point to $\mathbf{x}(0)$, are activated. This is shown in Figure 3. Recall that $l$ denotes the nearest integer to $\sqrt{-2\sigma^2 \ln(\delta_{\min})}/\mu$.
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**Figure 3: Initial hypercube.**

The number of nodes in this hypercube is given, in general by $A_{\min} = (1 + 2l)^n$, where $n$ is
the dimension of the state-space. Thus, we may say that

$$
\sum_{i=1}^{R} \Phi_{f_{Pi}}(x(t)) \leq \sum_{i=1}^{R_{\text{max}}} \Phi_{f_{Pi}}(x(0))
$$

(65)

The right-hand term reflects a conservative bound for the left-hand term, for all times except at \( t = 0 \).

As in [33], the passive nodes can be viewed as forming the sides of nested hypercubes, \( H_{pi} \), surrounding the activation hypercube \( H_1 \), as shown by the dashed squares in Figure 3. This is why a hypercube activation zone centred around \( x_o \) was chosen, rather than a ball centred around \( x(t) \). The number of nodes on the perimeter of any hypercube of length \( m \mu \) is thus given by \([2m + 1]^n - (2m - 1)^n\]. On a given hypercube \( H_{pi} \) of length \( m \mu \), the radial basis functions contributing the largest value for an input at \( x = x_o \), are those located at the mid-point of the sides and the corresponding function will be \( \exp \left( \frac{-m^2 \mu^2}{2 \sigma^2} \right) \). Because all of the other nodes on the perimeter of \( H_{pi} \) contribute less than this value, the summation of all basis functions for these nodes is surely less than \([2m + 1]^n - (2m - 1)^n\) \( \exp \left( \frac{-m^2 \mu^2}{2 \sigma^2} \right) \). Again, this represents a conservative bound. Repeating for all \( H_{pi} \) such that all passive nodes in \( \chi_n \) are covered, we obtain:

$$
\sum_{i=1}^{R} \Phi_{f_{Pi}}(x(t)) \leq \sum_{i=1}^{R_{\text{max}}} \Phi_{f_{Pi}}(x(0)) \leq \sum_{m=i+1}^{M} \left( \frac{\left[2m + 1\right]^n - (2m - 1)^n}{\left[2\sigma^2\right]} \right) \exp \left( \frac{-m^2 \mu^2}{2 \sigma^2} \right)
$$

(66)

where it is assumed that \( \Phi_{f_{Pi}}(x(0)) \approx \Phi_{f_{Pi}}(x_o) \). This introduces some error but its value is small, especially for a mesh having small \( \mu \). In any case, the conservativeness of the bounds introduced previously more than compensates for this small error.

The upper limit of the last summation term reflects the radius (in terms of the number of mesh spacings) of the largest hypercube \( H_{Pi} \) required to scan all \( \chi_n \). Clearly, this depends on the location of the initial centre \( x_o \). However, being conservative once again, \( M \) surely cannot exceed the number of nodes along the longest side of \( \chi_n \), so that \( M \) can be set to this value. In any case, the series on the right of the last inequality converges rapidly [33], so that the conservativeness of \( M \) does not really affect the value of this bound.

As shown in [33], the term \([\left[2m + 1\right]^n - (2m - 1)^n]\) can be expressed via the binomial theorem, as:

$$
\sum_{j=0,\ldots,(n-1)|(n-j)} 2^{j+1} \binom{n}{j} m^j
$$

so that

$$
\sum_{i=1}^{R} \Phi_{f_{Pi}} \leq \sum_{j=0,\ldots,(n-1)|(n-j)} 2^{j+1} \binom{n}{j} \sum_{m=i+1}^{M} m^j \exp \left( \frac{-m^2 \mu^2}{2 \sigma^2} \right) = \overline{\Phi}_b
$$

(67)

Similar considerations apply for \( \sum \Phi_{f_{Pi}}(x) \), the bound denoted by \( \overline{\Phi}_b \).

Whilst [33] provides a relation for determining the bound on the magnitude of the optimal parameters, \( |w_{f_{Pi}}| \), this is quite conservative, resulting in an unnecessarily larger value for \( \overline{\Phi}_a \).
This goes against the aim of keeping the sliding control to its minimum whilst \( x \in \chi_n \). One way of determining the order of magnitude of the maximum value of \( \|w_{f_p}^\ast\| \) would be to subject the system to a short period of a persistently exciting input \([3, 22, 34]\), so as to force the parameters to a value that is close to their optimal. From these values, one could obtain a hint on the order of magnitude of this bound, even though this would not be perfectly accurate due to the short period of application of the input. In practice, one could then use an overestimate based on this value, so as to ensure that \( \max(\|w_{f_p}^\ast\|) \) is less than this estimate and use this value for \( \overline{w}_{f_b} \). Hence,

\[
\begin{align*}
\|w_{f_p}^\ast T \Phi_{f_p}(x)\| &\leq \overline{w}_{f_b} \overline{\phi}_{f_b} := \delta_f \\
\text{and similarly} \\
\|w_{g_p}^\ast T \Phi_{g_p}(x)\| &\leq \overline{w}_{g_b} \overline{\phi}_{g_b} := \delta_g
\end{align*}
\] (68)

Thus, equation (63) implies:

\[
|d_d| \leq \kappa(\delta_f + \delta_g|u_{al}|) + \kappa(\epsilon_f + \epsilon_g|u_{al}|) + (1 - \kappa)(\overline{f}_o + \overline{g}_o)|u_{al}| := \overline{d}_d
\] (69)

The first term represents errors due to the fact that the contribution to the output by passive nodes is being ignored in the dynamic network scheme. The second term represents errors due to the fact that the network can only approximate the desired function to a particular accuracy that depends on \( \mu, \sigma \). The last term represents the error when the state falls outside the network approximation region, this having a typically large value making \( \overline{d}_d \) large enough to force the state back into \( \chi_n \) as quickly as possible. Note that whilst the state is in \( \chi_n \), \( |d_d| \) is limited by the size of the first two terms. This is typically much smaller than for the previously-mentioned case, so that use of crude, high-gain sliding control is avoided, keeping only a lower gain sliding control that is sufficient to ensure that parameter drift is avoided, thus guaranteeing robustness.

### 3.4 Choice of the boundary layer

Boundary layer sliding control is used to limit the bandwidth of the control signal so that high-frequency, unmodelled dynamics are not excited \([37, 36]\). Following the same line of development as in \([40]\), with appropriate modifications for our dynamic network case, using equation (37) and the fact that the system bandwidth is predominantly determined by the dynamics inside the boundary layer, where \( |e_1| \leq \phi \), we get for this range of \( e_1 \):

\[
\dot{e}_1 = -e_1 \left( k_d + g(x) \overline{k}_a \frac{1}{\phi} \right) + h
\] (70)

where,

\[
h = -\kappa \overline{w}_{f_a}^\ast T \Phi_{f_a}(x) - \kappa \overline{w}_{g_a}^\ast T \Phi_{g_a}(x)u_{al} + d_d(t)
\] (71)

These dynamics have a low-pass filter structure, with corner frequency \( \left( k_d + \frac{\overline{f}_a}{\phi} \right) \), that could be taken as a measure of the control signal bandwidth, \( \nu_c \). The smaller the \( \phi \), the smaller is the tracking error, but the higher is the control bandwidth. This increases the chance of
exciting higher frequency dynamics. For example, if the system is sampled with frequency \( \nu_s \), one can only ignore the effects of sampling if \( \nu_s > 5 \nu_c \) [33]. Hence, a trade-off between keeping a small tracking error and limiting the magnitude of the control bandwidth, must be settled for. If the maximum possible value of \( \nu_c \) is \( \nu_{max} \), then
\[
\left( k_d + \frac{\kappa g}{\phi} \right)_{max} \leq \nu_{max}
\]
(72)

Substitution for \( \kappa \) implies that:
\[
\left( k_d + \frac{\kappa g}{\phi} \right)_{max} \leq \left( \frac{g d_d}{g \phi} \right)_{max}
\]
(73)
so that the above is satisfied if \( \left( \frac{g d_d}{g \phi} \right)_{max} = \nu_{max} \). Substituting for \( d_d \) and assuming that \( \kappa(x) = 1 \) when \( |e_1| \leq \phi \), we obtain:
\[
\frac{g h}{g \phi_{min}} \left( \delta_f + \delta_g |u_{al}|_{max} + \epsilon_f + \epsilon_g |u_{al}|_{max} \right) = \nu_{max}
\]
(74)
where:

- \( g h \) is an upper bound on \( g_h(x) \), a function such that \( g(x) \leq g_h(x), \forall x. \)
- \( g \) is a lower bound on \( g(x) \).
- \( |u_{al}|_{max} = \frac{\tilde{f}_h + \bar{v}}{g_i} \) by definition of \( u_{al} \), where,
  - \( \tilde{f}_h \) is an upper bound on \( \tilde{f}_h(x) \), where \( \tilde{f}_h(x) \geq |\tilde{f}_a(x)| \),
  - \( \bar{v} \) is an upper bound on \( v(x) \). As in [40], [39], \( \bar{v} \approx \bar{v}^{(r)} \), the latter being an upper bound on \( y^{(r)} \).

Hence,
\[
\phi_{min} = \frac{g h}{g \nu_{max}} \left( \delta_f + \delta_g |u_{al}|_{max} + \epsilon_f + \epsilon_g |u_{al}|_{max} \right)
\]
(75)
gives the smallest possible value of the boundary layer \( \phi \), ensuring a control bandwidth that does not exceed \( \nu_{max} \). Note that this \( \phi_{min} \) is larger than that derived in [40] where a full-size network has been used. This is due to the additional terms \( \delta_f, \delta_g |u_{al}|_{max} \) introduced via the error in neglecting the contribution of the passive nodes in our networks. The difference obviously depends on the sizes of \( \delta_f, \delta_g \) which depend principally on the activation threshold \( \delta_{min} \). From equation (75), it is straightforward to deduce that \( \phi_{min} \) for a dynamic scheme is greater than that for a full network scheme by a factor of \( \frac{|u_{al}|_{max}(\delta_f + \delta_g) + \epsilon_f + \epsilon_g}{|u_{al}|_{max} + \epsilon_f + \epsilon_g} \approx \left( 1 + \frac{\delta_f}{\delta_g} \right) \) in most cases. This implies a larger tracking error for the same \( \nu_{max} \), and reflects the price we have to pay in using smaller dynamic networks, for the high frequency unmodelled dynamics not to be excited. Note also, that if a boundary layer less than \( \phi_{min} \) is actually used, the system is still guaranteed to be robust against parameter drift, but one gets a larger control bandwidth.
3.5 Comments

1. The larger the activation threshold, $\delta_{\text{min}}$, the smaller is the size of the hypercube in which nodes are activated, resulting in a smaller network. However, this results in a larger $\bar{\omega}_{fb}$, $\bar{\omega}_{pb}$ (due to a smaller $m$ in the exponential term of equation (67)) and so larger $\delta_f$, $\delta_g$. In turn, these contribute to a larger $\bar{d}_q$ and hence bigger sliding gains, necessary to compensate for the larger disturbance arising from activation of a smaller number of nodes. Thus, activation threshold $\delta_{\text{min}}$, can be viewed as a design parameter that determines the balance between the extent to which the network size is limited and the sliding gain that is required to ensure robustness to the disturbance term. The stronger the limitation on network growth (via large $\delta_{\text{min}}$), the larger is the sliding gain; resulting in ‘cruder’ control having a larger closed-loop bandwidth and higher control activity. In all cases though, error convergence to the boundary layer and robustness to parameter drift are ensured.

2. $\phi$ appears both in the sliding control term as the width of the boundary layer, and also as the dead-zone width in the adaptation laws. Because of the latter, $\phi$ affects directly the steady-state tracking error. As in [40], if the effects of high frequency unmodelled dynamics are neglected, the boundary layer and hence the steady-state tracking error, can be made arbitrarily small without risking parameter drift, because of the use of sliding control within $\chi_n$, which compensates for the disturbance term. Indeed as seen in equation (75), if no limitation on the bandwidth were imposed (i.e. $\nu_{\text{max}} \to \infty$), $\phi_{\text{min}}$ could be set to zero. This contrasts with those schemes which use simple dead-zone adaptation (without sliding control in $\chi_n$) to avoid parameter drift, where the minimum dead-zone width is determined by the size of the disturbance.

In practice though, the bandwidth must always be constrained, so that even in our case $\phi_{\text{min}}$ cannot be zero. Note however, that this limitation is imposed by the need to ensure a finite bandwidth and not to ensure robustness to the disturbance term. The argument applies equally well to the activation threshold $\delta_{\text{min}}$: the larger it is, the bigger must be the sliding gain and so the bandwidth increases. If no limitation on the bandwidth existed, $\phi_{\text{min}}$ and $\delta_{\text{min}}$ could take arbitrary values within their ranges, i.e., $\phi_{\text{min}} \geq 0$, $0 < \delta_{\text{min}} \leq 1$. Ideally, $\phi_{\text{min}}$ would be set to zero implying zero steady-state tracking error and $\delta_{\text{min}}$ close to one to give the greatest possible restriction on dynamic network growth, respectively. This reflects an improvement over the dynamic scheme suggested in [33], whereby to ensure robustness to the disturbance term, the activation threshold that limits network growth depends directly on the tracking accuracy required, because simple dead-zone adaptation is used. Hence, the advantages of using sliding control within $\chi_n$ as proposed in [40], [39], are preserved in our dynamic network scheme.

From the preceding arguments, the steady-state tracking accuracy and the activation threshold are limited only by the need to ensure that the closed-loop system bandwidth is less than $\nu_{\text{max}}$, to avoid excitation of high frequency unmodelled dynamics. Thus, in actual design, one must seek a compromise between the steady-state tracking accuracy and the size of the dynamic structure neural network against the control bandwidth.
This is reflected in equation (75), showing the interaction between these three variables via the terms $\phi_{min}$, $\delta_f$, $\delta_g$ and $\nu_{max}$.

3. In theory, if the entire state-space $\chi_n$ is being excited then the dynamic structure network would still grow to a size that is nearly equal to a full network, so that the use of a full non-dynamic network is preferred because of lesser computational effort being required (due to the absence of activation schemes) and the gain in terms of network size will not be significant. In practice though, the proposed dynamic structure network scheme is particularly effective when the state dimensionality $n \geq 2$, because use of a full non-dynamic structure scheme would result in an excessively large network size, a feature often referred to as the curse of dimensionality.

3.6 Implementation

For convenience, in this section, the arguments for implementation are developed in terms of the $\hat{f}$ network. Exactly similar considerations apply to the $\hat{g}$ network. The radial basis function network required to approximate $f(x)$ essentially consists of the active parameters vector, $\hat{w}_{fa}$, storing the output weights and a matrix $M$, storing the coordinates of the centres of active nodes, $m_{fa}$, i.e.,

$$M = \begin{bmatrix} m_{fa1}^T \\ m_{fa2} \\ \vdots \end{bmatrix}, \quad \hat{w}_{fa} = \begin{bmatrix} \hat{w}_{fa1} \\ \hat{w}_{fa2} \\ \vdots \end{bmatrix}$$

The length of $M$ and $\hat{w}_{fa}$ represents the number of active nodes, i.e., the network size, and these vectors are dynamic, i.e., they start from a size of zero and their length increases as nodes are activated. The activation occurs when the system state $x(t)$ traverses ‘new’ mesh points in $\chi_n$, whose basis function is currently in a hypercube, centered around the nearest mesh point to $x(t)$, with length of $\sqrt{-2\sigma^2 \ln(\delta_{min})}$.

Thus, when a state $x(t)$ is observed, mesh nodes with coordinates $m_j$ in the relevant hypercube must be considered for activation. It is a straightforward procedure to determine these coordinates. However before activating them, i.e., storing them in $M$ and augmenting $\hat{w}_{fa}$ accordingly, one must check if any of these nodes have already been activated before due to state $x(t)$ passing ‘near’ them at some previous time. If this is the case, the coordinates of the node would already be stored in $M$ and clearly, they must not be re-entered. Hence, each mesh node coordinate $m_j^T$, must be matched with the rows in $M$ to check for its presence, in which case it represents prior activation. Although this is a straightforward serial search routine, its execution is time consuming, especially when $M$ grows appreciably large and if the system is to be used on-line.

However, a different technique can be used to check for the presence of $m_j^T$ in $M$. The idea centres on using the neural network itself to indicate if $m_j$ is one of the centres of the current
network basis functions, by temporarily buffering the current network output generating \( f_a(x) \) and applying consecutively, each coordinate \( m_j \) as input to the network. If one \( m_j \) is already present in \( M \) as the centre of say, the \( i^{th} \) active node, then

\[
\text{for } m_j = m_i, \quad \phi_{f_j} = \exp \left( -\frac{||m_j - m_{f_a}||^2}{2\sigma_f^2} \right) = 1 \tag{76}
\]

If \( m_j \) is not present in \( M \), none of the basis functions will be equal to 1. Hence, if one of the basis functions responds with a 1 when the input is \( m_j \), the node centered at \( m_j \) has already been activated and the network need not grow. On the other hand, if all the basis functions are less than one, the node centred at \( m_j \) must be activated by augmenting \( M \) with \( m_j^T \) and \( \hat{w}_{f_a} \) with 0, resulting in network growth.

The advantage of this method is that given a parallel neural network architecture, detection of the presence of each \( m_j \) in \( M \) takes place in parallel, without having to perform a serial search of all the rows in \( M \) to test for a match with \( m_j^T \). This is achieved by augmenting the usual neural network structure with a Threshold Logic Unit (TLU) connected to the output of each radial basis function unit. The TLU outputs a 1 only if its input is greater than or equal to one. Hence, if one of the basis function outputs is 1, only its own TLU will output a 1 and the rest will be at 0. Performing a logical OR of these TLU outputs will thus result in a logic 1 output only if \( m_j \) is already active and 0 if not. Hence, this output (A) is a binary signal indicating that the network needs to grow (by augmenting it with a node centered at \( m_j \)) if A is 0, or need not otherwise. This activation-decision technique shall be referred to as \( \Phi \)-based activation and is shown in figure 4.

\[\text{Figure 4: } \Phi \text{-based activation technique.}\]
4 Simulation and results

Two simulations, based on examples in [40] and [39] are carried out. The examples were chosen to evaluate the effectiveness of selective node activation by comparing the performances of the dynamic and non-dynamic structure networks. In the examples, with orders being 2 and 4 respectively, the input scans a relatively small subset of $\chi_n$ and hence a significant savings in terms of the size of network would be expected. What is of interest also is the tracking performances for the two systems in the face of parsimony in neural network basis functions.

4.1 Simulation 1

The example used in the first simulation is taken from [39]. The dynamical system in this example is given by the equation,

\[
\begin{align*}
\dot{x}_1 &= f(x) + g(x)u \\
\dot{x}_2 &= x_1 - x_2 \\
y &= x_1
\end{align*}
\]  

(77)

where,

\[
\begin{align*}
x &= [x_1 \ x_2]^T \\
f(x) &= \cos(7(x_1^2 + x_2^2)) \exp(-(x_1^2 + x_2^2)) \\
g(x) &= 2 + \cos(7x_1x_2)
\end{align*}
\]  

(78)

This system is of order $n = 2$ and has degree $r = 1$. These dynamics are actually already expressed in global normal form and $I(x_1, x_2) = x_1 - x_2$ has continuous and bounded partial derivatives in $x_1, x_2$. The zero dynamics, $\dot{x}_2 = I(0, x_2)$ are thus given by $\dot{x}_2 = -x_2$, which are globally exponentially stable. The reference input, $u$, is obtained by filtering a zero-average, 0.9 amplitude, 0.4 Hz square wave by a filter $1/(1 + 0.4^2)$, so that the derivative of the filter output is bounded. As shown in [39], for the given system and reference input, the desired state is bounded well within the interval $[-1, 1] \times [-1, 1]$ (along $x_1, x_2$ respectively). To cater for the fact that during the transient period the actual state may overshoot these bounds, the network approximation region is taken to be larger, namely $\chi_n = [-1.5, 1.5] \times [-1.5, 1.5]$. This ensures that the state is bounded within the approximation region, thus avoiding the use of crude, high-gain sliding control. $\chi_n^-$, by definition, must be a subset of $\chi_n$ so that it is set to $\chi_n^- = [-1, 1] \times [-1, 1]$.

It is assumed that the known prior estimates to the functions being approximated are $f_0 = 0$, $g_0 = 2$ and as shown in [39], full network inherent approximation error bounds $\epsilon_f = \epsilon_g = 0.005$ would be obtained via basis functions having a standard deviation $\sigma_f, \sigma_g$ of 0.03 located on a mesh of spacing $\mu = 0.05$ within $\chi_n$. Bounds $\tilde{f}, \tilde{g}$ are set to 2 and $g(x)$ is set equal to $g_1 = 0.895$. The activation threshold is set to 0.2, resulting in an activation hypercube of length $\mu$. 
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The control law is given by \( v(t) = \dot{y}_d - 5(y - y_d) \) and \( e(t) = e(t) \). \( \eta_f, \eta_g \) are set to 25 and \( \epsilon^* \) to 0.1. Using equation (67) and the above values, results in \( \Phi_{fb} = \Phi_{gb} = 0.062 \). The system was initially subjected to a 40s persistently exciting input to obtain the order of magnitude for bounds of the optimal parameters, from which over-estimates \( \bar{w}_{fb} = \bar{w}_{gb} = 1.6 \) were deduced. Using equations (68), we obtain \( \delta_f = \delta_g = 0.1 \). Using \( |v| = |y_d^{(1)}| \leq 5, \dot{j}_{hm} = 2, j_h = 4, \nu_s = 2000\pi \text{ rad/s}, \nu_{max} = 400 \text{ rad/s} \), gives \( \phi_{min} \approx 0.01 \) which was used as the boundary layer. Note that the persistently exciting input is used to obtain \( \delta_f, \delta_g \) only; once these values are deduced, network activation is started afresh, with initially no nodes being activated.

The results of the simulation are shown in figure 5. Note that the system is stable and that the error asymptotically converges to the expected value of 0.01, namely the size of the boundary layer. Moreover, after 150 seconds, the networks contained 556 nodes each, which is 15% of the ‘full-size’ networks having 3721 nodes used in [39]. This follows from the fact that the desired input forces the state to follow a subset of the space in \( \chi_n \), and thus the selective node activation technique places basis functions in the neighbourhood of this subset only. This can be seen in Figure 6 which shows \( \chi_n^* \), the region where the state trajectory is contained, marking the positions of active nodes forming the dynamic networks with a cross and those of passive nodes, which were present in a ‘full-size’ network scheme, with a dot.

![Tracking error](image)

**Figure 5: Simulation 1: Tracking error.**

Moreover, as demonstrated in [40], even if a full-size network were used, the parameter vectors \( \dot{w}_f, \dot{w}_g \) would only approach their optimal values \( w_f^*, w_g^* \) if \( \Phi_f, \Phi_g \) are persistently excited. Otherwise, the network approximation accuracy is good only in state space regions visited during the operation of the system. This is the case for the dynamic structure network scheme as well. The role of the neural network is in learning the system dynamics while the
adaptive control scheme guarantees stability and robustness. The advantage of using neural networks to learn the dynamics of the system are demonstrated in [39] in which it is shown for the dynamic system used in this simulation, the tracking errors are about a factor 20 higher for the scheme that does not use the neural network adaptive controller.

4.2 Simulation 2

The system for this second example, taken from [40], is a robotic manipulator having 2 degrees of freedom in a horizontal plane, as shown in figure 7.

The manipulator can rotate about axis $O$ by application of torque $u_2$ which controls angle $y_2$ and move radially by application of force $u_1$, controlling the radial distance $y_1$. $C$ is the centre of mass of the link, $M_c$ is the link mass, $M$ is the load mass and $a$ is the distance from $C$ to the load. $J_1$, $J_2$ are the moments of inertia of the link with respect to $C$ and $O$ respectively. The system dynamics are given by,

$$
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \frac{((M_c+M)x_3+M_{eq})x_4^2}{M_c+M} + \frac{u_1}{M_c+M} \\
\dot{x}_3 &= x_4 \\
\dot{x}_4 &= \frac{-2((M_c+M)x_3+M_{eq})x_2x_4}{J_1+J_2+M_c\omega_1^2+M(x_1+a)^2} + \frac{2\omega_2}{J_1+J_2+M_c\omega_1^2+M(x_1+a)^2} \\
y_1 &= x_1 \\
y_2 &= x_3
\end{align*}
$$

(79)
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Figure 7: Two degrees of freedom robotic manipulator.

which could be re-written in terms of the radial and angular dynamics respectively, as,

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= f_1(x_1, x_4) + g_1 u_1 \\
y_1 &= x_1 \\
\dot{x}_3 &= x_4 \\
\dot{x}_4 &= f_2(x_1, x_2, x_3) + g_2(x_1) u_2 \\
y_2 &= x_3
\end{align*}
\]

so that the unknown dynamics are given by,

\[
\begin{align*}
f_1(x_1, x_4) &= \frac{(M_e + M_e x_4 + M_0) x_4^2}{M_e + M} \\
g_1 &= \frac{1}{M_e + M} \\
f_2(x_1, x_2, x_3) &= \frac{-2(M_e + M_e x_4 + M_0) x_3 x_4}{J_1 + J_2 + M_e x_4^2 + M(x_1 + x_2)^2} \\
g_2(x_1) &= \frac{J_1 + J_2 + M_e x_4^2 + M(x_1 + x_2)^2}{J_1 + J_2 + M_e x_4^2 + M(x_1 + x_2)^2}
\end{align*}
\]  (81)

Functions \( f_1, f_2, g_1, g_2 \) represent the 'unknown' system dynamics. Note that the two subsystems concerning radial movement \( (y_1) \) and angular movement \( (y_2) \), can be considered as two separate SISO affine systems, since the control gain matrix has a diagonal structure. Hence, two separate controllers are used, one for each subsystem.

The desired output is given by,

\[
\begin{align*}
y_{1d} &= 1 + 0.5 \sin(2t) \\
y_{2d} &= \frac{1}{4}(1 + \cos(2t))
\end{align*}
\]  (82)

so that the network approximation region, \( \chi_n \), is given by the interval \([0.3, 1.7] \times [-1.2, 1.2] \times [-0.1\pi, 0.6\pi] \times [-0.6\pi, 0.6\pi]\) along \( x_1, x_2, x_3, x_4 \) respectively. The prior estimates for the \( f_1 \), \( f_2 \) functions are 0 and those for the \( g_1, g_2 \) networks are \( 4.5 \times 10^{-3} \) and \( 1 \times 10^{-3} \), respectively.

As in [40], full network inherent approximation error bounds \( \epsilon_{f1}, \epsilon_{f2}, \epsilon_{g1}, \epsilon_{g2} \) (for the networks approximating \( f_1, f_2, g_1, g_2 \) respectively) equal to \( 0.1, 0.05, 2 \times 10^{-5}, 1 \times 10^{-5} \)
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would be obtained by basis functions having standard deviations of 0.06, 0.09, 0.14 with respect to states $x_1$, $x_2$, $x_4$ for the $\tilde{f}_1$, $\tilde{f}_2$ functions, and 0.024 for the $\tilde{g}_1$, $\tilde{g}_2$ functions if mesh spacing of 0.1, 0.15, 0.23 in the directions of $x_1$, $x_2$, $x_4$ for the $\tilde{f}_1$, $\tilde{f}_2$ networks and 0.04 for the $\tilde{g}_1$, $\tilde{g}_2$ networks along $x_3$ are used. Since the $\tilde{g}$ networks have the same input space, mesh spacing and standard deviation they could share the same nodes as that of $\tilde{f}$. As mentioned before, not all of these basis functions are necessarily used in the dynamic scheme, and the mesh positions just indicate where a basis function could be placed if required.

The lower bounds on $\tilde{g}_1$, $\tilde{g}_2$ are set at $g_{11} = 4.48 \times 10^{-3}$ and $g_{12} = 8.4 \times 10^{-4}$, respectively. The activation threshold is set to 0.2. The control law is given by $\psi(s) = (s + 5)$ and $k_d$ is set to 1 in the transfer function $\psi T^{-1}$. $\eta_f$, $\eta_g$, $\eta_{g1}$, $\eta_{g2}$ are set to 20, 20, $5 \times 10^{-5}$, $5 \times 10^{-6}$ respectively and $\epsilon^*$ to $1 \times 10^{-4}$. Assuming that the functions are bounded by $\bar{g}_{a1} = 12.5 \times 10^{-3}$, $\bar{f}_{a1} = 5.18$, $\bar{g}_{a2} = 5.6 \times 10^{-3}$, $\bar{f}_{a2} = 6.2$, with the initial approximations used, the bounds follow as $\bar{f}_{e1} = 5.18$, $\bar{f}_{e2} = 6.2$, $\bar{g}_{e1} = 8 \times 10^{-5}$, $\bar{g}_{e2} = 5 \times 10^{-3}$ for $\tilde{f}_1$, $\tilde{f}_2$, $\tilde{g}_1$, $\tilde{g}_2$ respectively. From these values and use of equation (67) adapted accordingly to accommodate for the fact that the mesh spacing and standard deviations are different along $x_1$, $x_2$, $x_4$, one obtains: $\bar{g}_{f11} = 0.065$, $\bar{g}_{f21} = 0.392$, $\bar{g}_{g11} = \bar{g}_{g21} = 0.0077$. Using overestimates for bounds of the optimal parameters as: $\bar{w}_{f11} = 2$, $\bar{w}_{f21} = 2$, $\bar{w}_{g11} = 0.007$, $\bar{w}_{g21} = 0.004$, one obtains $\delta_{f1} = 0.13$, $\delta_{f2} = 0.05$, $\delta_{g1} = 5.4 \times 10^{-5}$, $\delta_{g2} = 3.1 \times 10^{-5}$ for the $\tilde{f}_1$, $\tilde{f}_2$, $\tilde{g}_1$, $\tilde{g}_2$ networks, respectively. Using $\bar{w}_{f1}^2 = 2$, $\bar{w}_{g2}^2 = \pi$ (where for these dynamics $\gamma = 2$), sampling frequency $\nu_s = 1000\pi$ rad/s, $\nu_{\text{max}} = 130$ rad/s; one obtains $\phi_{\text{min1}} = 0.0075$, $\phi_{\text{min2}} = 0.066$. Hence, boundary layers set to $\phi = 0.015$ and $\phi = 0.08$ were used for the radial and angular subsystems, respectively. Using equation (58), these should result in steady-state error bounds of 0.003 metres and 0.016 radians respectively. The final design parameters are summarised in Table 1 for convenience.

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>$f_0$</th>
<th>$g_0$</th>
<th>$\eta_f$</th>
<th>$\eta_g$</th>
<th>$\epsilon_f$</th>
<th>$\epsilon_g$</th>
<th>$\sigma_f$</th>
<th>$\sigma_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radial</td>
<td>0.06, 0.09, 0.14</td>
<td>0.024</td>
<td>4.5 $\times$ 10$^{-5}$</td>
<td>20</td>
<td>5 $\times$ 10$^{-5}$</td>
<td>0.1</td>
<td>2 $\times$ 10$^{-5}$</td>
<td>0.06 ($\delta_1$)</td>
</tr>
<tr>
<td>Angular</td>
<td>0</td>
<td>1 $\times$ 10$^{-3}$</td>
<td>20</td>
<td>5 $\times$ 10$^{-5}$</td>
<td>0.05</td>
<td>1 $\times$ 10$^{-5}$</td>
<td>0.06 ($\delta_1$)</td>
<td>0.09 ($\delta_2$)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>$\delta_f$</th>
<th>$\delta_g$</th>
<th>$\phi_{\text{min}}$</th>
<th>$\tilde{f}_c$</th>
<th>$\tilde{g}_c$</th>
<th>$\mu_f$</th>
<th>$\mu_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radial</td>
<td>0.13</td>
<td>5.4 $\times$ 10$^{-5}$</td>
<td>0.0075</td>
<td>4.48 $\times$ 10$^{-3}$</td>
<td>5.18</td>
<td>8 $\times$ 10$^{-3}$</td>
<td>0.1 ($\delta_1$)</td>
</tr>
<tr>
<td>Angular</td>
<td>0.78</td>
<td>3.1 $\times$ 10$^{-5}$</td>
<td>0.066</td>
<td>8.4 $\times$ 10$^{-4}$</td>
<td>6.2</td>
<td>5 $\times$ 10$^{-3}$</td>
<td>0.1 ($\delta_1$)</td>
</tr>
</tbody>
</table>

Table 1: Design parameters for $\nu_s = 500$ Hz, $\nu_{\text{max}} = 130$ rad/s, $\delta_{\text{min}} = 0.2$
The results of the simulation are shown in Figure 8. Parts (a) and (b) of Figure 8 show the radial and angular tracking errors respectively. Note that during the 100s simulation time, no instability was exhibited and the errors remained bounded. Furthermore, parts (c) and (d) of the same figure show that the radial and angular tracking errors converge to within their expected bounds in the steady-state. During the given simulation interval, the network parameters remained bounded, indicating robustness to parameter drift. For the given desired

![Tracking Error Diagrams](image)

Figure 8: Simulation 2: Tracking error.

input, the size of the networks grew up to 89, 828 and 29 nodes for the $\hat{f}_1$, $\hat{f}_2$ and $\hat{g}$ networks, respectively. These represent a usage of 33%, 18% and 80.5% respectively, when compared to the corresponding non-dynamic structure (full-size) network scheme, demonstrating the effectiveness of the scheme. Note that the greatest saving is on the $\hat{f}_2$ network, since its input is 3 dimensional, and thus the active region represents a much smaller proportion of the complete approximation region, than for say, $\hat{g}$ networks whose nodes scan a one dimensional space. The tracking performance confirm that there were no performance degradation due to the use of the dynamic structure in preference to the non-dynamic one.
5 Conclusion

A method, based on Lyapunov stability considerations, for using dynamic structure Gaussian radial basis function neural networks for adaptive control of affine nonlinear systems has been presented. The objective of the control scheme is to achieve good tracking performance in the absence of known system dynamics. The scheme is also expected to be robust against parameter drift and approximation errors. The task is carried out by using dynamic structure neural networks to approximate the underlying functions and generate control signals based on the feedback linearisation control law. The work presented is based on the system developed in [40], [39], which was extended and modified to be suitable for the dynamic structure neural networks, an idea suggested in [33] for adaptive control, but had been developed for system identification [27], [12].

The scope behind the use of dynamic structure networks is to keep the size of the neural networks limited, by ignoring potential basis functions that would be centred on mesh points located beyond a chosen distance from the active regions of state-space. The result is a network that ‘grows’ whilst the system is evolving, by activating basis functions that are centred on mesh points in appropriate locations. The adaptation laws that adjust the parameters of the neural networks are so designed to guarantee stability in the sense of Lyapunov.

The system is augmented by low-gain sliding control (as in [40]) and by high-gain sliding control (as in [33]) to ensure global stability of the tracking error and robustness to the presence of a disturbance term. The latter arises because of the network inherent approximation errors and those basis functions that are ignored in the dynamic structure scheme. This method allows for a certain degree of flexibility regarding the choice of the tracking accuracy and the node activation threshold; a flexibility that is limited only by the maximum allowed control bandwidth. A technique for the efficient implementation of the dynamic structure network within the adaptive control scheme that avoids time involving serial search by exploiting the parallelism of the neural networks, is also developed.

The effectiveness of the dynamic structure scheme was put to test with two examples, used in [40], [39]. The performance results demonstrate that the scheme performs as predicted, by forming network sizes that are compact while achieving equally good tracking accuracy, evidenced by convergence to the predicted bounds, compared to the non-dynamic structure full-sized network scheme. The computational savings were very high where the order of the system was two or higher and where the input to the system was not persistently exciting over the entire network approximation region. The significant computational advantages offered by this scheme, with guaranteed stability and robustness to disturbances enable the use of neural networks for adaptive control of a variety of physical systems in practice. In summary, a dynamic structure neural network stable adaptive controller scheme has been derived for nonlinear systems and its advantages demonstrated in two experiments.
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