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Abstract

A bond graph framework giving a unified treatment of both physical model based control and hybrid experimental-numerical simulation (also known as real-time dynamic substructuring) is given. The framework consists of two subsystems, one physical and one numerical, connected by a transfer system representing non-ideal actuators and sensors. Within this context, a two-stage design procedure is proposed: firstly, design and/or analysis of the numerical and physical subsystem interconnection as if the transfer system were not present; and secondly removal of as much as possible of the transfer system dynamics while having regard for the stability margins established in the first stage. The approach allows the use of engineering insight backed up by well-established control theory; a number of possibilities for each stage are given.

The approach is illustrated using two laboratory systems: an experimental mass-spring-damper substructured system and swing up and hold control of an inverted pendulum. Experimental results are provided in the latter case.
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1 Introduction

Most research into control systems design is conducted in the mathematical domain. One reason for this is to abstract dynamic systems in such a way that control design is generic. For example, as described in elementary textbooks[9, 25], such system equations can be written in block diagram form for the purposes of control system design. However, it can be argued that this level of abstraction actually distills out system-specific features which could have aided the design procedure using engineering intuition. An alternative approach, “Design in the Physical Domain” has been suggested by Hogan [27, 28, 29] and Sharon, Hogan and Hardt[39]. Here the level of abstraction is a graphical physical representation which lies closer to the system physics than mathematical equations. In particular, the bond graph approach [5, 13, 20, 30, 34] has been suggested [12, 27, 28, 29, 39] as the basis for such design. Moreover, appropriate software tools are now available, including Model Transformation Tools (MTT) [33]. Following [12], we call this approach Physical-model-based Control (PMBC). Systems with collocated sensors and actuators can be easily controlled using such an approach [12].

However, in many cases, this collocation does not exist and the actual actuators and sensors are connected to notional collocated actuators and sensors by a transfer system[17, 18]. Such transfer systems typically contain small delays, high relative degree or unstable zero dynamics and are thus not passive.

Real-time dynamic substructuring[4] is a novel experimental testing technique which can be used to test individual components of engineering systems. This type of testing has been developed from experimental testing of large scale structures using extended time scales [8, 35]. The basic concept is that a complete model of the system is made by combining, in real-time, a part which is experimentally tested with a numerical model of the remainder of the system. In the fields of mechanical and aerospace engineering, physical components are often tested to either characterise or improve the design performance. Substructure testing offers a way of accurately testing nonlinear components as if they were in their operating environment. Some example applications are described in [44] in connection with aerospace engineering. Similarly, hardware-in-the-loop (HWiL) is a form of component testing where physical components of the system communicate with software models which simulate the behaviour of the rest of the system – a survey is given by [36]. For the purposes of this paper, HWiL testing and substructuring will be regarded as synonymous.

Once again, the issue of non-collocation due to the presence of a transfer system is the key issue. In particular, it has been shown [41, 42] that substructuring is sensitive to small time delays and methods have been developed to improve robustness [22].
Recently, the bond graph based virtual actuator approach [17], developed in the control systems context can also be applied to substructuring [23]. This paper brings together these results in a unifying bond graph framework. Moreover, a common framework for design and analysis is proposed which approaches the common problem of non-collocation due to the presence of a transfer system in a unified fashion. In particular, a two-step design procedure is proposed:

1. Design the collocated feedback system using the standard approaches given above and analyse it using robustness methods drawn from feedback theory.
2. Design a compensator to overcome the effect of the transfer system within the context of the robustness margins derived in step 1.

The formulation gives a new perspective on control design insofar as it focusses on the problems arising from non-collocation and also gives a new perspective on substructuring by reformulating the substructuring problem as a control problem.

We use two experimental systems to illustrate our approach: one is in the substructuring area and has been discussed previously[23], the other gives some new experimental results on the swing-up and hold control of an inverted pendulum – a system commonly used to evaluate control techniques[1, 31].

2 Physical Model Based Control and Substructuring

[Fig. 1 about here.]

The class of systems considered in this paper is represented by the bond graphs of Figure 1.1. There are three subsystems (themselves bond graphs) which represent:

**Num** the numerical subsystem implemented as software within a digital computer,

**Phy** the physical subsystem implemented as hardware in the physical world and

**Tra** the transfer system comprising sensors and actuators connecting the numerical and physical domains together with the associated control systems and signal conditioning.

The subsystems are connected by power bonds each of which carries an effort/flow pair[20, 30]. For example, the subsystem Phy is associated with the effort \( e_p \) and the flow \( f_p \) and the power flow \( e_p f_p \). In general, the bonds could be vector bonds corresponding to the multiple connections; but this paper considers the scalar case. The subsystems could represent linear or nonlinear systems; again the focus is on the linear case although Section 4 considers a non-linear system.

The numerical subsystem Num exists in a digital computer and therfore does not actually transfer power; this is why the transfer system Tra is required to connect Num to Phy. Nevertheless, the equations describing Num are implemented in such
a way that a bond graph representation is applicable. There are practical issues concerning the numerical implementation of integration so that (simulated) energy is not dissipated [4]; but this is beyond the scope of this paper.

Figure 1(a) shows the ideal case where sensors and actuators are collocated. In particular, the both effort and flow associated with each subsystem are equal: \( e_p = e_n \) and \( f_p = f_n \). As discussed previously [12, 19], design is relatively straightforward in this case. In this paper, design and analysis of the collocated case is considered in section 2.1; in particular, the sensitivity of the feedback loop implied by the bond graph of 1(a) is analysed by classical methods.

In contrast, Figure 1(b) shows the non-collocated situation where \( e_p \neq e_n \) and \( f_p \neq f_n \) due to the presence of the transfer system \( Tra \). In this situation, the approach of this paper is, having designed and analysed the collocated case, to remove the effect of the transfer system using an appropriate compensator. A number of possibilities are given in Section 2.2.

2.1 Collocated Design and Analysis

The physical subsystem \( Phy \) of Figure 1 has an energy port with the (collocated) covariables \( e_p \) and \( f_p \) connected to an energy port of \( Num \) with covariables \( e_n \) and \( f_n \). In the case of PMBC, the design of a \( Num \) for such a feedback system can be accomplished by:

1. physical insight [12, 27, 39] or
2. dissipative system theory [26, 31, 43].

In the case of substructuring[4], the issue is to partition a physical system into \( Num \) and \( Phy \). [23].

Whatever method is used to overcome the dynamics of the transfer system (as discussed in Section 2.2), it is important to have a theoretical framework for evaluating, comparing and contrasting such methods. In particular, a successful control system must remain stable in the face of small errors in modelling or other neglected dynamics. For this reason, the sensitivity of the collocated design is considered first independently of the method used for transfer system elimination.

There are many methods available to analyse the robustness of feedback systems; here we illustrate our approach using the simplest transfer function based approach. The control literature contains many stability results based on transfer function
analysis; we use the recent textbook [25] as the reference for these. To use these transfer-function based methods causally complete versions of the bond graphs of Figure 1 must be used; in particular, there are two possibilities:

1. **Effort actuation.** Effort is imposed by **Num** onto **Phy** via an ideal actuator (Figure 2(a)) and flow is imposed by **Phy** onto **Num** via an ideal sensor. As discussed by Hogan [27], this would naturally be used when the physical system is an **admittance** such as an inertia or bond graph I component.

2. **Flow actuation.** The converse situation (Figure 2(b)) would naturally be used when the physical system is an **impedance** such as a spring or bond graph C component.

The following discussion is based on effort actuation (Figures 2(a) and 3(a)), but flow actuation (Figures 2(b) and 3(b)) can be considered with obvious modifications to the argument. The effort actuation is considered in the example of Section 3.2 (and the experimental results of Section 4), and flow actuation is considered in the example of Section 3.1.

The key insight is to realise that, following causal completion, the bond graph of Figure 1(a), representing the ideal system with no **Tra** dynamics, can be viewed as the feedback loop of Figure 3(a) where the transfer functions of **Num** and **Phy** (with effort actuation) are defined as $N(s) = N_f(s)$ and $P(s) = P_e(s)$ respectively where:

$$e_n = N(s)f_n$$

$$f_p = P(s)e_p$$

where $e_p = e_n$ if the system is ideal such that **Tra** may be neglected. Then the bond graph of Figure 2(a) can be transcribed as the conventional block diagram of Figure 3(a). Following standard control theory [25], and with reference to Figure 3(a), define the *loop-gain* transfer function $L(s)$ as

$$L(s) = -\frac{e_o}{e_i} = -N(s)P(s)$$

There are many ways of using $L(s)$ to investigate stability, but a simple one is using the concept of *phase margin* [25] which can be characterised as follows. Define the critical frequency $\omega_c$ as the solution of

$$|L(j\omega_c)| = 1,$$

The corresponding phase margin $\phi_m$ may be written as

$$\phi_m = \pi + \angle L(j\omega_c).$$

As discussed in the textbooks [25], the phase margin provides a measure of how near to instability the ideal system of 1(a) is in terms of how much phase lag (due to **Tra** and its compensator) is permissible. Examples are given in Section 3.
2.2 Transfer system Compensation

Unfortunately, collocation is the exception rather than the rule. Figure 1(b) shows the practical situation where the computer imposes efforts or flows indirectly via an actuator/sensor system thus separating the measurement point from the actuation point leading to non-collocation. In this case, a compensation scheme must be designed to overcome some, or all, of the effects of \( \text{Tra} \).

Once again, there are a number of well-established techniques that can be reused in this new context; some are from the control literature and some from the substructuring literature. Some possibilities are listed below and reinterpreted within the framework of this paper.

2.2.1 Impedance Control

Hogan [27, 28, 29] introduced the concept of impedance control and applied it to the control of robotic manipulators interacting with their environment. A recent account of this view appears in Mukherjee et al. [34].

Figure 4 is a redrawn version of the summary of impedance control given in Figure 1 of [28]; \( \text{Z:Num} \) represents the desired impedance of the manipulator tip whereas \( \text{Y:Phy} \) represents the admittance of the environment with which the manipulator tip is in contact.

As discussed by Sharon et al. [39], impedance control is a special case of “design in the physical domain”. In the context of this paper, comparison with Figure 1(a) reveals that, at this conceptual level, impedance control is a special case of the ideal physical-model based control & substructuring dealt with in this paper. In particular, Num of Figure 1(a) corresponds to the Z:Num and 0 junction portion of Figure 4 and Phy corresponds to the Y:Phy and 1 junction portion. The transfer system \( \text{Tra} \) of Figure 1(b) corresponds to the nonlinear dynamics of the manipulator; Hogan [27, 28, 29] shows how these dynamics can be removed in this particular case.

2.2.2 Virtual actuator control

The virtual actuator approach [17, 18] is a bond graph based approach to removing the transfer system by inversion by bond graph methods [16]. It is restricted to transfer systems with stable zero dynamics and relative degree restricted by the relative degree of the transfer system. It has been used in both control[17, 18] and substructuring[23] contexts.
2.2.3 Predictive control

It has become an accepted approach in the substructuring literature to approximate \( \text{Tra} \) by a pure time delay of \( \Delta s \); that is with a transfer function:

\[
T(s) = e^{-s\Delta}
\]

(6)

See, for example, \cite{2, 38, 42} and the references therein. These papers show that such a time-delay can be overcome by prediction of the signal by either extrapolation or by using a Smith predictor \cite{32, 40}.

This approximation has the advantage of simplicity, and captures the crucial phase lag of \( \text{Tra} \). However, in many cases it is not a good approximation to a system that has, in fact, a transfer function that has a rational part (possibly coupled with a pure delay). This leads to the possibility that \( \text{Tra} \) has a combination of pure delay and phase effects, which appear to behave like a “frequency-dependent delay”. To address this issue, methods of estimating the delay on-line have been developed to allow real-time adaptive delay compensation \cite{7, 42}. A further extension to this method is to compensate for gain (amplitude) error via a second on-line identification and adaptation mechanism \cite{42}.

2.2.4 Emulator-based control

Emulator-based control (EBC) \cite{10, 11, 14} provides a generalisation of Smith’s predictor with a number of advantages. EBC can:

- successfully control systems with lightly-damped poles;
- explicitly account for the effect of measurement noise and
- handle more general forms of transfer system than Smith’s predictor.

In particular, the EBC approach can be used to eliminate a transfer system containing both rational transfer function and pure time delay. Use of this approach in the substructuring context is a current research topic.

3 Illustrative Examples

The unifying approach of this paper is illustrated by two practical examples: a substructured mass-spring-damper system and the control of an inverted pendulum. In the substructuring example (Section 3.1), \( \text{Num} \) is the simulation of a part of a physical system; in the physical model based control example (Section 3.2) \( \text{Num} \) is a feedback controller (represented by a physical system). Thus these two examples emphasise the common framework of this paper.
3.1 Substructuring example

The simple substructured system of Figure .5 has a numerical substructure consisting of a mass and linear damper and a physical substructure consisting of a linear spring. Although it is clear from physical reasoning that the substructured system is stable, this section shows that the phase-margin can be very small.

Using standard bond graph causality arguments [30], flow is imposed by **Num** onto **Phy** (via **Tra** - the actuator and its controller). The effort required to impose this flow on **Phy** is measured and fed back to **Num**. The resulting loop-gain is:

\[ L(s) = \frac{k}{s(ms + c)} = \frac{\omega_n^2}{s(s + 2\zeta\omega_n)} \]  

where the natural frequency of the system of Figure .5 is \( \omega_n = \sqrt{\frac{k}{m}} \) and the corresponding damping ratio \( \zeta = \frac{c}{2m\omega_n} \). Defining \( \lambda = \left( \frac{\omega_c}{\omega_n} \right)^2 \) and using (4), the critical frequency corresponding to (7) is the solution of:

\[ \lambda^2 + 4\zeta^2\lambda - 1 = 0 \]  

The positive solution is:

\[ \lambda = \sqrt{4\zeta^4 + 1 - 2\zeta^2} \]  

Further analysis of (7) shows that the corresponding phase margin (5) is

\[ \phi_m = 2\zeta \frac{\omega_n}{\omega_c} = \frac{2\zeta}{\sqrt{\lambda}} \]  

This simple system has the following properties:

- When \( \zeta = 0 \), \( \omega_c = \omega_n \) and \( \phi_m = 0 \).
- For all \( \zeta \), the critical frequency \( \omega_c \) is proportional to the natural frequency \( \omega_n \).
- For small \( \zeta \), \( \omega_c \approx \omega_n \) and \( \phi_m \approx 2\zeta \text{rad} \approx 100\zeta^\circ \).

A low damping ratio \( \zeta \) of the substructured system of Figure .5 leads to a low phase margin. For example, if the neglected dynamics comprise a pure delay \( (\Lambda(s) = e^{-s\tau}) \) then the critical delay, \( \tau_c \), is the time delay which would give a phase lag of \( \phi_m \) and is given by

\[ \tau_c = \frac{\phi_m}{\omega_c}. \]  

This system is thus sensitive to neglected time-delays; a result that had already been shown both experimentally and using the theory of delay-differential equations[41].
This small phase margin is typical of substructured systems where, as here, a lightly-damped resonance is created by the interconnection of the substructures. It is therefore vital to design the transfer system, $\text{Tra}$, (combining both physical systems associated control and instrumentation systems) to give $\Lambda(j\omega_c) \approx 1$ to give accurate and stable substructuring. A series of experiments reported elsewhere [23, 41, 42] have confirmed this predicted sensitivity analysis and emphasised the need for accurate cancellation of $\text{Tra}$ around the critical frequency.

For these reasons, transfer system design in the context of substructuring is challenging and is the subject of current research; early attempts are considered elsewhere [24].

3.2 Physical model based control example

[Fig. 7 about here.]

[Table 1 about here.]

Figure 7(a) gives the schematic diagram of a control system designed in the physical domain and Figures 7(b) and 7(c) give the bond graphs of $\text{Num}$ and $\text{Phy}$ respectively. The left hand part of the diagram shows the spring-damper equivalent of a PI controller whilst the right hand part shows the mass-spring-damper system to be controlled. As discussed in Section 4.4, this is the linearised version of the inverted pendulum system. Design of this nominal system (that is Figure 1(a)) is simple; it merely involves choosing the controller spring and damper to give the desired closed-loop system – this is an illustration of the intuitive approach to collocated design.

[Fig. 8 about here.]

Table 1 gives the numerical values of the parameters of Figure 7; these correspond to the linearised inverted pendulum of Section 4 in the upright position. $k_p$ is negative to reflect the destabilising effect of gravity, $k_n$ is chosen to be $5|k_p|$ to overcome this. $c_n$ is chosen to give critical damping. These values give the Nyquist plot of $L(j\omega)$ (Eq. (3)) shown in Figure 8. In this case, the phase-margin $\phi_m \approx 90^\circ$ indicating little sensitivity to the transfer system.

This large phase margin is in contrast to the small phase margin of the substructuring example of Section 3.1. The reason is that control systems, by their nature, are designed to avoid lightly-damped resonances arising from the connection of $\text{Num}$ and $\text{Phy}$. Whereas, in substructuring, the properties of the numerical substructure $\text{Num}$ may not be chosen – they are governed by the system being tested.
4 Experimental Inverted Pendulum

The experimental equipment is based on the Quanser IP-02 “Self-erecting, Linear Motion, Inverted pendulum” experiment. Figure 9(a) shows a cart running on a horizontal track driven by a DC motor and the smaller gear wheel; the linear position $y$ is measured by an encoder attached to the larger gear wheel. The pendulum is pivoted on an almost frictionless shaft and freely swings in the vertical plane; the angular position $\theta$ is measured by an encoder attached to the shaft. Figure 9(a) shows the cart and pendulum with the pendulum controlled in the up position ($\theta = \pi$).

The controller was implemented on a 2.66GHz Pentium P4 based processor on an AICMB800 motherboard with 512MB DRAM. The encoder signals and analogue output were handled by a Quanser MultiQ PCI-based data acquisition card. The software was built upon the Linux 2.4.20 kernel patched to support the Real-time Applications Interface (RTAI) version 24.1.11. This provides a hard real-time platform which in turn supports the Linux Control and Measurement Device Interface (COMEDI) version 0.7.66 and the corresponding library (comedilib) version 0.7.20 providing access to the data acquisition card and the Real Time Laboratory RTLab [6] providing a high-level programming interface together with archiving of experimental data.

The local and physical-model based controllers were implemented in C and compiled as a kernel module running in hard real time at 500Hz ($\Delta = 2$ ms) communicating with the data acquisition card via RTLab and Comedi and to a user interface module (programmed in C++ using the QT[37] library and running in user space) via shared memory. The non-linear controller code was automatically generated using MTT[33] as discussed elsewhere [3].

The three subsystems which make up the controlled inverted pendulum; the pendulum dynamics (Phy), the PMBC strategy (Num) and the transfer system (Tra) are now described in turn.

4.1 Pendulum Dynamics (Phy)

A number of authors (including [1]) have shown that the pendulum dynamics can be described by:

\[ J\ddot{\theta} + mgl \sin \theta = T \]  \hspace{1cm} (12)

\[ T = ml \cos \theta \dot{\theta} = ml \cos \theta \ddot{y} \]  \hspace{1cm} (13)
where \( v \) is the cart velocity, \( y \) is the cart position, \( J \) is the inertia of the pendulum about the pivot, \( \theta \) is the pendulum angle measured clockwise from the downward position, \( m \) is the pendulum mass and \( l \) is the length of the pendulum from the pivot to the mass centre. \( T \) is the effective torque acting about the pendulum pivot. If the pendulum is a uniform rod, \( l \) is the pendulum half-length and \( J = \frac{1}{3}ml^2 \). Equation (12) corresponds to the bond graph of Figure 7(c) but with appropriate nonlinear constitutive relations (CR).

The second term of (12) \((mgl\sin\theta)\) can be regarded as the result of a non-linear angular spring with linearised stiffness \( K_g = mlgN\text{rad}^{-1} \) about \( \theta = 0 \) (down) and \(-K_g\) about \( \theta = \pi \) (up). The first term \((J\ddot{\theta})\) is linear and corresponds to the rotational inertia \( J \). The natural frequency of the free system linearised about \( \theta = 0 \) (down) is thus \( \omega_n = \sqrt{\frac{K_g}{J}} \).

Control of the pendulum, (12), is achieved by applying the effective torque \( T \) to the pendulum pivot. This effective torque is calculated using a PMBC strategy in \textbf{Num} and is applied indirectly to the pendulum pivot via the motion of the cart, equation 13. In the PMBC design it is assumed that the acceleration of the cart may be applied to the system directly, as in figure 1(a). In the real system there are some dynamics associated with the generation of the cart acceleration — \textbf{Tra}. The elimination of \textbf{Tra} is discussed in Section 4.3.

### 4.2 Pendulum Control Design (\textbf{Num})

With reference to Figure 9(b), and as discussed in Section 3.2, an appropriate physically based control is to append a rotational spring \( K \) and a rotational damper \( R \) to the pendulum in such a way as to complement these natural properties of the unforced system. This is shown in the bond graph of Figure 7(b) which again has appropriate non-linear CRs.

In the experiments reported here, the additional spring is chosen so that its linearised stiffness in the up position \( K_u \) and down position \( K_d \) are given by

\[
K_u = (k_u + 1)K_g; \quad K_d = (k_d - 1)K_g
\]

(14)

Thus the net stiffness of the spring and gravity is \( k_uK_g \) and \( k_dK_g \) in the up and down positions respectively. Similarly, the additional damper \( R \) is chosen so that in the up and down positions the linearised damping ratio is \( \zeta_u \) and \( \zeta_d \) by choosing the linearised damping coefficient in the up and down positions to be:

\[
R_u = 2\omega_uJ\zeta_u; \quad R_d = 2\omega_dJ\zeta_d
\]

(15)
where the up and down natural frequencies are

\[ \omega_u = \sqrt{\frac{K_u}{J}}; \quad \omega_d = \sqrt{\frac{K_d}{J}} \]  \hspace{1cm} (16)

There are many possible functions which have these linearised properties, but there are two facts that need to be considered.

1. (13) contains a factor \( \cos \theta \); it is better to work with this factor than to attempt to cancel it. In particular, when the pendulum is horizontal \( (\theta = \frac{\pi}{2}) \), \( \cos \theta = 0 \) and cannot be cancelled. On the other hand, at this angle, the cart has no effect on the pendulum angle so there is no point in trying to apply a control signal.
2. Non-zero \( T \) implies an accelerating cart position \( y \) which can lead to the cart reaching the end of its track.

The first is taken care of by including a \( \cos^2 \theta \) in the CR, the squaring not changing the overall sign of the CR; the second by using a “selection” function \( S(\theta) \) which avoids control action away from the up and down positions.

[Table 2 about here.]

Taking into account these factors, in the experiments reported here, the following constitutive relations (CR) were used for the virtual spring and damper:

\[
T = K(\theta) + R(\theta)\dot{\theta} \\
K(\theta) = S(\theta) \cos^2 \theta (K_0 + K_1 \cos \theta) \sin \theta \\
R(\theta) = S(\theta) \cos^2 \theta (R_0 + R_1 \cos \theta) \\
K_0 = (K_d - K_u)/2; \quad K_1 = (K_d + K_u)/2 \\
R_0 = (R_d + R_u)/2; \quad R_1 = (R_d - R_u)/2 \\
S(\theta) = \frac{1}{2} \left[ 1 + \tanh(\alpha(\cos(2\theta) - \cos(2\theta_0))) \right] 
\]  \hspace{1cm} (17-22)

Equations (18) and (19) account for item 1; equation (22) accounts for item 2. The parameters of Table 2 were used.

Although the linear analysis of Section 3.2 is not applicable to this nonlinear system, it is applicable to the linearisation about the vertical (unstable) equilibrium.

4.3 Transfer system (Tra) design and compensation

[Fig. 10 about here.]

[Table 3 about here.]
As discussed in Section 4.1, the transfer system output corresponds to cart acceleration \( \dot{v} \). The cart shown in Figure 9(a) contains a DC motor driven from an external power supply. Because it is important to have a tightly controlled transfer system, an inner loop provides accurate control of cart linear velocity \( v = \dot{y} \) to give a well-defined transfer function between velocity setpoint \( w \) and velocity \( v \) as well as to reject disturbances due to the motion of the pendulum.

The resultant cart dynamics, together with the control system, are simplified and become the transfer system of Figures 10(a) and 10(b),

\[
\frac{\dot{v}}{w} = T(s) = \frac{r_1 s}{r_1 + r_2 + Ms}
\]

(23)

Only two of the three parameters \( (r_1, r_2, M) \) appearing in (23) are independent, so \( M \) is chosen to be the actual mass of the cart - an easily measured quantity which is given in the experimental manual. The physical-model based identification approach of Gawthrop [15] was used to identify the remaining unknown parameters \( r_1 \) and \( r_2 \); the results appear in Table .3.

The inverse of this transfer function is proper and thus the inner-loop setpoint \( w \) can be directly generated from \( \frac{1}{T(s)} \). This is a special case of the virtual actuator approach[17, 18, 21]. As the collocated design has a large phase margin, the values used in (23) are not critical.

### 4.4 Experimental Results

[Fig. 11 about here.]

[Fig. 12 about here.]

The physical system of Figure 9(b) was simulated from \( t = 0 \) to \( t = 25s \) with initial conditions \( \theta = 0.1\pi, \dot{\theta} = 0 \), using implicit Euler integration with a step of 0.01s and the model described by (12)–(22) with the numerical parameters of Table .2. The results are shown in Figure .11. A number of experiments were performed. In each case, the experiment was set swinging manually by a sideways tap in the down position. One set of results appear in Figure .12. The simulation and experiment results are described for each sub-figure.

(a) The normalised pendulum angle \( \frac{\theta}{2\pi} \) is plotted against time. It starts at the initial condition (almost down) and ends up at \( \theta = -\pi \), i.e. vertically up. The non-zero initial condition is necessary to avoid the (closed-loop) unstable equilibrium at \( \theta = 0 \). The simulation (Figure 11(a)) and experimental (Figure 12(a)) results are similar in form with about one swing per second. The exper-
iment takes about 10 swings to the up position as opposed to about 13 in the simulation; this discrepancy is attributed to different initial conditions.

(b) The normalised angular velocity $\dot{\theta}$ is plotted against normalised pendulum angle $\frac{\theta}{2\pi}$ to give a phase-plane portrait. The trajectory spirals out from near the origin and ends at $\theta = -\pi$ and $\dot{\theta} = 0$. The distortion around the line $\theta = 0$ corresponds to the negative damping at this point. The simulation (Figure 11(b)) and experimental (Figure 12(b)) results are similar.

(c) Cart position $y$ is plotted against time. The amplitude of cart movement is small compared to the overall track length of about 1m. In the simulation (and some experiments not shown) the cart has a tendency to drift; the amount of drift depends on initial conditions. It happens to be different in simulation and experiment because the initial conditions are not the same.

(d) The cart velocity $v = \dot{y}$ and corresponding setpoint $w$ are shown for the simulation (Figure 11(d)) and experiment (Figure 12(d)). In each case, the inner loop ensures that the error is small. The “spikes” in velocity correspond to $\theta = 0$, giving a cart acceleration (and effective torque) corresponding to the non-linear damping. The constant velocity in between the spikes corresponds to zero acceleration and zero effective torque. The final part of Figure 12(d) exhibits the effect of measurement noise.

5 Conclusion

A unified approach to physical model based control and substructuring has been given and the corresponding two-stage design method has been illustrated. This novel framework allows well-established control methods to be used in a new context to provide an intuitively-motivated approach to control and substructuring to be built on firm foundations.

The use of a bond graph formulation clarifies the issue of collocation and, particularly in the case of substructuring, clarifies issues of causality. The notion of a transfer system clarifies the key issues of non-collocation.

Future work will consider multivariable, non-linear and adaptive extensions to the theory together with practical applications.
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Table 1
PMBC parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_n$</td>
<td>0.8498</td>
</tr>
<tr>
<td>$c_n$</td>
<td>0.1018</td>
</tr>
<tr>
<td>$k_p$</td>
<td>-0.1700</td>
</tr>
<tr>
<td>$c_p$</td>
<td>0.0</td>
</tr>
<tr>
<td>$m_p$</td>
<td>0.003814</td>
</tr>
<tr>
<td>$k_u$</td>
<td>$\zeta_u$</td>
</tr>
<tr>
<td>------</td>
<td>--------</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2
Control parameters
<table>
<thead>
<tr>
<th>$M$ kg</th>
<th>$r_1$ Nm$^{-1}$s</th>
<th>$r_2$ Nm$^{-1}$s</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.815</td>
<td>19.28</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Table .3
Inner loop parameters