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Abstract

Radial basis function neural network architectures are introduced for the nonlinear adaptive noise cancellation problem. Both FIR and IIR filter designs are considered and it is shown that by exploiting the duality with system identification that the nonlinear IIR filter can be configured as a recurrent radial basis function network. Details of network training which is based on a combined k-means clustering and Givens routine, the inclusion of linear dynamic network links and metrics for performance monitoring are also discussed. Examples are included to demonstrate the degree of noise suppression that can be achieved based on the new design.
I. INTRODUCTION

EXTRACTION of a signal buried in noise is one of the benchmark problems in the area of signal processing. Adaptive noise cancellation provides a solution to this problem without incurring the computational expense associated with an optimal Kalman design. Examples where noise cancellation can be of benefit include the cancellation of broad band interference in the sidelobes of an antenna array, periodic interference in speech signals, various forms of interference in electrocardiographs and the elimination of tape hum or turntable rumble during playback.

When the signal and noise lie in different frequency bands with significant separation band-pass filtering can be applied to remove the major portion of the noise power and restore the signal of interest. Unfortunately, this idealistic situation rarely occurs in practice and either an optimal Kalman design or noise cancellation must be implemented. The principle of noise cancellation is based on the assumption that both the noisy signal and a filtered or distorted measurement of the noise are available. If the inverse of the filtered noise distortion can be estimated then the noise corrupting the signal can be predicted and consequently the noise can be canceled.

Noise cancellation has been widely studied in the literature but most of the emphasis has been on linear FIR designs implemented using the LMS algorithm [1][2]. FIR filters are constructed using lagged input variables only whereas IIR filters are based on both past inputs and outputs. IIR designs therefore involve fewer regressed variables and associated coefficients but usually at the expense of increased estimation complexity involving recursive least squares type estimators [3].

Adaptive linear designs can of course be applied to track and cancel nonlinear noise distortion but only if the nonlinearity is mild or the operating point changes relatively slowly. The development of nonlinear noise cancellation algorithms would therefore be desirable for many applications but only a few authors have addressed this problem. Most of the emphasis has been on Volterra series filters [4][5]. These can be considered as an extension of the classical linear FIR designs but with both lagged linear inputs and polynomial functions of these. The advantage of this approach is that the linear FIR concepts can be utilized directly simply by extending the regression vector to include polynomial input terms. The disadvantage is that the number of filter
parameters required can easily become very large [6]. For example to obtain a reasonable estimate of the first order kernel or impulse response function requires, typically, the estimation of 30 coefficients. The second order Volterra kernel will require the estimation of \((30 \times 30)/2\) points taking account of symmetry. So that even a simple system involving just a quadratic nonlinearity in the input and therefore only two Volterra kernels will require the estimation of almost 500 filter coefficients. If the system involves a nonlinear function of the output signal the third, fourth and higher order Volterra kernels may be required, in addition to the first two mentioned above, and so the number of filter coefficients required can become explosive. Whilst the number of coefficients required in linear FIR designs is often manageable nonlinear designs based on this approach can quickly become untenable because of the curse of dimensionality.

A lot of these problems can however be overcome by using nonlinear IIR filter designs based on the Nonlinear AutoRegressive Moving Average model with eXogenous inputs (NARMAX) [7][8][9]. The advantage of the NARMAX IIR design is that the use of lagged output variables reduces, often considerably, the number of coefficients which are required for an effective design. A system with a square law term in the output for example would necessitate hundreds and possibly thousands of coefficients if this were realized as an FIR filter. Whereas a NARMAX IIR design could accommodate the squared output term with just one extra coefficient. The balance between the simple estimation but excessive parameter set of the FIR case and the more complex estimation but considerably fewer coefficients of the IIR shifts decisively in favor of the NARMAX IIR design therefore when nonlinear systems are considered [10].

In the present study radial basis function (RBF) network architectures are introduced for the noise cancellation problem. It is shown that interpreting the noise cancellation concept in terms of a system identification problem [11][12] provides a framework for the design of neural network architectures which provide a solution to this problem. A nonlinear FIR design is considered initially. This is then extended by using a recurrent radial basis function network to the nonlinear IIR filter design case. Training of the network is achieved using a combined k-means clustering and Givens routine [13] and the effects of introducing linear dynamic network links is shown to be benefited. Model validation procedures are considered as a means of determining the
effectiveness of the new filter designs and several examples are included to demonstrate the performance of the new designs.

II. LINEAR NOISE CANCELLATION FILTERS

The typical structure of an adaptive noise cancellation system is depicted in Fig. 1. As shown, in the primary channel, the signal of interest \( s(i) \) is corrupted by an additive noise \( n(i) \) at time step \( i \) resulting in the noisy signal \( d(i) \). Assume that \( \{s(i)\} \) and \( \{n(i)\} \) are uncorrelated. The reference noise \( x(i) \) is generated by feeding \( n(i) \) through a measuring device of unknown transfer function \( T(\cdot) \). By using \( x(i) \) as an input to the filter \( F(\cdot) \), an estimate \( \hat{y}(i) \) of the noise can be obtained at the output of \( F(\cdot) \). The recovered signal \( e(i) \), which is also the error between the noisy signal and the filter output, can be reconstructed based on this estimate and ideally this should be equal to \( s(i-l) \). It can be shown that an optimal design yields the parameter set of \( F(\cdot) \) such that the mean-square-error \( E\{e^2(i)\} \) is minimized [9]. For a physically realizable system, \( F(\cdot) \) must be causal so that a number of delayed samples must be inserted in the primary channel. For an \( l \)-sample delay system, the output of the optimal filter \( F(\cdot) \) will be

\[
\hat{y}(i) = n(i-l) = T^{-1}(x(i)) = F(x(i)).
\]

But, since \( d(i) = n(i) + s(i) \) then

\[
d(i-l) = n(i-l) + s(i-l) = T^{-1}(x(i)) + s(i-l)
\]

such that

\[
e(i) = d(i-l) - \hat{y}(i) = s(i-l).
\]

For a linear design of noise canceller, the structure of \( F(\cdot) \) can be implemented using either an FIR or IIR filter design.

II.1. FIR Designs

The main feature of the FIR design is the all zero structure which gives rise to the property of global stability. Because of this advantage the FIR filter has been widely utilized in signal
processing applications. The least mean squares (LMS) algorithm is usually employed for updating the FIR filter parameters although the recursive least squares (RLS) routine has recently been considered by some authors as an alternative solution [14][15].

Using the LMS algorithm the filter parameters can be updated at minimal computational cost but the convergence will generally be much slower than that of the RLS algorithm. The RLS algorithm exhibits a superior convergence rate at the expense of higher computational complexity. However, many fast variants of the RLS algorithm have been derived to minimize the computational burden [16][17][18][19][20].

When $F(\cdot)$ in Fig. 1 is chosen to be a linear FIR filter with transfer function

$$A(z^{-1}) = \sum_{j=0}^{N_x-1} a_j z^{-j}$$

the noisy signal can be expressed as

$$d(i-l) = F(x(i)) + s(i-l) = A(z^{-1})x(i) + s(i-l)$$

or in matrix form

$$d(i-l) = \Phi_s(i) \Theta_s + s(i-l)$$

where

$$\Phi_s(i) = \begin{bmatrix} x(i), \ldots, x(i-N_x+1) \end{bmatrix}^T$$

and

$$\Theta_s = \begin{bmatrix} a_0, \ldots, a_{N_x-1} \end{bmatrix}^T.$$ 

Following the standard noise cancellation problem formulation and assuming that $\{s(i)\}$ and $\{x(i+k)\}$ are zero mean and uncorrelated for all integer $k$, either an LMS or a RLS algorithm can be applied to yield unbiased estimates of $\Theta_s$ in Eqn. (8).
II.2. IIR Designs

Linear IIR filters are based on a pole zero structure and therefore allow regressed input and output terms. The advantage of regressing the past output terms is that this often results in a considerable reduction in the size of the parameter set compared to an FIR design. But this has to be offset by the fact that the stability of an IIR filter can no longer be guaranteed and an inattentive parameter updating strategy may mistakenly cause the movement of a pole outside the unit circle and produce a divergence in filter parameters.

A full discussion of these properties including methods for monitoring the parameter updates and resetting any unstable effects is available in the literature [21][22][23]. Noise cancellation can be reconfigured as a system identification problem. Fig. 2 shows that with this interpretation $d(i-l)$ is the measured output, $x(i)$ the input, $s(i-l)$ an additive colored noise source and the identification problem involves adjusting $F(\cdot)$ to approximate $T^{-1}(\cdot)$. When $F(\cdot)$ is realized using an IIR filter with transfer function

$$\frac{A(z^{-1})}{B(z^{-1})} = \sum_{j=0}^{N-1} a_j z^{-j}$$

$$1 - \sum_{k=1}^{N} b_k z^{-k}$$

(9)

the noise corrupted signal can be expressed as

$$d(i-l) = \frac{A(z^{-1})}{B(z^{-1})} x(i) + s(i-l)$$

(10)

Eqn. (10) can be expanded and rearranged to yield

$$B(z^{-1})d(i-l) = A(z^{-1})x(i) + B(z^{-1})s(i-l)$$

(11)

so that

$$d(i-l) = \Phi_\delta^T(i)\Theta_\delta + \Phi_\theta^T(i-l-1)\Theta_\theta - \Phi_\theta^T(i-l-1)\Theta_\theta + s(i-l)$$

(12)

where
\[ \Phi_d(i-l-1) = [d(i-l-1), \ldots, d(i-l-N_d)]^T \]  

(13)

\[ \Phi_s(i-l-1) = [s(i-l-1), \ldots, s(i-l-N_s)]^T \]  

(14)

and

\[ \Theta_d = [b_1, \ldots, b_{\nu_d}]^T \]  

(15)

By defining the matrices

\[ \Phi_{sd}(i) = \begin{bmatrix} \Phi_s(i) \\ \Phi_d(i-l-1) \end{bmatrix} \]  

(16)

and

\[ \Theta_{sd} = \begin{bmatrix} \Theta_s \\ \Theta_d \end{bmatrix} \]  

(17)

Eqn. (12) can be written as

\[ d(i-l) = \Phi_{sd}^T(i) \Theta_{sd} - \Phi_s^T(i-l-1) \Theta_d + s(i-l). \]  

(18)

Inspection of Eqn. (18) shows that the noise term will be colored and biased estimates of the parameters \( \Theta_{sd} \) will be obtained if a standard RLS routine is applied. This problem often occurs in system identification and several recursive schemes such as extended least squares (ELS) [24], instrumental variables (IV) [25] and suboptimal least squares (SOLS) [26] have been designed to yield unbiased estimates in the presence of correlated noise. Among the various proposed schemes the SOLS algorithm provides the best match with the requirements of linear noise cancellation problems and can readily be extended to accommodate the nonlinear case [14].

If \( n(i-l) \) could be monitored, Eqn. (18) could be rewritten as

\[ d(i-l) = \Phi_s^T(i) \Theta_s + \Phi_d^T(i-l-1) \Theta_d + s(i-l) \]  

(19)

where

\[ \Phi_s(i-l-1) = [n(i-l-1), \ldots, n(i-l-N_s)]^T. \]  

(20)
By defining the matrix

\[
\Phi_{\text{sn}}(i) = \begin{bmatrix} \Phi_s(i) \\ \Phi_s(i-l-1) \end{bmatrix}
\]  

Eqn. (19) can be written as

\[
d(i-l) = \Phi_{\text{sn}}^T(i)\Theta_{\text{sd}} + s(i-l)
\]  

(22)

Inspection of Eqn. (22) shows that now the signal of interest is no longer correlated with the elements of \(\Phi_{\text{sd}}(i)\) and this is the key idea of the SOLS algorithm. In practice \(n(i-l)\) is not available and so this has to be replaced by an estimate computed recursively as

\[
\hat{y}(i) = \sum_{j=0}^{N_s-1} \hat{a}_j(i) x(i-j) + \sum_{k=1}^{N_d} \hat{b}_k(i) \hat{y}(i-k)
\]  

(23)

where \(\hat{a}_j(i)\) and \(\hat{b}_k(i)\) are the estimates of \(a_j\) and \(b_k\) at time step \(i\) respectively, \(\hat{y}(i)\) denotes the prediction of \(n(i-l)\) at time step \(i\). The noise components contained in the regression vector are therefore replaced by the corresponding estimates of the noise free signals.

The basis of the SOLS algorithm therefore becomes the regression equation

\[
d(i-l) = \hat{y}(i) + s(i-l) = \Phi_{\text{sn}}^T(i)\Theta_{\text{sy}}(i) + s(i-l)
\]  

(24)

where

\[
\Phi_{\text{sy}}(i) = \begin{bmatrix} x(i), \ldots, x(i-N_s+1), \hat{y}(i-1), \ldots, \hat{y}(i-N_d) \end{bmatrix}^T
\]  

(25)

\[
\Theta_{\text{sy}}(i) = \begin{bmatrix} \hat{a}_0(i), \ldots, \hat{a}_{N_s-1}(i), \hat{b}_1(i), \ldots, \hat{b}_{N_d}(i) \end{bmatrix}^T
\]  

(26)

and unbiased estimates of the IIR filter parameters \(\Theta_{\text{sd}}\) can be obtained without fitting a noise model. The modifications which are required to convert a standard RLS routine to operate as a SOLS algorithm are computationally simple and easy to implement. Convergence analysis by Moore [27] demonstrates that the SOLS procedure achieves global convergence in the presence of persistently excited input signals provided that \(B^{-1}(z^{-1})-1/2\) is strictly positive real [28].
III. NONLINEAR NOISE CANCELLATION FILTERS

If the noise distortion is only mildly nonlinear or the operating point moves slowly, an adaptive linear design might be sufficient [29]. But in general nonlinear distortion will necessitate the use of nonlinear noise cancellation filters.

III.1. The NARMAX Model

Consider the general single input, single output discrete time system

$$\hat{y}(i) = F(x(i))$$  \hspace{1cm} (27)

which is perturbed by additive noise $s(i-l)$ to yield the measured output $d(i-l)$

$$d(i-l) = F(x(i)) + s(i-l).$$  \hspace{1cm} (28)

This can be expanded to yield

$$d(i-l) = dc + \hat{f}(\Phi_x(i), \Phi_y(i-l-1), \Phi_z(i-l-1)) + s(i-l).$$  \hspace{1cm} (29)

where $dc$ is a real valued constant and $\hat{f}(\cdot)$ is some nonlinear function. Models with this general structure are known as NARMAX models and it can be shown [7][30] that a wide class of nonlinear systems can be represented by models of this form. Since $\hat{y}(i)$ is a function of both input and output terms the NARMAX model can be viewed as a nonlinear IIR filter. The Hammerstein, Wiener, bilinear and Volterra models can all be shown to be special cases of the NARMAX model [30]. It is important to note that even though the noise is assumed to be additive in the noise cancellation problem this will induce multiplicative and cross product noise terms in the NARMAX model. This is indicated by the presence $\Phi_z(i-l-1)$ within $\hat{f}(\cdot)$ in Eqn. (29) and arises as a consequence of using an IIR design which employs past inputs and outputs in the regression.

III.2. Nonlinear FIR Filters

If the regression is restricted to past input terms the model of Eqn. (29) reduces to the Volterra functional expansion [31][32][33].
\[d(i-l) = dc + \sum_{n=1}^{K} \left( \sum_{k_n=0}^{N_n-1} \sum_{k_n=0}^{N_n-1} h_n^{(k_1,\ldots,k_n)} \prod_{j=1}^{n} x(i-k_j) \right) + s(i-l)\]  

(30)

where \(h_n^{(k_1,\ldots,k_n)}\) is called the \(n\)th order kernel and \(K\) is a sufficiently large positive integer. The Volterra series representation can be viewed as a special case of the NARMAX model where Eqn. (29) reduces to

\[d(i-l) = dc + \tilde{f}(\Phi_x(i)) + s(i-l)\]  

(31)

This is just a nonlinear FIR filter. Expanding Eqn. (31) yields

\[d(i-l) = \Phi_x'(i)\Theta' + s(i-l)\]  

(32)

where

\[\Phi_x'(i) = \begin{bmatrix} 1, x(i), \ldots, x(i-N_x+1), x^2(i), \ldots, x(i)x(i-1), \ldots \end{bmatrix}^T\]  

(33)

and

\[\Theta' = \begin{bmatrix} dc, h_1^{(0)}, \ldots, h_1^{(N_x-1)}, h_2^{(0,0)}, \ldots, h_2^{(0,1)}, \ldots \end{bmatrix}^T.\]  

(34)

With this formulation the set of filter parameters can be updated using either the LMS or RLS algorithms [9] from linear estimation but with obvious redefinitions of the regression vector and parameter set. The advantage of the Volterra model and hence nonlinear FIR filter based designs for noise cancellation is that additive noise on the system translates into purely additive noise on the model. The complexity of induced multiplicative noise terms in Eqn. (29) is therefore avoided. But this has to be offset by the curse of dimensionality associated with nonlinear FIR designs which was discussed in the introduction. The explosion in the number of filter parameters which occurs for even simple nonlinear systems is a severe disadvantage of this class of filters.

III.3. Nonlinear NARMAX IIR Filters

General nonlinear IIR filter designs offer the advantage of small parameter sets at the expense of induced multiplicative noise terms. Both these properties arise as a direct consequence of
exploiting the information contained in both past inputs and outputs. Fortunately by extending the SOLS concept to the nonlinear case the multiplicative noise terms can be avoided while retaining the concise IIR system representation.

To illustrate the concepts in the simplest way, consider a polynomial expansion of $\hat{f}(\cdot)$ in Eqn. (29) to yield

$$d(i-l) = dc + G_{sa}(\Phi'_s(i), \Phi'_s(i-l-1)) + G_{sd}(\Phi'_s(i), \Phi'_d(i-l-1), \Phi'_s(i-l-1)) + G_s(\Phi'_s(i-l-1)) + s(i-l)$$  (35)

where

$$\Phi'_s(i-l-1) = \left[ d(i-l-1), \ldots, d(i-l-N_s), d^2(i-l-1), \ldots, d(i-l-1)d(i-l-2), \ldots \right]^T$$  (36)

$$\Phi'_d(i-l-1) = \left[ s(i-l-1), \ldots, s(i-l-N_s), s^2(i-l-1), \ldots, s(i-l-1)s(i-l-2), \ldots \right]^T$$  (37)

$G_{sa}(\cdot)$ is a function of $\Phi'_s(i)$ and $\Phi'_d(i-l-1)$, $G_{sd}(\cdot)$ represents all the cross product terms involving $\Phi'_s(i-l-1)$ and $G_s(\cdot)$ is a function of $\Phi'_s(i-l-1)$ only. $G_{sa}(\cdot)$, $G_{sd}(\cdot)$ and $G_s(\cdot)$ can, respectively, be viewed as operations of taking the linear combinations of their arguments. Eqn. (35) can therefore be expressed in matrix form as

$$d(i-l) = dc + \Phi'_s^T(i)\Theta'_s + \Phi'_d^T(i)\Theta'_d + \Phi'_s^T(i)\Theta'_s + s(i-l)$$  (38)

where

$$G_{sa}(\Phi'_s(i), \Phi'_d(i-l-1)) = \Phi'_s^T(i)\Theta'_s$$

$$G_{sd}(\Phi'_s(i), \Phi'_d(i-l-1), \Phi'_s(i-l-1)) = \Phi'_d^T(i)\Theta'_d$$

$$G_s(\Phi'_s(i-l-1)) = \Phi'_s^T(i)\Theta'_s$$

and $\Theta'_s$, $\Theta'_d$ and $\Theta'_s$ are the parameter vectors corresponding to $\Phi'_s(i)$, $\Phi'_d(i)$ and $\Phi'_s(i)$ respectively.

For example consider a simple nonlinear quadratic system based on the notation in Fig. 2.

$$\hat{y}(i) = ax^2(i) + bx(i)\hat{y}(i-1) + c\hat{y}^2(i-1)$$

$$d(i-l) = \hat{y}(i) + s(i-l)$$

(40)

By eliminating $\hat{y}(i)$ in Eqn. (40), $d(i-l)$ can be expressed as
\begin{equation}
d(i-l) = ax^2(i) + bx(i)d(i-l-1) + cd^2(i-l-1) - bx(i)s(i-l-1) - 2cd(i-l-1)s(i-l-1) + cs^2(i-l-1) + s(i-l) \tag{41}
\end{equation}

Inspection of Eqn. (41) shows that higher order and cross product noise terms have been induced as a direct consequence of the presence of feedback terms involving \( \hat{y}(i) \) in Eqn. (40). Under such conditions, biased estimates of the parameter set \( \{a, b, c\} \) will result if a standard RLS procedure is applied. A comparison with Eqn. (35) shows that the following definitions hold.

\[
\begin{align*}
dc &= 0 \\
G_{sd}(\Phi_s'(i), \Phi_s'(i-l-1)) &= ax^2(i) + bx(i)d(i-l-1) + cd^2(i-l-1) \\
G_{sd}(\Phi_s'(i), \Phi_s'(i-l-1), \Phi_s'(i-l-1)) &= -bx(i)s(i-l-1) - 2cd(i-l-1)s(i-l-1) \\
G_s(\Phi_s'(i-l-1)) &= cs^2(i-l-1)
\end{align*}
\tag{42}
\]

Following the same argument as in Section II.2 if the output \( n(i-l) \) in Fig. 2 could be monitored, Eqn. (38) could be expressed as

\begin{equation}
d(i-l) = dc + \hat{f}(\Phi_s(i), \Phi_s(i-l-1)) + s(i-l) \tag{43}
\end{equation}

so that all the cross product noise terms are avoided. Although \( n(i-l) \) cannot be observed it can be replaced by the estimate calculated by

\begin{equation}
\hat{y}(i) = dc + \theta_s^{(0)}(i)x(i) + \cdots + \theta_s^{(N_s-1)}(i)x(i-N_s+1) + \theta_s^{(0,0)}(i)x^2(i) + \cdots + \theta_s^{(0,1)}(i)x(i) + \theta_s^{(0,1)}(i)x(i-1) \\
+ \theta_s^{(1,1)}(i)x(i-1) + \cdots + \theta_s^{(N_s,1)}(i)x(i-N_s) + \theta_s^{(1,2)}(i)x^2(i-1) + \cdots + \theta_s^{(1,2)}(i)x(i-2) + \cdots
\tag{44}
\end{equation}

Eqn. (44) can be written in matrix form to yield

\begin{equation}
\hat{y}(i) = \Phi_s^T(i)\Theta_s(i) \tag{45}
\end{equation}

where

\[
\Phi_s(i) = [1, x(i), \ldots, x(i-N_x+1), x^2(i), \ldots, x(i)x(i-1), \ldots, \hat{y}(i-l), \ldots, \hat{y}(i-N_y), \hat{y}^2(i-l), \ldots, \hat{y}(i-l-1), \hat{y}(i-l-2), \ldots]^T
\tag{46}
\]

and

\[
\Theta_s(i) = [dc, \theta_s^{(0)}, \ldots, \theta_s^{(N_s-1)}, \theta_s^{(0,0)}, \ldots, \theta_s^{(0,1)}, \ldots, \theta_s^{(N_s)}, \theta_s^{(1,1)}, \ldots, \theta_s^{(1,2)}, \ldots]^T.
\tag{47}
\]
Eqn. (43) can then be modified to

\[ d(i-l) = \Phi'_{s_1}(i)\Theta'_{s_1}(i) + s(i-l) \]  

(48)

and the SOLS algorithm can be applied using an obvious extension to the notation for the linear case.

The SOLS solution matches the noise cancellation problem much better than either ELS or IV. ELS would operate on Eqn. (38) directly but now unbiased estimates of \( \Theta'_{s_1} \) could only be obtained at the expense of using the full parameter vector \( \Theta'_{s_1}(i) \). The IV approach can be used if the model is linear but since this will generally produce biased estimates when the model is nonlinear [25] IV cannot be applied in the present case. Although all the simulation results [9][26] based on the SOLS algorithm have exhibited good convergence properties a theoretical convergence analysis is complex because the positive real condition which must hold in the linear case cannot easily be generalized for nonlinear models. Some of the concepts involved are discussed in [34] in the context of recursive prediction error estimation algorithms.

The analysis above was based on a polynomial expansion of \( \hat{f}(\cdot) \) in Eqn. (29) to simplify the expansion. But the NARMAX model Eqn. (29) was derived for the case where \( \hat{f}(\cdot) \) can take alternative nonlinear forms. While a polynomial expansion may be sufficient for many applications a much richer class of dynamic effects can be considered if \( \hat{f}(\cdot) \) is expanded as a neural network [8].

IV. RADIAL BASIS FUNCTION FILTER DESIGNS

Noise cancellation for a rich class of nonlinear systems can be studied by investigating the possibility of extending the SOLS idea to a neural network noise cancellation architecture.

The multi-layered perception (MLP) [35] and associated back-propagation training algorithm [36][37] have a very slow convergence rate, often stall at local minima and require the user to adjust the momentum rate, learning rate and number of hidden layers all of which can be very problem dependent [38][39]. This class of algorithms therefore does not appear to be well suited to adaptive applications and in the present study RBF networks will be studied.
RBF networks [40] consist of just two layers and provide an alternative to the MLP. A RBF network is illustrated in Fig. 3. There is only one hidden layer and this consists of an array of RBF nodes. Each node contains a parameter vector called a center. The node calculates the Euclidean distance between the center and the network input vector \( v(i) \) and the result is passed through a nonlinear function. The output layer is just a set of linear combiners.

The response of the RBF network can be expressed as

\[
\hat{y}(i) = \sum_{j=1}^{N_h} \theta_j(i)g\left(\|v(i) - c_j(i)\|, \beta_j(i)\right)
\]  
(49)

where \( \{\theta_j(i) : 1 \leq j \leq N_h\} \) are the weights of the linear combiners, \( \|\cdot\| \) denotes the Euclidean norm, \( \{c_j(i) : 1 \leq j \leq N_h\} \) are the RBF centers, \( \{\beta_j(i) : 1 \leq j \leq N_h\} \) are positive scalars called widths, \( N_h \) is the number of nodes in the hidden layer and \( g: \mathbb{R}_+ \times \mathbb{R} \rightarrow \mathbb{R} \) is the radial basis function. The weight vector \( \Theta(i) \) is defined as

\[
\Theta(i) = [\theta_1(i), \ldots, \theta_{N_h}(i)]^T
\]  
(50)

In the present study an \( m \)-input, single output RBF network will be sufficient and hence only one network output has been shown in Fig. 3 and Eqn. (49). Some commonly employed radial basis functions are listed below:

- thin-plate-spline function:
  \[
g(x) = x^2 \ln x
\]  
(51)

- Gaussian function:
  \[
g(x, \beta) = e^{-\frac{x^2}{\beta^2}}
\]  
(52)

- multi-quadric function:
  \[
g(x, \beta) = \sqrt{x^2 + \beta^2}
\]  
(53)

- inverse multi-quadric function:
\[ g(x, \beta) = \frac{1}{\sqrt{x^2 + \beta^2}} \]  

(54)

where \( \beta \) is the width of the radial basis function. The width can either be fixed at some preset value or learnt during training. But in the present study the thin-plate-spline function which does not have a width parameter will be used. A detailed discussion of the various effects of using different radial basis functions can be found in [41].

The radial basis functions form local patches whose positions are determined by the centers \( \{\mathbf{c}_j(i) : 1 \leq j \leq N_{s} \} \) and which are fitted together according to the weights \( \{\theta_j(i) : 1 \leq j \leq N_{s} \} \). By appropriately adjusting the centers and the weights of the network a wide class of highly nonlinear functions can be accurately approximated by the prescribed processing structure. Since it can be shown [42][43] that any continuous function can be uniformly approximated to an arbitrary accuracy by a RBF network this architecture should provide the basis for a new class of noise cancellation filters. This could be realized by replacing the filter \( F(\cdot) \) in Fig. 1 with a RBF network and developing an appropriate class of adaptive training algorithms to update the weights and centers. Both FIR and IIR designs can be developed.

**IV.1. FIR RBF Network Filters**

The realization of FIR RBF filters is straightforward. The filter \( F(\cdot) \) in Fig. 1 is replaced by a RBF network with output \( \hat{y}(i) \) and with all the network nodes defined as lagged functions of \( x(i) \). The FIR network can therefore be described as

\[ \hat{y}(i) = \sum_{j=1}^{N_s} \theta_j(i) g(\|\Phi_x(i) - \mathbf{c}_j(i)\|) \]  

(55)

and this can be considered as a simple extension of the Volterra FIR filter realization discussed in Section II. The main difference between the Volterra and the RBF FIR designs is that in the former case polynomial functions of input lags have to be explicitly computed to form the regression vector in Eqn. (33) whereas in the latter case only the lagged linear terms are required as input nodes to the network since functions of these are generated by the RBF neurons. But the
problem of approximating a complex nonlinear expression in terms of an expansion of lagged inputs only remains and this will tend to produce large dimensional parameter sets or network weight vectors which will be disadvantageous to fast adaptive training.

IV.2. IIR Recurrent RBF Network Filters

The realization of IIR RBF filters follows the concepts introduced for the NARMAX IIR designs. The RBF network can be interpreted as an alternative expansion of \( \hat{f}(\cdot) \) in the NARMAX model of Eqn. (29) so that \( F(\cdot) \) in Fig. 1 can be approximated by

\[
\hat{y}(i) = \sum_{j=1}^{N} \theta_j(i) g \left( \| \Phi_{j}(i) - c_j(i) \| \right)
\]

(56)

The advantages of the nonlinear IIR design which were discussed in Section III carry over for the RBF based design. But just as in the NARMAX IIR design the advantage of a small parameter or network weight vector is achieved by using lagged inputs and outputs to define the RBF network input nodes. The problem associated with this is that the lagged outputs are highly correlated with the additive noise and straightforward network training based on this simple architecture would yield a biased or incorrect filter realization. Exploitation of the reduced size of the RBF networks and hence the potential for fast training and good adaptive tracking will therefore only be possible if the SOLS ideas can be extended to the RBF network architecture. This can be achieved by using a form of recurrent network where the noise corrupted system output signals are replaced by the network predicted outputs. This in effect means that the network predictions are fed back and assigned as network input nodes to produce what has become known as a recurrent network architecture. The IIR RBF noise cancellation filter realization, \( F(\cdot) \) in Fig. 1, is therefore based on the map

\[
\hat{f} : \mathbb{R}^{N_o \times N_o} \times \mathbb{R}^{(N_o \times N_o) \times N_o} \times \mathbb{R}^{N_o} \to \mathbb{R}
\]

(57)

Before the recurrent network can be fully defined we need to introduce the network training algorithm.
IV.3. Recurrent Network Training

The strategy for updating the network parameters involves a combined form of supervised and unsupervised learning [13]. At each iteration a new recurrent hybrid algorithm is used which consists of updating the centers using a k-means clustering algorithm [44] and then updating the weights using a Givens SOLS algorithm [17]. These two sub-algorithms will be described sequentially below before combining them to form the hybrid training algorithm.

The k-means clustering algorithm is a procedure for classifying clustered data and locating the centers of gravity in a multi-dimensional space [44]. Given initial centers \( \{c_j(0) : 1 \leq j \leq N_s\} \) and an initial learning rate \( \alpha(0) \) the k-means clustering algorithm operates, for each processing unit in the hidden layer, to compute the Euclidean distances \( \{p_j(i) : 1 \leq j \leq N_s\} \) between the current input vector \( v(i) \) and the previous centers \( \{c_j(i-1) : 1 \leq j \leq N_s\} \),

\[
p_j(i) = \|v(i) - c_j(i-1)\|, \quad 1 \leq j \leq N_s
\]

(58)

where \( v(i) \) is defined in terms of the current, lagged inputs and previous network predictions as

\[
v(i) = [x(i), \cdots, x(i-N_s+1), y(i-1), \cdots, y(i-N_j)]^T
\]

with \( m = N_s + N_j \). The key feature of the k-means clustering algorithm is that at each time step, only one of the centers will be altered. The updating of a center is based on the criterion of how far the current input vector is away from the last updated centers measured by the Euclidean distance. If \( k = \text{arg} \min_{1 \leq j \leq N_s} p_j(i) \) then

\[
c_k(i) = c_k(i-1) + \alpha(i) [v(i) - c_k(i-1)]
\]

(60)

and the rest of the centers will be remain unchanged

\[
c_j(i) = c_j(i-1) \quad \forall j \neq k.
\]

(61)

The real valued scalar \( \alpha(i) \in (0,1) \), called the learning rate, is given by
\[
\alpha(i) = \frac{\alpha(i-1)}{\sqrt{1 + \text{int} \left( \frac{i}{N_s} \right)}}
\]

(62)

where \( \text{int}(x) \) denotes the integral part of \( x \). Other choices of updating rule for the learning rate are possible providing \( \alpha(i) \) monotonically decreases to zero. Experience suggests that the choice of initial learning rate \( \alpha(0) \) is not critical and good results are generally obtained with \( \alpha(0) \) set close to unity. Once the centers have been updated the outputs of the hidden layer can be calculated using

\[
\phi_j(i) = g \left( \|v(i) - e_j(i)\| \right) \quad 1 \leq j \leq N_s
\]

(63)

to form the input vector to the output layer

\[
\Phi(i) = [\phi_1(i), \ldots, \phi_{N_s}(i)]^T.
\]

(64)

The objective is to cluster the data into separate regions represented by the centers in a recursive manner. The initial centers should be selected from a subset of the input data within the estimate range. Experience indicates that initial centers can usually be randomly assigned in the vicinity of the domain of the input space.

Given a set of fixed centers determined by the k-means clustering algorithm, the weight vector \( \Theta(i) \) defined in Eqn. (50) can be recursively updated using a Givens algorithm. To simplify the exposition it will be assumed initially that at time step \( i \) the input vector sequence \( \Phi(1), \ldots, \Phi(i) \) and noise corrupted signal sequence \( d(i-1), \ldots, d(i-l) \), where \( d(k) = 0 \) for all \( k < 0 \), are available.

The formulation of the Givens RLS algorithm is based on solving the normal equation

\[
X^T(i)\Lambda(i)X(i)\hat{\Theta}(i) = X^T(i)\Lambda(i)d(i-l)
\]

(65)

using a Givens orthogonal transformation where

\[
X(i) = [\Phi(1), \ldots, \Phi(i)]^T
\]

(66)
\[
d(i-l) = [d(-l+1), \ldots, d(i-l)]^T
\]

(67)

\[
\Lambda(i) = \begin{bmatrix}
\lambda(i) & \Lambda(i-1) & 0 \\
0 & 1
\end{bmatrix}
\text{ with } \Lambda(1) = 1.
\]

(68)

and $\hat{\Theta}(i)$ is a least squares solution of $\Theta(i)$ at time step $i$. At each time step $i$, the forgetting factor $\lambda(i)$ is usually taken to be a value close to unity. For time varying systems a forgetting factor is usually employed in order to accommodate a continual tracking capability. By writing

\[
\Lambda^K(i) X(i) = Q(i) S(i)
\]

(69)

where $Q(i)$ is an $i \times N_a$ matrix with orthogonal columns and $S(i)$ is an $N_a \times N_a$ unit upper triangular matrix so that

\[
Q^T(i) Q(i) = D(i)
\]

(70)

where $D(i)$ is an $N_a \times N_a$ diagonal matrix the normal equation in Eqn. (65) can be rewritten as

\[
D^K(i) S(i) \hat{\Theta}(i) = D^K(i) q(i)
\]

(71)

where

\[
q(i) = D^{-1}(i) Q^T(i) \Lambda^K(i) d(i-l)
\]

(72)

Solving Eqn. (71) is equivalent to solving Eqn. (65). The Givens RLS algorithm consists of the following computational steps:

- Prior to the starting of the algorithm all the variables are initialized as follows

\[
\begin{aligned}
q(0) &= 0 \\
S(0) &= I \\
D^K(0) &= \delta I
\end{aligned}
\]

(73)

where $I$ is an $N_a \times N_a$ unit matrix and $\delta$ is a small positive number.

- At each time step, $\lambda(i)$ is updated according to

\[
\lambda(i) = \lambda_0 \lambda(i-1) + 1 - \lambda_0
\]

(74)

$\lambda(0)$ and $\lambda_0$ are chosen to be just less than unity [12].
• Perform a Givens transformation

\[
\begin{bmatrix}
\sqrt{\lambda(i)}D^K(i-1)S(i-1) & \sqrt{\lambda(i)}D^K(i-1)q(i-1) \\
\Phi^T(i) & d(i)
\end{bmatrix}
\xrightarrow{\text{Givens Transform}}
\begin{bmatrix}
D^K(i)S(i) & D^K(i)q(i) \\
0 & d'(i)
\end{bmatrix}
\]  \hspace{1cm} (75)

where \(d'(i)\) is a 'don't care' variable.

• Solve the upper triangular system in Eqn. (71) by back-substituting the vector-matrix equation formed by the submatrices \(D^K(i)S(i)\) and \(D^K(i)q(i)\) in Eqn. (75) to obtain \(\hat{\Theta}(i)\).

The Givens transformation method applied to the least squares problem has been extensively studied by Gentlemen [17] who showed that this algorithm has numerical advantages over aforementioned algorithms based on a direct solution of the normal equations.

Recent studies [43] suggest that, the rate of convergence in network learning can be enhanced by modifying the network to allow direct link terms to contribute to the weighted sum at the network output node. In addition it is advantageous to allow a direct adjustable d.c. value link.

These modifications can easily be achieved by augmenting the vector \(\Phi(i)\) to yield

\[
\Phi(i) = \begin{bmatrix}
\Phi(i) \\
v(i) \\
1
\end{bmatrix}
\]  \hspace{1cm} (76)

where \(v(i)\) is defined in Eqn. (59) and the unity entry provides the d.c. link. For notional convenience \(\Phi(i)\) will be relabelled as \(\Phi(i)\) so that now

\[
\Phi(i) = \left[\phi_1(i), \cdots, \phi_m(i), v^T(i), 1\right] = \left[\phi_1(i), \cdots, \phi_m(i), v_1(i), \cdots, v_m(i), 1\right]^T.
\]  \hspace{1cm} (77)

The network connection weight vector must also be redefined as

\[
\Theta(i) = \left[\theta_1(i), \cdots, \theta_{n_m+1}(i)\right]^T.
\]  \hspace{1cm} (78)

To ensure that the estimated network weights in the IIR RBF noise canceller are unbiased the Givens routine must operate in a manner analogous to the SOLS algorithm described in Section
III for the NARMAX IIR filter. This can be achieved by using the definition of \( v(i) \) used in the clustering routine to give, for an \( m \)-input, single output \( N_a \)-center network described by

\[
\hat{y}(i) = \sum_{j=1}^{N_a} \theta_j(i) g\left( \|v(i) - c_j(i)\| \right) + \sum_{k=1}^{m} \theta_{N_a + k}(i)v_k(i) + \theta_{N_a + m+1}(i)
\] (79)

where \( g: \mathbb{R}_+ \rightarrow \mathbb{R} \) is defined in Eqn. (51). When Givens routine is applied to obtain an estimate of \( \Theta(i) \) the predicted output \( \hat{y}(i) \) at time step \( i \) can be computed by

\[
\hat{y}(i) = \Phi^T(i) \hat{\Theta}(i)
\] (80)

where \( \hat{\Theta}(i) \) is redefined as the least squares estimate of \( \Theta(i) \) due to the redefinition of \( \Theta(i) \) in Eqn. (78). Notice that now the RBF network inputs consist of lagged samples of the predicted network outputs \( \hat{y}(i) \). The network predictions are therefore fed back to form part of the network input vector thus giving the required network architecture. A schematic diagram of recurrent RBF network is illustrated on Fig. 4.

IV.4. Summary of the RBF Recurrent Network Filters

The RBF noise canceller therefore consists of updating first the centers and then the network weights at each iteration. This combines to form a hybrid recurrent network training algorithm which can be summarized by the following steps:

- Prior to the starting the system initialize all components of the input vector \( v(0) \) to be zero and the parameters for Givens routine as specified in Eqn. (73). Randomly assign a value to each component for all the centers in the vicinity of the input space. Initialize the initial learning rate \( \alpha(0) \) and the initial forgetting factor \( \lambda(0) \).

- At time step \( i \), collect samples of \( x(i) \) and \( d(i-1) \) where \( d(k) = 0 \forall k < 0 \) by definition.

- The noise cancellation system takes the current, lagged inputs and lagged outputs of the network to form the \( m(=N_x + N_a) \)-dimensional input vector \( v(i) \) defined in Eqn. (59).

- Update the learning rate \( \alpha(i) \) using Eqn (62). The centers of the network \( \{c_j(i) : 1 \leq j \leq N_a\} \) are updated by the k-means clustering algorithm using Eqn. (60) and Eqn. (61).
- Calculate the outputs \( \{ \phi_j(i) : 1 \leq j \leq N_s \} \) of the hidden layer based on the updated centers and form the input vector to the output layer \( \Phi(i) \) defined in Eqn. (77).
- Update the forgetting factor \( \lambda(i) \) using Eqn. (74)
- Update the weight vector \( \hat{\Theta}(i) \) using the Givens algorithm described in Eqn. (75).
- Compute the predicted output \( \hat{y}(i) \) based on the updated centers and weight vector by using Eqn. (80).
- Generate the \( i \)th sample of the recovered signal \( \varepsilon(i) \) using Eqn. (3).
- Store \( \hat{y}(i) \) as a feedback signal for the next iteration and repeat the process from the second step above.

A schematic diagram of the noise cancellation system based on this algorithm is illustrated in Fig. 5.

V. FILTER VALIDATION

It can be shown [45] that if the canceller is operating correctly then the following correlation model validity tests should all be satisfied

\[
\begin{align*}
\Psi_\mu(k) &= E[x(i)\varepsilon(i+k)] = 0 \\
\Psi_{x^2\varepsilon^2}(k) &= E\left[\left(x^2(i) - \langle x^2(i) \rangle\right)\varepsilon(i+k)\right] = 0 \quad \text{for all integer } k
\end{align*}
\]

(81)

where \( \langle \cdot \rangle \) denotes the time average. On-line versions of these tests are also available [45]. In practice the model will be regarded as adequate if all the tests in Eqn. (81) fall within the 95% confidence bands at approximately \( \pm 1.96 / \sqrt{N} \) where \( N \) is the number of samples.

These tests are designed to monitor the performance of the noise cancellation filter irrespective of the specific filter realization that is used. The tests have been formulated to detect
any predictable linear or nonlinear effects in $\varepsilon(i)$ since the existence of such effects would mean that the canceller was not matched to the system. The tests should for example detect the incorrect use of a linear filter to cancel a nonlinear system, an inadequate NARMAX filter or an incorrectly trained RBF network filter.

VI. SIMULATION EXAMPLES

Three simulated examples which represent different types of nonlinearities will be considered. For ease of comparison a sawtooth signal of unit magnitude, period 50 samples as shown in Fig. 6 and a uniformly distributed white noise sequence varying in the range $[-2, 2]$ as shown in Fig. 7 will be used in all the simulation examples. A plot of the noise corrupted signal is shown in Fig. 8. In each case a total of 20,000 samples were used and the results obtained from the first 1/10 (i.e. 2,000) were discarded in order to ensure that transient conditions are ignored in accessing the quality of the algorithms. As a measure of noise suppression the noise reduction factor ($NR$) is defined in terms of loss in average noise power at the output of the noise canceller [46] as

$$NR = 10 \log_{10} \left( \frac{E\{n^2(i)\}}{E\{[s(i-l) - \varepsilon(i)]^2\}} \right) (\text{dB}). \tag{82}$$

From this definition it is clear that the larger the value of $NR$ the greater amount of noise energy which has been canceled.

Example 1: The reference noise $x(i)$ was generated using the Nonlinear AutoRegressive model with eXogenous inputs (NARX) described by

$$x(i) = 0.25x(i-1) + 0.1x(i-2) + 0.5n(i-1) + 0.1n(i-2) - 0.2n(i-3) + 0.1n^2(i-2) + 0.08n(i-2)x(i-1) \tag{83}$$

Notice that there is one sample delay in obtaining $x(i)$ from $n(i)$. Therefore $l = 1$. Optimal noise cancellation will be achieved if the noise cancellation filter $F(\cdot)$ is implemented as a nonlinear IIR filter described by

$$\hat{y}(i) = 2x(i) - 0.5x(i-1) - 0.2x(i-2) - 0.2\hat{y}(i-1) + 0.4\hat{y}(i-2) - 0.2y^2(i-1) - 0.16x(i-1)\hat{y}(i-1) \tag{84}$$
In the present simulation $F(\cdot)$ was constructed using a 20-center RBF network with linear dynamic links. The network input vector was defined as

$$\mathbf{v}(i) = [x(i), x(i-1)x(i-2), y(i-1), y(i-2)]^T$$  \hspace{1cm} (85)

giving $N_x = 3$ and $N_y = 2$ and the parameters in the hybrid algorithm were initialized to as

$$\begin{align*}
\delta &= 0.00001 \\
\lambda(0) &= 0.95 \\
\lambda_0 &= 0.99 \\
\alpha(0) &= 0.9
\end{align*}$$  \hspace{1cm} (86)

All the centers were randomly initialized in the region $[-2,3]$ for the first three components and $[-3,3]$ for the rest. A high degree of noise suppression at 22.41 dB was achieved. Fig. 9 demonstrates that after about 500 adaptations of the learning sequence, the noise canceller is performing well. Compared with the results obtained using a nonlinear FIR Volterra filter and the exact optimal nonlinear IIR filter Eqn. (84) described in [9] the level of noise reduction achieved using the RBF network implementation lies between these two approaches and suffers only a 2.5 dB degradation from the optimal implementation. A trace of the recovered signal sequence $\{e(i)\}$ is shown in Fig. 10. The correlation tests illustrated in Fig. 11 are all within the 95% confidence bands confirming that the recurrent RBF filter is an adequate noise cancellation filter for this system.

Example 2: In this example, the reference noise $x(i)$ was generated by compressing the noise $n(i)$ according to the A-law given by

$$|x(i)| = \begin{cases} 
\frac{A |n(i)|}{2(1 + \ln A)} & \text{if } 0 \leq \frac{|n(i)|}{2} \leq \frac{1}{A} \\
1 + \ln \left( \frac{A |n(i)|}{2} \right) & \text{if } \frac{1}{A} \leq \frac{|n(i)|}{2} \leq 1
\end{cases}$$  \hspace{1cm} (87)
where $A = 87.6$, followed by a 64-level linear mid-riser quantizer.

The noise cancellation filter $F(\cdot)$ was implemented using a 10-center RBF network with linear network links. Since at time step $i$ $x(i)$ corresponds exactly to $n(i)$ the structure of the input vector can be defined by

$$v(i) = x(i)$$

that is $N_s = 1$, $N_d = 0$ and $l = 0$. The initial centers were randomly chosen in the range $[-2,2]$ and the network was initialized as in example 1. Fig. 12 demonstrates that the algorithm is capable of tracking the nonlinear dynamics of the system after a learning sequence of approximately 300 samples and a 25.48 dB reduction in the level of noise can be achieved. A trace of the recovered signal sequence $\{\varepsilon(i)\}$ is shown in Fig. 13. Model validation tests in Fig. 14 confirm that the 10-center RBF network is a suitable model for the nonlinear system under consideration.

**Example 3:** Consider the nonlinear system

$$x(i) = \tanh n(i)$$

This is a single input-single output system with continuous nonlinearity so that the input vector to the network can be defined by

$$v(i) = x(i)$$

giving $N_s = 1$, $N_d = 0$ and $l = 0$. The noise cancellation filter $F(\cdot)$ was implemented using a 20-center RBF network with linear network links. The initial centers were randomly selected to be in the range $[-1.1]$ and the network was initialized as in Example 1. Fig. 15 shows that after a learning sequence of about 150 iterations, the noise canceller is capable of following the dynamics described in Eqn. (89). In the steady state condition a 30.73 dB reduction in noise level can be achieved for the present system. A trace of the recovered signal sequence $\{\varepsilon(i)\}$ is shown in Fig. 16. Fig. 17 shows that all the three correlation functions are within the 95% confidence bands indicating that the 20-center RBF network is an adequate model for the underlying nonlinear dynamics.
VII. CONCLUSIONS

The design of nonlinear FIR and IIR noise cancellation filters has been studied. New filter realizations based on both the traditional and a new recurrent RBF network have been introduced. Network training based on a combined k-means clustering and Givens implementation of the suboptimal least squares algorithm was discussed and the inclusion of linear dynamic link connections was shown to enhance convergence. Model validation methods were shown to provide a measure of network performance and the examples demonstrate the potential of the designs for noise cancellation of several nonlinear systems.
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