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Abstract *

This paper reports on the development of a multi-arm robotic system, where the practical implementation of the system involves motion co-ordination of two multi-joint RTX robots with six degrees-of-freedom, hosted by a SPARC-IPC workstation. A planning scheme is introduced to provide accurate and co-ordinated collision-free motion. In addition, taking into account the need for high productivity in industrial environments, minimum-time movements are imposed by increasing the manipulators' performance to a maximum, thus providing a high-performance workcell. A real-time case study is included to show the validity and efficiency of the system.
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1. Introduction

Robot manipulators have spread widely throughout the industrial community as a result of the increasing need for greater productivity and higher quality end-products. Nevertheless, the use of a single-robot system in an automated manufacturing environment can prove inefficient where the tasks required by a particular procedure can be too complicated for a single manipulator to perform (e.g. assembly tasks, deep-sea exploration) [1]. One solution to this need is a cooperating multi-arm system, where two (or more) arms perform certain sub-tasks of the required procedure and, by being able to perform different complex tasks within the workcell, automated productivity is increased.

Although the use of cooperating multiple-arms is seen as essential for wider robotic usage by the industrial community, their actual implementation proves to be complicated. Research in the design and operation of multi-robot cells has been going on for a number of years, and the problems related to the control of such a cell are many times more difficult than a single-arm system [1,2].

The increased interest in multi-robot systems is evident by the large volume of research reported in the literature. The majority of reports is concerned with cooperative multi-robots, where the interaction between the arms is addressed [3,4,5] including the dynamic control of closed chains [6,7] and when used on a mobile platform [8]. In addition, two approaches to coordinated multi-robots are reported. In the first approach, only one arm is allowed to use the common work space at a time [9] which leads to delays in executing the task. The other approach is the planning of a collision-free path for all arms sharing the environment using complex optimisation and search techniques [2,10,11] and introducing new concepts such as neural networks [12]. However, all the above contributions stop short of actually implementing the proposed systems.

This paper describes the formulation and implementation of a coordinated multi-arm system (MAS). A task controller is set up for coordinating the movements of two robot manipulators, and for ensuring collision-free (CF) motion. The method used for collision detection exploits maximum flexibility in movements, allowing the manipulator to make the best use of the available space. For each manipulator a trajectory planner is designed, giving the minimum-time motion (MTM) while taking into account the physical constraints imposed by the arm. In addition, employing a search technique within the MTM planner provides other, less optimal, options to use in case the minimum-time decision is not feasible. Eventually, the near optimum and possible motion is specified by which the cell can perform its required function efficiently. The MAS software is written in C on a SPARC-IPC workstation and results are reported for the actual implementation on two RTX manipulators with six-degrees-of-freedom. A sample case study is reported in this paper, where 3-D plots of the movements of the arms indicates the common areas of intersection between originally assumed trajectories, along with the newly defined feasible motion.

This work is presented as follows: in section 2 an overview of multi-arm systems is given, where all relevant control modules are discussed. Section 3 includes the theoretical aspects behind the system, while its practical implementation is described in section 4. Case study results are reported in section 5, showing the validity and efficiency of the system. In section 6 some ideas are given of the on-going development of the system, while section 7
concludes this paper.

2. Multi-Arm Workcell Requirements

Multi-arm robot control involves two distinct and equally important aspects, namely: (1) motion coordination within a common workspace and (2) interaction between arms when handling objects. Figure (1) shows the different control modules required in approaching the above aspects.

The first aspect is concerned with organizing the general robot motion within the shared environment, which includes task planning (determining the required tasks for all arms to perform), and trajectory planning (producing the time history of motion for all arms). In addition, collision avoidance must be addressed to ensure the possibility of completing the required job, since collision can be expected between the robots limbs as well as with other obstacles in the workspace. This second aspect involves interaction in the way the planned motion is executed. Thus, the trajectory tracking module, which generates the commands for the motors employing a certain control law, will be different. This point will be illustrated in the following subsections which explain the different modules mentioned above.

2.1. Task Planning

Motion strategy decisions are at the top of the control hierarchy. Thus, the task planner must be able to decompose the main task into sub-tasks, each carried out by one of the cooperating arms, and further give instructions to the relevant robot motion planners on how to go about performing the task. As shown in figure (1), the completion of the task planning involves acquiring information on both the environment and the current state of each of the arms. This involves the automatic processing and analysis of data provided by different integrated sensors, while a more sophisticated system may involve intelligent capabilities as well. Consequently, for each robot arm, a set of via-points are provided, of which the location and frequency is dependent on the task required; a closer set of points may be required to execute a more precise and finer motion. Thus, depending on which approach the completion of the task requires, the planner will provide the appropriate motion strategy.

2.2. Motion Planning

This module is concerned with providing a time-history of intermediate configurations between via-points for each robot arm. These intermediate configurations include the joint positions, velocities and accelerations and must be supplied for each single control cycle (typically 16 milliseconds for most industrial robots). In producing this motion, different pre-requisites imposed by the operator and/or the manipulator design have to be tackled (e.g. arm physical constraints, minimum-time motion, minimum-energy motion [13]). In the literature straight-line, cartesian motion planning is usually employed, since it is claimed to have certain advantages in terms of motion correctness and ease of collision avoidance [10,14]. However, in an integrated manufacturing environment, a minimum-time motion (MTM) proves more attractive since fast completion of the tasks leads to higher productivity. Achieving such fast
motion requires planning in the joint space where time scaling of motion parameters is possible [15], and is more appropriate when producing the control commands [16]. Thus, time scaling of motion will ensure high-performance of the manipulator. However, collision avoidance must also be integrated in the procedure.

2.3. Collision Avoidance

When two (or more) manipulators operate in the same workcell, with no coordination the probability of a collision occurring is high. In addition, the fact that collisions may occur even if one of the arms is at rest adds a further complication to the planning necessary for single arm systems. Therefore, the planning procedure described above must be a feasible one in terms of producing a collision free motion to execute the required task.

Several methods for collision avoidance during robot motion are reported in the literature, including defining a free zone between the robots [2], representing all objects in the work space as polyhedrons [17], and placing a set of spheres at appropriate centre points along the manipulator limbs [10,14]. However, if a true cooperating robot system is sought, the first method is rendered as inefficient, since it effectively keeps the arms apart. In addition, the second method is expensive both computationally and in terms of storage. The third method involves comparing the distances between sphere centres on both arms which simplifies the calculations. In addition there is the possibility of varying the number of spheres used as needed by the application accuracy, as will be discussed in section 3.2.

2.4. Motion Tracking

Referring to figure (1), motion tracking is the final module before downloading the required motion to the robots, and it produces the control commands required by all joint motors employing a certain control law. This control law can be as simple as a PID compensator using the error between the given (desired) motion parameters and the actual ones provided by the feedback loop, or as sophisticated as a model-reference adaptive controller [18] employing the complicated and computationally expensive dynamic equations of motion [19] to produce the torque values.

However, when undergoing multi-arm cooperating actions, a stable and accurate control scheme is needed. This is particularly important when handling delicate and/or dangerous materials in hazardous environments. In addition, since fast motion is preferred to increase productivity, the fact that such motion can only be achieved efficiently using switching-points and bang-bang control [20] puts a further constraint on the control law to compensate for any motion deviations caused by vibrations or structural resonance of the manipulator material.

3. Motion Coordination of Two Robots

A typical multi-arm system is shown in figure (2), where a 4-robot workcell is illustrated. A local coordinate system is located for each arm, but once all arms are operating together motion must be represented with respect to a global coordinate frame within which all cartesian positions and kinematic transformations can be unified.
At this phase of the system design only motion coordination is considered. The crucial task is to have all arms operating in the unified work space but with no actual interaction between the various grippers (i.e. no closed-chain assemblies). This strategy is considered very appropriate since the wrist assembly usually has to reach its designated destination before actually performing the required cooperative task. Two algorithms, for minimum-time motion planning and collision avoidance, are developed for this purpose.

The motion planner employed here uses the point-look-ahead concept, where the via-points necessary for the construction of the trajectory are not chosen by the user a-priori to planning, but rather selected as the most suitable points by on-board sensors whenever needed. Once a look-ahead point is provided, planning commences in real-time followed by tracking the produced motion, and the process is repeated for each additional look-ahead point detected. Hence, while the manipulator hand is traversing one present segment, another next segment is being computed by the planner, based on the sensors advice. This approach is vital to achieve real-time operation and relaxes the constraint on having a structured environment.

3.1. Minimum-Time Motion Planning

In order to achieve high performance of the workcell, minimum-time motion (MTM) must be implemented, where the velocity of each of the arm joints during a specific motion is set to the maximum value possible. The continuity of both the position and velocity profiles is essential for executing the motion. However, although discontinuities in the acceleration profile may cause vibrations during motion, it does not cause a disruption of execution. In developing the MTM algorithm, two via-points are supplied by the task planner specifying the start and end points in joint space, for which the continuity of motion must be respected. The procedure described hereafter applies for each of the arms independently.

3.1.1. The Planner Formulation

For each set of end-points supplied for a joint motion, a number (n) of intermediate via-points is computed as a linear variation between the two points, thus providing the necessary number of points to perform a cubic spline [21]. Since maintaining high velocity movement leads to a reduction in the travelling time, extreme velocity points are located on the splines constructed and set to a maximum. Furthermore, to achieve minimum travelling time between these maximum values of velocity, linear variation is imposed thus giving a quadratic equation for position. The scaling of the motion performance is achieved using a factor K defined as [22]

\[
K = \max \left[ \max \frac{\dot{\theta}(t)}{\dot{\theta}_{\text{limit}}}, \sqrt{\max \frac{\ddot{\theta}(t)}{\ddot{\theta}_{\text{limit}}}} \right]
\]  

(1)

where \( \theta, \dot{\theta} \) and \( \ddot{\theta} \) denote joint positions, velocities and accelerations, and \( \dot{\theta}_{\text{limit}} \) is the physical limit of the parameter. The new values of the motion parameters and time interval \( h \) are given as
\[
\hat{\theta}_{\text{new}} = K^{-1} \hat{\theta}, \quad \hat{\dot{\theta}}_{\text{new}} = K^{-2} \hat{\dot{\theta}}, \quad h_{\text{new}} = K h
\]  

(2)

The above augmentation of cubic and quadratic position profiles produces a discontinuous acceleration profile in the form of bang-cruise-bang, which is reported to be the best efficient minimum-time motion [23]. Hence, the joint will transit smoothly in the vicinity of an imposed via-point, but otherwise uses a bang-bang motion where sudden switching of acceleration limits is tolerated [16].

3.1.2. Grid Search

In reality, there is an infinite number of possible motions to move from one point to another in space [20]. Therefore, the minimum-time motion produced is not necessarily the best choice, and the work space must be searched for possible more-optimum options [24] by employing a proper grid search to cut down on the computational complexity involved. This grid search is performed by varying the original imposed via-points (except the end-points) and the new motion produced is checked as a possible better choice. Hence, a cost value \(T_{\text{cost}}\) is defined for each interval \(h\) between two successive via-points as

\[
T_{\text{cost}}^i = h_{\text{old}}^i - h_{\text{new}}^i, \quad i=1,2,\ldots,n+1
\]  

(3)

and a maximum for \(T_{\text{cost}}\) is sought. In this way, local segments from different options of motion are collected to produce the best optimum choice [25, pp. 30-66]. The general structure of the above procedure is illustrated in figure (3) for a four via-point motion, where the chosen optimum is taken amongst different options as shown in bold in the diagram.

In addition to producing the best optimum, the MTM algorithm saves all other possible options as alternatives. These will be used once additional constraint of collision avoidance is considered.

3.2. Collision-Free Motion Checking

Although a feasible and efficient motion has been planned for all the arms as described in the last section, the fact that they all share a single work space requires ensuring a collision-free (CF) performance. Hence, each point on all motion trajectories must be checked and altered if a collision is detected. Consequently, other less-optimum options saved by the MTM algorithm may be considered if the best choice is not feasible.

3.2.1. Assigning the spheres

As discussed in section 2.3, the method of setting spheres on the manipulator links is efficient and this will be used to implement the CF algorithm. The CF can only be activated once the MTMs for all arms are terminated. For simplicity, and also for coherence with the practical implementation of section 4, the CF will be illustrated for collision detection between two robots only, although it can be readily generalised.
For each of the manipulators, each link is decomposed into a number of spheres, the origins of which are placed a certain distance apart. The radius of each of the spheres can be determined by [26]

\[ r_i = \sqrt{\left( \frac{l_i}{2M_i} \right)^2 + \left( \frac{w_i}{2} \right)^2}, \quad i = 1, \ldots, L \]  

(4)

where \( l_i \) and \( w_i \) denotes the length and width of the particular link and \( L \) denotes the total number of links on the arm. The number \( M_i \) is the total number of spheres used, and can be set by the user according to the application. However, precautions must be taken when the manipulator has large obstructive motor or gear assemblies which are better modelled collectively as one sphere. The spheres are allocated along the length of each link and the position of their centres calculated as

\[ C_i = \frac{(2m_i + 1)(p_i^s - p_i^e)}{2M_i}, \quad m_i = 1, \ldots, M_i \]  

(5)

where \( p_i^s \) and \( p_i^e \) denote positions for the start point and end point of link \( i \). Such a decomposition can be generalised to any number of links \( L \), for which the radius \( r \) may be varied depending on the shape of the manipulator. To illustrate the sphere allocation procedure a spherical model of two 3-link articulated arms is shown in figure (4a).

The number of spheres used in the collision detection algorithm is chosen according to the application and as specified by the operator. Hence, the number of spheres can be chosen to cover the link leaving a certain clearance as desired, where the larger the number of spheres the less the clearance around the link, as illustrated in figure (4b).

3.2.2. Checking for collisions

Once the spheres are allocated, the collision avoidance procedure can be activated. The distance between each centre of a sphere on one arm and each centre of sphere on the other arm is calculated and compared against the sum of the relevant sphere radii. Thus, a cost value is defined as

\[ d_k < r_i^1 + r_j^2, \quad i = 1, \ldots, M_i^1, \quad j = 1, \ldots, M_j^2 \]  

(6)

where \( d_k \) denote the distance between the two centres, \( r_i^1 \) and \( r_j^2 \) are the radii of spheres on arms one and two respectively and \( M_i^a, a = 1, 2 \) is the total number of spheres on both arms. If equation (6) is valid, then no collision occurs, otherwise the two arms collide for this particular point, as illustrated in figure (4b). The above comparison procedure is repeated for each point on the robots' motion, i.e. the CF is activated within each control cycle. In addition, since the MTM planning procedure was performed in the joint space while the CF algorithm operates in the Cartesian space, the direct kinematic equations must be computed for each of the sphere centres used by equation (6), and again within each control cycle.
The above CF procedure is initially given the data corresponding to the two optimal motions produced by the MTM for both arms. However, if a collision is detected during this motion, other possible less-optimum options are considered to obtain a feasible solution. Thus, each of the near-optimal options of a robot is checked in turn, with other possible options of the other robot. This approach will reduce the possible combinations of options and thus lower the possibility of obtaining a solution. However, due to the computational complexities associated with the CF mentioned above, such a compromise is acceptable. If required by the user, further motion combinations can be included in the algorithm.

Refering to figure (4a), it can be seen that although the wrist positions of both robots are well apart, the lower links of the arms collide as indicated by the overlapping of spheres on link 2 of both robots. This will be illustrated further in the results reported in section 5.

3.2.3. Finding a Feasible Choice

It is possible that after examining all possible options, a feasible solution cannot be found to complete the required task. In this case the part of the motion that is feasible is executed and an overall new process including both the MTM and CF algorithms is initiated. In this new procedure, the start points are set to the final positions reached by the previous unsuccessful motion, while the end points remain as before, since these are the goals. This continuing procedure is continued until the task is completed, as illustrated in table (1).

4. Implementation of the Workcell

This section discusses practical implementation of the multi-arm system (MAS) as used above. The MAS consists of two, 6 d.o.f. RTX robot manipulators controlled by a Sun SPARC-IPC workstation. Referring to figure (2), the two left-hand-side robots are designated as RTX #1 and RTX #2, and the separating distance is D = 1.05 metres. The general hardware setup of the system is shown in figure (5), where the interface boards convey the control commands to the robot motors as well as feeding back the encoder counts to the controller [27]. All the system control modules are written in C, including the CF-MTM algorithm and the PID compensator. The following arrangements are made for the practical implementation:

- Due to the lack of intelligent capabilities and advanced sensory equipment on the system at this stage of development (e.g. advanced vision systems [28]), the required via-points are simply read from a datafile where it is stored using a teach-by-hand method.

- For the MTM algorithm, the RTX physical constraints are taken into consideration [29] to ensure a realistic motion. Due to the memory limitations, the total number of motion options was restricted to ten per joint. Hence, although the search technique employed in the planning algorithm is a global one and investigates all possible options within the physical limits of the joint position, considering the requirement for fast computations in a real-time application and the limitations on the memory available, the number of search passes must be limited, thus limiting the system performance. Nonetheless, the results presented in section 5 are adequate to demonstrate the practical implementation of the system.
1. Task planner: provide start and end points for both robots

2. For each robot Do
   
   Execute MTM:
   
   Find optimal option
   
   Save other less-optimum options

3. Execute CF using optimal options of both robots

4. While CF motion is not satisfied DO
   
   For all other options of robot #2 DO
   
   Execute CF using optimal option of robot #1 and
   one option of robot #2
   
   For all other options of robot #1 DO
   
   Execute CF using optimal option of robot #2 and
   one option of robot #1

5. If CF not satisfied : Reset start points

6. Execute CF-MTM again; (goto step 1)

Table (1): The CF-MTM Algorithm

- Considering the CF algorithm, a total of ten spheres were used on each of the first three links of the RTX arm. However, the spherical-type wrist assembly [30] is considered as one unit and assigned one single sphere. Hence a total of 31 spheres are set on each arm. This number can be increased for closer coverage of the manipulator if required (see figure 4b). In addition, to provide the positions of the centres of spheres in cartesian coordinates, the direct kinematic formulation of the RTX is used [31] to transform the planned joint positions. These equations are simplified by the fact that the robot wrist is frozen.

- The control law, programmed and run as a separate module on the SPARC, is a simple PID compensator similar to that on the original system [29]. This is quite appropriate at this stage of the system development since performance comparisons will be made between the original system and the designed one, as will be reported in section 5.

These arrangements are chosen to facilitate the action of the prototype system and
would be waived in more comprehensive system versions, where more computational power may be available. The primary benefit remains in demonstrating the applicability and feasibility of the developed algorithms in a practical real-time system. An overall view of the MAS is shown in figure (6).

5. Case Study Results

In testing the MAS implementation, the MTM algorithm was executed for all six joints of each of the RTX arms. Due to memory limitations, however, the total number of search options was limited to 10, including the optimal choice. Since planning is performed in the joint space, this assumption may limit the performance of the algorithm. For the CF algorithm, a unified sphere radius was chosen for each limb of the arm and computed from equation (4) with \( r_b = 0.090 \) m (for the base), \( r_w = 0.061 \) m (for both the shoulder and elbow links) and \( r_w = 0.158 \) m (for the wrist assembly). Although the MTM produces the joint motions for the final three joints of the arm, using a frozen wrist while executing the CF was tolerated at this stage of the system development. In addition, the positions of the spheres were computed according to equation (5). Although other results could be included, the case study following is a typical one showing the capabilities of the CF-MTM algorithm to plan a feasible motion for the MAS to execute.

For this case study, two sets of start and end positions for the two RTX arms were set by a teach-by-hand method. The two sets of joint positions shown in table (2) were chosen to impose a collision during the execution of the original motion. Hence, the CF-MTM algorithm was required to produce a feasible motion to achieve the specified goals.

The 3-D graph in figure (7) illustrates the MAS workcell during the original motion. In figure (7), the base of the workcell is a square of side \( D=105 \) cm, with the origins of RTX #1 and RTX #2 at cartesian positions (0.0,0.0,-1.25) metres and (1.05,0.0,-1.25) metres, respectively. To show the motion of both arms clearly, only the positions of the first three joints are plotted, giving the time history of both the elbow and wrist motions in addition to a single point showing the shoulder position. The motion of the first RTX is shown on the left-hand-side of the workcell, while the motion of the second RTX is on the right-hand-side.
To give a better indication of the collision during the above motion, a top-view of the workcell is shown in figure (8), where the inner two curves show the wrist motions of both arms while $P_i$ and $P_i'$, $i=1,2$ denoting the start and end points of each. In addition, points A and B show the position where both wrists collided.

Applying the MTM produced a minimum-time motion executable by both the RTX controllers in 4.97 seconds (311 control cycles at 16 milliseconds each), as compared to about 10 seconds for the original motion planned and executed by the original RTX system, hence the term original in figures (7) and (8). Other less-optimal options, a total of 8 in this example, are shown in table (3) for both manipulators. However, once the CF motion was checked, the original optimal choice was found to drive the robots into a collision after executing 99 control cycles (1.58 seconds) as shown in figure (9), where the distance between the spheres mounted on each wrist was detected between points A and B as 0.314 m which is less than $2\ell_w = 0.316$ m, and the other stored options had to be checked in turn. The optimal motion of robot 2, together with the second option of robot 1, were found to give a feasible collision-free motion. Although the second option of robot 1 required 8.66 seconds to execute (541 control cycles) as compared to only 4.97 seconds for the optimal option, it was the best possible choice and had to be accepted.

<table>
<thead>
<tr>
<th>Robot Arm</th>
<th>Possible Motion Options (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>RTX #1</td>
<td>4.97</td>
</tr>
<tr>
<td>RTX #2</td>
<td>4.97</td>
</tr>
</tbody>
</table>

Table (3): Possible MTM Options
second RTX completed its motion and was at rest at $P_2^2$, while RTX #1 continued from $C$ to $P_1^1$. This describes the reality of the motion, although the plot of figure (10) gives the impression that a collision occurs. With the lack of possibility to include a time-scale in figure (10) it must be emphasised that while the wrist of RTX #1 is still at point $C$, the wrist of RTX #2 is already at $P_2^2$, thus eliminating the possibility of collision.

The assessment of the execution time of the CF-MTM algorithm varies depending on the search passes (automatically determined by the MTM) and the number of spheres chosen for the CF. In any case, the planning for a motion segment is done while executing the previous motion segment and is therefore relative to the execution time of the motion segment. For this particular case study, the execution time is .... minutes. However, measures to keep the execution time in a lower value may be taken (e.g. limiting the number of spheres and search passes) as described in section 4.

6. Further Work

The control engineering research group at QUB is involved with the design of an integrated multi-manipulator workcell [32]. Previous research activities concentrated on the design of a transputer-based controller for the RTX robot, with all the required hardware and software interfaces [33,34].

In implementing the MAS, achieving collision-free minimum-time motion for two coordinated multi-joint robot arms involves heavy computational burdens and forces certain compromises in executing the procedure as discussed in section 4. Thus, realising the need to implement the system for a fast real-time industrial application, recent on-going research is concerned with the distribution of different control modules on a multi-processor environment, thus providing more powerful computing abilities to accommodate for all the MAS requirements. This approach is encouraged by previous successful implementations of parallel robot structures on transputers [35,36].

Nonetheless, the primary benefit in presenting the MAS remains in providing the appropriate algorithms in a practical implementation of a rather complicated robot control system.

One further stage in the system development is to include 3-D graphics for the on-line presentation of the arms movement within the workcell, thus providing an excellent man/machine interface for the monitoring and analysis of the integrated environment [37] (see figure (1)).

7. Conclusions

The MAS is a working multi-arm environment where the coordinated motion of two RTX arms is planned and executed. The high-performance of the system demonstrated by executing minimum-time movements along with the ability to avoid collisions is of significant importance in an automated workcell. In implementing the MAS, the real problems associated with the complicated multiple robot control are tackled, especially when a decision must be
made on choosing the feasible motion. The case study results reported in section 5 demonstrates the ability of the system to detect and successfully avoid collisions while planning the execution of motion. The system so far is considered as a development platform, where other arms can be added (see figure (6)), in addition to investigating other aspects of multi-arm control in due course [38].
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