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Abstract. - A system far from equilibrium is characterized by unconventional many–body dynam-
ical effects, which can lead to anomalous density fluctuations and mass transport. Interestingly,
these structural and dynamic features often emerge simultaneously in driven dissipative systems.
Here we seek an origin of their co-existence by numerical simulations of a two-dimensional, driven
system of inelastic particles without external damping terms. We reveal a causal link between
superdiffusive transport and giant density fluctuations. The kinetic dissipation upon particle colli-
sions depends on the relative velocity of colliding particles, and is responsible for the self-generated
large-scale persistent directional motion of particles that underlies the link between structure and
transport. This scenario is supported by a simple scaling argument.

Introduction. – Many materials of biological or in-
dustrial importance are driven far from thermodynamic
equilibrium by an imposed energy flux, mediated by e.g.
motor proteins in living cells, or boundary–induced flow
of fluids or particulate matter [1–17]. Given a mecha-
nism for energy dissipation and sufficient relaxation time,
such systems may reach a statistical steady state in which
macroscopic quantities remain constant. Unlike thermo-
dynamic equilibrium, however, the underlying sequence of
micro–states admits cyclical currents [1], and consequently
driven dissipative systems exhibit a richer variety of struc-
ture formation than thermal systems [2–5]. The transport
of matter within such systems can also be anomalous, such
as when the mean–squared particle displacements grow
faster than linearly in time. Examples of such superdif-
fusive systems include dusty plasmas [6, 7], intracellular
transport [8–10], turbulent fluids [11], self–propelled par-
ticles [12–14] and granular media [15–17].

Interparticle interactions, even if just steric hinderance,
inevitably lead to some form of correlation in the motion of
nearby particles. It is therefore expected that superdiffu-
sion should have a measurable many–body consequence
and a corresponding spatial signature. There is some
suggestion of this in the aforementioned materials: Su-
perdiffusion and a diverging dynamic correlation length
have been observed in both experiments on sheared fric-
tional granular media [15, 16] and simulations of friction-

less particles [17] near the ‘jamming’ transition; and hy-
drodynamic equations for self–propelled particles admit
enhanced self–diffusion and long–range ordering [12–14].
These examples suggest superdiffusion can be linked with
long range spatial correlations, but it is not clear for which
systems, if any, the link is causal.

Here we investigate the link between anomalous mass
transport and large scale structure formation in simula-
tions of a model driven dissipative system, in which par-
ticles are uniformly agitated on the single–particle level
and dissipate energy only through short–range pair inter-
actions. For our choice of dimension and driving mech-
anism, this produces superdiffusive particle transport as
we demonstrate. The large-scale structure takes the form
of anomalous density fluctuations over arbitrarily large
length scales. We provide a simple theory predicting such
structure formation as a consequence of the anomalous
transport, and confirm the expected small wavenumber
divergence in the static structure factor. As an interme-
diate calculation, we predict and observe giant number
fluctuations in which variations in the particle number N
exceed the classical N1/2 expectation. This phenomenon
was previously predicted for active nematics and observed
in vibrated granular rods [18, 19], and also claimed for
spherical particle monolayers [20, 21], but failure to reach
ergodicity casts doubt upon this latter case. We confirm
both ergodicity and convergence with system size, provid-
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ing unequivocal evidence that giant fluctuations can exist
in non–equilibrium systems of isotropic particles.

Methods. – Our goal is to elucidate a causal link
between anomalous mass diffusion and small wavenumber
fluctuations that may apply to a range of different mate-
rials, despite their differing microscopic details. To this
end, rather than attempt to closely model any particular
real-world material, we consider a deliberately simplified
numerical scheme that allows us to focus on potentially
universal features, while also facilitating rapid iteration
and permitting large system sizes and times to be real-
ized. Our chosen model is a two-dimensional system of
inelastic particles, driven by unbalanced force noise that
does not conserve momentum locally [2, 22]. It will be
demonstrated below that this naturally gives rise to su-
perdiffusive mass transport, and is therefore ideal for our
purposes. Note that we are interested in the consequences
of superdiffusion and not its origin, and in this sense the
chosen microscopic rules are irrelevant as long as they pro-
duce superdiffusive particle transport, by any means.

In detail, our system consists of radially symmetric par-
ticles with short–range repulsive, dissipative interactions,
driven by a homogeneous and isotropic, Langevin–like
force noise. The particles are discs α with polydisperse
diameters dα and equal mass density. Two discs α and β
interact with equal–and–opposite forces when their centres
are separated by a distance Rαβ < 1

2 (dα + dβ). The in-
teraction has a repulsive conservative component of mag-
nitude f cons = µ[1 − 2Rαβ/(dα + dβ)] acting along the
line of centres, and a dissipative term fdiss = η(vα − vβ)
which reduces relative velocity. The spring stiffness µ sets
our force scale and is fixed. These interactions conserve
momentum but dissipate (kinetic) energy. The driving
term consists of a spatio–temporally uncorrelated fluctu-
ating Gaussian force field ξ(r, t) that obeys white noise
statistics, 〈ξi(r1, t1)ξj(r2, t2)〉 = Γδijδ(r1 − r2)δ(t1 − t2).
This field does not conserve momentum locally, but it is
imposed globally to ensure a fixed system centre of mass.
Note that there is no frictional drag between individual
particles and an implicit solvent or substrate.

Discs with diameters uniformly distributed over the
range [0.7〈d〉, 1.3〈d〉] are randomly placed in an L × L sim-
ulation cell with periodic boundaries, until the required
area fraction φ = L−2

∑

α π(dα/2)2 has been achieved.
Polydispersity was introduced to reduce the effects of crys-
tallization, but we have also repeated a representative set
of parameters with monodisperse particle sizes and con-
firmed only a small deviation to the quantities presented
below. Here we consider only the density φ = 0.5, cor-
responding to intermediate densities far below the jam-
ming transition for this polydispersity, φJ ≈ 0.843 [23].
To better highlight the role of dissipation, we compare
systems with different ν but the same kinetic energy
K =

∑

α
1
2mα[vα]2. Since it is the amplitude of the

driving noise Γ and not K that is the input parameter,
it was first necessary to perform a number of calibration

Fig. 1: (Colour online) Example of steady state for K/K0 =
5×10−5 and η/η0 ≈ 0.24 for system size L = 100〈d〉. Spatially-
extended regions of high and low density are visibly apparent
(see fig. 4 for the link between density fluctuations and particle
motion).

runs at different Γ for each ν in which the steady-state
value of K was measured. The Γ required to generate the
desired K was then interpolated from these plots and used
in the production runs.

We have been particularly careful to ensure artifacts
related to finite system size or simulation time are not re-
sponsible for the superdiffusion or small wavenumber fluc-
tuations observed. To this end, runs for each set of param-
eter values were repeated for different system sizes L, with
a number of independent runs for each L, to allow finite
system size effects to be characterized. All data given be-
low explicitly shows the variation with system size. With
regards convergence with time, we use a dynamical mea-
sure of stationarity, namely the two–time mean squared
displacement 〈∆r2(tw, tw + t)〉 = 〈|r(tw + t) − r(tw)|2〉 for
particle displacements between times tw and tw + t. Sta-
tionarity is assumed when 〈∆r2(tw, tw + t)〉 ceases to
vary with tw and time translational invariance has been
achieved, i.e. 〈∆r2(tw, tw +t)〉 ≡ 〈∆r2(t)〉. All data below
is presented purely in terms of the lag time t. Quantities
are expressed in dimensionless forms after suitable scaling
by the bare distance 〈d〉, time t0 =

√

〈d〉〈m〉/µ, dissipa-

tion coefficient η0 =
√

µ〈m〉/〈d〉 and energy K0 = 〈d〉µ.
For this study, all 9 combinations of K/K0 = 5 × 10−3,
5×10−4 and 5×10−5 and η/η0 ≈ 0.04, 0.08 and 0.24 were
used. See fig. 1 for an example.

Existence of superdiffusion. – For all K and η in-
vestigated, the mean squared displacement initially grows
rapidly with lag time t before slowing down, as demon-
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Large-scale structure from superdiffusion

strated in fig. 2. We demarcate this curve into three
regimes as determined by the logarithmic slope, although
it should be admitted that the initial and final regimes are
not particularly well defined, as evident in the figure. This
is simply due to the finite computational resources avail-
able for the simulations and data analysis. Nonetheless
the middle, superdiffusive regime, which is the primary
focus of attention here, is somewhat well defined and typ-
ically extends over ≈ 1− 2 orders of magnitude of the lag
time. We therefore briefly characterize the initial and final
parts of the curve to make contact with related results in
the literature, before focussing attention on the broader
superdiffusive regime.

We infer the following 3 regimes: (i) A rapid ini-
tial growth for trajectories shorter than the particle size,
〈∆r2(t)〉 ≪ 〈d〉2; (ii) Superdiffusive motion at intermedi-
ate times, 〈∆r2(t)〉 ∼ t1+a with 0 < a < 1; (iii) Normal
diffusion 〈∆r2(t)〉 ∼ t at late times. This latter regime
moves to later times for larger system sizes L, although
we were unable to find satisfactory finite-size scaling due
to the poor statistics for large lag times t. Nonetheless
we infer it is a finite size effect and the true asymptotic
behaviour is regime (ii). Fitted values of the exponent a
for different K and η are given in Table 1.

The crossover from (i) to (ii) is also evident in the
distribution P (∆r2, t) of squared particle displacements
∆r2 over the lag time t. For each regime it is possi-
ble to collapse P (∆r2, t) onto a single curve after scal-
ing the axes by a power of t while preserving normaliza-
tion, P (∆r2, t) = t−νp(∆r2/tν), as shown in fig. 2. For
short times we consistently find ν close to 2, suggest-
ing we are approaching the expected ballistic regime with
P (∆r2, t) ∼ pball([∆r/t]2) and ∆r/t the velocity. The
collapsed curve can be fitted to a ‘stretched’ exponential
pball ∼ exp{−A(∆r/t)3/2}, consistent with velocity distri-
butions in granular gases [24]. More relevant here are
large times for which collapse is possible with ν ≈ 1.5, but
now the master curve is, to good approximation, a Gaus-
sian with no fat tail. Superdiffusion is therefore identified
with the anomalous broadening of the whole distribution,
i.e. the variance σ2(t) ∼ tν ∼ t1+a, rather than large
jumps by a small subpopulation of particles as observed
in high density frictional packings [15, 16].

1-body consequences of superdiffusion. – A nat-
ural one-body consequence of superdiffusion is an anoma-
lous long–range drift of particles. To see this it is first
necessary to relate 〈∆r2〉 to the velocity autocorrelation
function R(t) = 〈v(0) · v(t)〉, where v(t) is the velocity of
a tagged particle at time t,

〈∆r2(t)〉 ≡ 〈|r(t) − r(0)|2〉 = 2

∫ t

0

ds (t − s)R(s) , (1)

a result that assumes only steady state [11, 25]. The su-
perdiffusive case of interest here corresponds to a diver-
gent limt→∞

∫ t
ds R(s), i.e. R(t) ∼ t−b with b < 1 (we

ignore the marginal case b = 1). According to (1), this
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Fig. 2: (Colour online) (Top panel) Mean–squared displace-
ment 〈∆r2(t)〉 for the given system sizes L, K/K0 = 5 × 10−4

and η/η0 = 0.08. The dashed line segments have the given
slopes. (Lower left panel) Probability distribution function
(PDF) of displacements for L = 150〈d〉 at short times, scaled
by t1.8. The dashed line is ∝ exp{−A(∆r)1.5}. (Lower right
panel) Same for larger times, scaled by t1.45. The dashed line
is Gaussian.

corresponds to 〈∆r2(t)〉 ∼ t1+a with a = 1 − b. Thus
superdiffusion corresponds to an anomalous slow decay of
the velocity autocorrelation function. It should be stressed
that this exponent relationship only applies when the par-
ticle trajectories are superdiffusive; for normal diffusion
(or subdiffusion), there is no such mapping between large–
time tails and the whole of R(t) needs to be considered.

A direct corollary of the slow decay of R(t), i.e.
R(t) ∼ t−b with b < 1, is that particles drift over ar-
bitrarily long distances. Put precisely, the integral of
R(t) = 〈v(0) · v(t)〉 ∼ t−b with respect to the lag time t
is unbounded for b < 1, i.e.

∫ t

0

dt R(t) = 〈v(0) · ∆r(t)〉 ∼ t1−b , b < 1 , (2)

with ∆r(t) = r(t) − r(0) as before. Thus particles exhibit
anomalous long-range drift as defined by (2). This phe-
nomenon, although almost a trivial corollary of the slow
decay of R(t), does not appear to have been explicitly ad-
dressed in the literature. We refer to it here as persistent
directed motion. We have directly measured the integral
(2) in our simulations and in all cases found power law
growth, as demonstrated in fig. 3. This growth reaches
a ceiling that increases with system size [26], as evident
in the figure, but again finite size scaling was not possi-
ble due to the noise. Fitted values of the exponent in the
growth regime are given in Table 1 and are in all cases are
within error bars of the predicted value b = 1 − a. Note
that although we were unable to extract the exponent b
directly from plots of R(t) due to extremely poor statis-
tics (not shown), we can extract it from the data in fig. 3,
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Table 1: Exponents a, b, ν, α and β from power law fits for 〈∆r2(t)〉 (MSD), collapse of P (∆r2, t) (PDF), persistent directed
motion (PDM; eqn. (2)), giant number fluctuations (GNF) and the static structure factor S(q → 0). L = 150〈d〉 unless
otherwise stated and the numbers in brackets gives the error in the last digit. GNF marked with an asterix had not converged
with system size (the slope was still increasing with L). The MSD and S(q) data included corrections to scaling in the form
〈∆r2(t)〉 = [C/t1+a + E/t]−1 for large t, and S(q) = Fq−β + G up to q corresponding to ≈ 1—3〈d〉, respectively.

Parameters MSD ∼ t1+a PDF ∼ tν PDM ∼ t1−b GNF; δN/N1/2 ∼ Nα S(q → 0) ∼ q−β

K/K0 = 5 × 10−3 a ν b α β
η/η0 = 0.04 0.4(1) 1.35(5) 0.4(1) 0.2(1)∗ 1.75(5)
η/η0 = 0.08 0.60(5) 1.35(5) 0.5(1) 0.3(1)∗ 1.75(5)
η/η0 = 0.24 0.60(5) 1.3(1) 0.5(1) 0.3(1)∗ 1.7(1)

K/K0 = 5 × 10−4

η/η0 = 0.04 0.45(5) 1.45(5) 0.5(1) 0.2(1)∗ 2.00(5)
η/η0 = 0.08 0.55(5) 1.45(5) 0.50(5) 0.3(1)∗ 1.9(1)
η/η0 = 0.24 0.65(5) 1.40(5) 0.6(1) 0.3(1) 1.7(1)

K/K0 = 5 × 10−5

η/η0 = 0.04 0.45(5) 1.50(5) 0.5(2) 0.2(1)∗ 2.0(1)
η/η0 = 0.08 0.50(5) 1.50(5) 0.5(1) 0.3(1)∗ 1.8(2)
η/η0 = 0.24 [L = 200〈d〉] 0.65(5) 1.50(5) 0.6(1) 0.3(1) 1.8(1)

which is the integral of R(t) and thus smoother.

The consequences of superdiffusion are detailed below.
For now, we discuss the origin of superdiffusion in our
system, in the understanding that our scaling theory does
not depend on its particular mechanism. For driven, in-
elastic systems without external damping, the exponent
b in R(t) ∼ t−b is known from previous numerical work,
supported by scaling arguments, to depend on both the
system dimensionality D and the manner in which the
particles are driven, specifically if the force noise does or
does not locally obey conservation of momentum [22]. For
our model, i.e. D = 2 and non-momentum-conserving
force noise, the predicted exponent is b = 1/2 and thus
a = 1 − b = 1/2. Although random errors for some points
in Table 1 are not consistent with this value, we cannot
rule out small systematic errors of ≈ 0.1 − 0.2 result-
ing from the limited scaling regimes used for fitting, and
we believe this predicted value is asymptotically correct.
Note that either increasing the dimensionality to D = 3,
or employing momentum-conserving force noise, raises b
to 1 [22], giving the marginal case a = 0 for which superdif-
fusion cannot be asserted. The scaling argument presented
here is not expected to work for these marginal systems,
which will require more sophisticated modelling. Further-
more, for D = 3 systems with momentum-conserving force
noise we recover the familiar hydrodynamic tail b = 3/2,
which is definitely not superdiffusive. Thus of these op-
tions, our choice of system is the only one that gives def-
inite superdiffusion with a > 0. Since we wish to probe
possible consequences of superdiffusion, this a priori jus-
tifies its use here.

Many-body consequences of superdiffusion. –

The long-range drift suggested by (2) has a correspond-
ing spatial signature. As evident in the snapshots shown
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Fig. 3: (Colour online) 〈v(0) · ∆r(t)〉 normalized by 〈d〉 and
the mean velocity 〈v〉 for the system sizes L given in the key,
K/K0 = 5 × 10−5 and η/η0 = 0.24. The thick dashed line has
a slope of 0.6.

in fig. 4, particle motion becomes correlated over larger
distances when longer time intervals are considered. Such
correlation tends to be lost in low density regions. To
quantify this effect, note that as particles interact they
exchange momentum, and since momentum is conserved
by the interactions this naturally leads to a diffusive dis-
persion relation in which the wavelength of momentum
fluctuations increases with time as ∼ t1/2. This same dis-
persion relation also arises in simple fluids for the same
reason [27], and indeed forms part of the scaling argument
explaining the exponent for the hydrodynamic tail in sim-
ple fluids [28] and for driven, inelastic particles [22]. We
note that this dispersion relation only holds on length and
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(a) (b)

Fig. 4: (a) Particle displacements over a time interval
t/t0 ≈ 120 for the same parameters as fig. 3, where arrows
denote direction of total displacement over this interval, and
light (dark) discs correspond to large (small) displacements.
(b) Same starting configuration for t/t0 ≈ 1200. The mean
displacement is ≈ 1.7〈d〉 in (a) and ≈ 10.5〈d〉 in (b).

time scales for which momentum is conserved. If there
were damping forces between individual particles and a
substrate or solvent, momentum conservation would be vi-
olated on the one-particle level. This is expected to result
in a spatiotemporal cut–off to the momentum dispersion
relation, removing the slow decay of the velocity autocor-
relation function and restoring normal diffusion.

According to (2), particles will move on average a dis-
tance δr ∼ τ1−b on a time scale τ . Using the diffusive dis-
persion relation for momentum fluctuations just described
above, over the same time scale particle motion will be-
come correlated over a range ℓ ∼ τ1/2. Thus of the N ∼ ℓD

particles in a region of size ℓ, a fraction δN/N ∼ δr/ℓ will
leave or enter the region, generating number fluctuations
of magnitude

δN ∼ ℓ1−2b+D ∼ N
1−2b

D
+1 . (3)

As long as (2) is not subject to a finite size cut–off, per-
sistent directed motion will apply over arbitrarily large
length and time scales. Thus for all region sizes ℓ, there
will be a corresponding time scale τ ∼ ℓ2 driving the fluc-
tuations in (3). Inspection of snapshots suggests persis-
tent motion breaks down primarily in low–density regions,
which is a manifestation of nontrivial coupling between
velocity and density fields via asymmetric dependence of
dissipation on density, but such velocity–density couplings
are not yet included in our theory.

The number fluctuations are ‘giant’ when the exponent
on the right–hand side of (3) is larger than 1/2. It is
then straightforward to map fluctuations for large N to
a divergence at small wavelength q in the static structure
factor [18, 19],

S(q) ∼ q−[2(1−2b)+D]. (4)

Note that there is implicit dimensional dependence in
b = b(D), and we reiterate that b < 1 (not including the
case b = 1) is required for this scaling theory to work. An
example of both δN/N1/2 and S(q) is given in fig. 5,

clearly demonstrating giant fluctuations and a diver-
gent S(q → 0). The corresponding exponents for various
parameters are given in Table 1, which should be com-
pared to the prediction δN/N1/2 ∼ N1/2 and S(q) ∼ q−2

for b = 1/2 and D = 2. The number fluctuations are par-
ticularly susceptible to finite size effects and we were only
able to attain convergence for the 2 points marked in the
table. To ensure convergence with time, δN was measured
following two procedures, one in which temporal averaging
is performed before spatial averaging (P1), and a second
in which the order of averaging is reversed (P2). These
two measures agreed for all but the largest N as in fig. 5,
indicating ergodicity [20,21] (we also checked that the in-
termediate scattering function decayed by at least an or-
der of magnitude over the same interval). Where available
the fitted exponents are not inconsistent with the predic-
tion, and we note the slope of the curves monotonically
increases with system size in all cases, so giant fluctua-
tions will become more pronounced for infinite systems.

For S(q) the picture is a little clearer. Given a simi-
lar magnitude of systematic error induced by the narrow
fitting regime as before, the S(q) exponents in Table 1
are within reasonable distance of the prediction. A di-
verging S(q) had also been observed in randomly driven
inelastic hard–sphere systems, with the exponent 2 pre-
dicted by granular hydrodynamics [29], suggesting its ex-
istence may not depend on the details of the dissipation
mechanism, i.e. whether it is scalar or vector. This expo-
nent was claimed to be independent of dimension, unlike
our expression (4) which however includes the unknown
b = b(D) < 1, so direct comparison is not yet possible. A
fuller theory clarifying this relationship is much desirable.
We also mention here that super–ballistic mass transport
was also claimed in hard–sphere simulations [30], but no
causal link with S(q) suggested.

Discussion. – We have demonstrated the co–
existence of superdiffusion and large–scale structure in a
driven dissipative system, and provided a simple theory
implying a causal link between the two which agrees with
the available numerical data. We do not claim this link
to be completely general, and cite the counter-examples of
turbulence in incompressible fluids, which can be superdif-
fusive without density fluctuations [11], and isochoric crit-
ical fluids, which have a divergent S(q) but no superdiffu-
sion [31, 32]. It is possible that superdiffusion inevitably
leads to some form of long–range static or dynamic corre-
lations that need not take the form of density fluctuations
as in our model, but to confirm this would require more
careful inspection of candidate systems. Such candidates
include the superdiffusive systems mentioned in the in-
troduction [6–17], and the vibrated granular monolayer
experiments of Aranson et al. which found some form of
anomalous density fluctuations [20]. For granular or re-
lated systems, we can further specify when we expect su-
perdiffusion to arise in the first place. In essence, it should
emerge when (i) there is no friction with a static substrate,
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Fig. 5: (Colour online) Number fluctuations δN/N1/2 versus
N for different system sizes L, and two different procedures
P1 and P2 corresponding to time–averaging first (P1, solid
lines) and spatial–averaging first (P2, dashed lines). K/K0 =
5× 10−5, η/η0 = 0.24, and the dashed line has a slope of 0.31.
(Inset) Static structure factor S(q) for the same systems, with
qd = 2π/〈d〉. The solid line corresponds to S(q) ∝ q−1.8 + B.

(ii) the driving force does not conserve momentum locally,
and (iii) the system is (quasi-)two-dimensional. Violating
any one of these requirements will result in a velocity au-
tocorrelation function that decays at least as fast as 1/t,
in violation of the requirements of our scaling theory.

Clearly the scaling theory presented above is only a first
attempt to quantify these effects, and more sophisticated
modelling is desirable. For instance, our scaling theory
does not include K or η; empirically we find a non–trivial
dependency of the various prefactors on these quantities
which cannot be decomposed into separate power laws for
each variable. An enhanced theory predicting the full scal-
ing laws would be desirable, possibly along the lines of
mode-coupling theory as recently applied to this class of
system by Kranz et al. [33], although their assumptions
regarding S(q) may need to be relaxed. It would also
be interesting to quantify the effects of external damping
(i.e. substrate frictional) forces. Indeed, any attempt to
deepen our understanding of this potentially far–reaching
non–equilibrium phenomenon would be welcome.
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