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Abstract

Introduction

Models of short term remediation for failing students are typically associated with improvement in

candidate performance at retest, yet are costly to deliver (particularly for performance retest with

Objective Structured Clinical Examinations (OSCEs)). There is increasing evidence that these

traditional models are associated with longitudinal underperformance of candidates.

Methods

Rather than a traditional OSCE model, sequential testing involves a shorter ‘screening’ test format,

with an additional ‘sequential’ test for candidates who fail to meet the standards of the screening

test. For those tested twice, overall pass/fail decisions are then made on the full sequence of tests.

The impact of sequential assessment on student performance cost of assessment delivery and

overall reliability was modelled using prior data from the final, graduating OSCE of an undergraduate

medical degree programme.

Results

The initial modelling predicted significant improvements to reliability in the critical area, reflected in

pilot results (with 14% of students, n=228, required to sit the sequential OSCE). One student (0.4%)

was identified as a false positive, i.e. under the old system would have passed the OSCE, but failed

on extended testing. Nine students (4%) who would have required OSCE retests under the prior

system passed the full sequence and were therefore able to graduate at the normal time without

loss of earnings. Overall reliability was estimated as 0.79 for the full test sequence, with significant

cost saving realised.

Discussion

Introducing sequential testing for OSCEs increases reliability for borderline students since the

increased number of observations implies that ‘observed’ student marks are closer to the ‘true’

marks. However, the station level quality of the assessment needs to be sufficiently high for the full
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benefits in terms of reliability to be achieved. Introduction of such a system has financial benefits,

good validity inferences and has proved acceptable to students and other stakeholders.
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Introduction

In the measurement of any population group or cohort, repeat testing of an extreme sub-group

within that group shows the second measure moving, on average, closer to the population mean

(providing some random error is present). This phenomenon is called regression to the mean 1–3.

What is the relevance of this for high stakes performance assessments? Regression to the mean

suggests that some failing candidates would have passed on a different day (perhaps reflecting the

difference in the sampling of the domains between the tests), and that some candidates who have

just passed would, if retested, fail. Whilst the former group have the opportunity of resitting the

examination, the latter group escape this consequence since they are deemed to have passed first

time around. Whilst this problem is partly overcome by the addition of standard error of

measurement (SEM) to aggregate scores4,5, it has the effect of increasing the number of false

negatives (i.e. the just competent candidate who should have passed, but performed poorly on the

day for some reason). The approach taken to dealing with these issues clearly has important

consequences for candidates and institutions, particularly in terms of high stakes graduating and

licensing examinations.

Are current models of assessment, standard setting process and retesting of underperforming

candidates sufficiently robust and fair to all stakeholders (e.g. candidates, educational institutions,

employers, regulators and patients) 6,7? If not, is there a better model that could be employed?

Recent work has undertaken a longitudinal analysis of those students who obtained a borderline or

fail grade in their OSCE assessments within a programme of assessment in an undergraduate

medical degree 8. This found that the majority of such students performed relatively worse than

their peers at Year 5 compared to Year 3, in spite of directed remediation and the departure from

the course of the very worst performing students, suggesting that current models of assessment,

remediation, resit do not generally result in deep learning for the majority of poorly performing
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students. These findings pose questions with regard to both the detection of these underperforming

students and the meaningful remediation and support that is successful longitudinally 9. A potential

solution would be to consider introducing a sequential testing arrangement where those candidates

categorised as ‘failing’ or ‘borderline’ in a traditional ‘single OSCE’ students are brought back for an

additional examination, with final pass/fail decisions made based on the performance across the two

tests (‘the full sequence’).This would be coupled with more customised remediation and follow-up

for students failing the full sequence.

This paper outlines the theoretical case for sequential testing, exploring the impact from both

candidate and institutional perspectives, including estimates of cost savings and improvements to

reliability for borderline students. The paper models the outcomes of implementing a fully

sequential test approach to the OSCE by using past institutional data, and describes the practical

application of the methodology in a recent (2011) high stakes examination, and begins with a review

of previous published work in this area.

Implementing sequential testing in OSCEs – lessons from the literature

The literature includes a range of interesting work advancing the concept of the sequential OSCE.

Muijtjens and colleagues 10 used real OSCE data to simulate results of a (theoretical) sequential test

in order to investigate how long the ‘screening’ test (i.e. the first part of the sequence) should be as

a proportion of the full test. It considered the trade off between efficiency saving in terms of

reduced testing for the majority of students against the risk of increased false positives. In reducing

the first screening test by 30-40%, a tentative rate for false positives is estimated in this paper at

0.2%. Whilst this work postulated a novel method of determining the optimum cut score for the

screening test, others have reinforced the value of receiver operating characteristics as a

theoretically sound model of identifying cut points 11.
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The Medical Council of Canada trialled a sequential test format to the OSCE component of its

licensure examination 12, revealing that sequenced format was cost effective with acceptable

psychometric properties. However, problems were experienced due to the multi-site nature of the

test and poor perceptions reported by candidates and faculty. A further paper 13 considers the

positive impact on overall test reliability and financial savings made from the implementation of

sequential testing approach by combining the test results from final year OSCE and Objective

Structured Long Examination Records (OSLER) examinations. However, this paper provides little

theoretical justification for the sequential model, and does not address issues relating to

dependency in the data resulting from combining these two different assessment types. There is

also no consideration of station level issues of quality, particularly in the measurement of error

variance that can be critical in ensuring that decisions made in any smaller ‘screening’ test are robust

14

What conclusions can we draw from this work in advancing the argument for introducing sequential

testing in OSCEs? It is clear that any such model must present arguments of overall rigour, cost

effectiveness and benefits to candidates (fairness) and institutions (reliability and credibility of

decision making) whilst also ensuring only competent students progress. A clear benefit of such a

model allows the possibility of almost eliminating false positives, whilst giving false negatives the

opportunity of improving their performance as a result of wider sampling through the

sequential/additional assessment within the same overall testing period. Adopting the results from

the Muijtjens study, a 30-40% reduction in the first or ‘screening’ element of the sequential model

has positive benefits for candidates and institutions in terms of cost and potential acceptability, with

an estimated 10-20% of candidates needing an additional test. Adding a similar sized additional test

for this candidate group generates an overall test that includes more stations, and hence has higher

reliability, compared to traditionally delivered single stage assessments.
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For graduation level examinations in the UK setting, a single point of entry into the first stage of

postgraduate training has meant a traditional model of test-remediate-retest has required either

disruption to academic programmes, or continuing a process that sees successful retest candidates

unable to start employment in time. Sequential test approaches have clear benefits for such

candidates, ensuring all competent candidates are available for employment at the appropriate

time.

At the institutional level, the sequential test format for high stakes assessments presents a powerful

consequential validity through detecting the small number of students who fail the overall sequence

and the design of a programme of remediation that leads to sustained success. Instead of a “one

size fits all” brief remediation period held during the summer, this would be replaced by tailored

support delivered over a full academic year, utilising aspects of self-regulated learning theory in

respect of motivation, engagement & tasking 15,16. There are clearly structural benefits to institutions

in terms of curriculum delivery, and the opportunity to redress the concerns expressed about

traditional models of assessment, remediation and retest within a short time frame. Whilst the

impact of longer remediation programmes is not well researched, work in upper secondary school

level education reveals that students can benefit from the extra year’s consolidation 17. In addition,

longitudinal profiling provides a vehicle to monitor the performance of the remedial student group

over time 8.

Methods

Modelling and Delivering a Sequential OSCE format
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The OSCE test model prior to sequential testing

The final year, graduating OSCE model involved all students undertaking a single OSCE of 18-20

individual stations, with an active testing time of approximately 3 hours. Stations are typically longer

in duration and integrate higher level processes (e.g. decision making, prescribing) to determine

mastery appropriate to the expected level of new doctors. Our typical test cohort will be 260

students, and the assessment is delivered over a two day period, via four separate test centres. This

requires up to 500 trained OSCE assessors, the vast majority of whom give up their clinical practice

for a portion of the two day period to examine. The Borderline Regression method is used for

standard setting 18.

Students had to fulfil two requirements in order to pass the OSCE:

1. They had to obtain a passing mark set at the aggregate of the individual station pass marks

plus 1 standard error of measurement 4,5.

2. They also had to obtain a passing profile of at least 60% of stations to prevent excessive

compensation across stations. Whilst an argument can be made that this should be

unnecessary in an assessment measuring a single construct (clinical competence), the

importance and impact of the context and domain specific nature of clinical performance is

well established 19,20.

The sequential test model

For the first, or ‘screening’ part of the sequential test, it was decided to base the passing score on

the aggregate score of the OSCE stations plus 2 SEM. This was considered appropriate, as it was

hypothesised (based on modelling with previous data) that it would eliminate almost all false

positives, and would also eliminate almost entirely those candidates who failed the first part of the

sequence because of failure to obtain the passing profile (at least 60% of stations) described above.
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It is worthy of note that the standard setting details of sequential testing models, with discussion of

any adjustment using the standard error of measurement together with pass profiling, have received

little combined attention in the literature.

Reliability

The impact of introducing a sequential assessment is modelled in this paper using the data from an

earlier assessment, with the 2011 implementation year’s data employed to confirm consistency of

the results. The reliability analysis consists of the internal consistency measure, Cronbach’s alpha,

with values for the full sequence extrapolated from the first sequence (that all students sit) using the

Spearman Brown ‘prophecy’ formula 4. For the simple model of students crossed with stations, this

is equivalent to a D-study in generalisability theory 20.

Estimates of cost and other savings

The costing analysis is based on a number of assumptions:-

1) If the number of stations is reduced, the different types of station maintain roughly the

same proportions in terms of resources used (e.g. those with simulated patients). Under this

assumption marginal costs such as the reduction in the numbers of simulators, and the

reduction in the clinical resources can be predicted with reasonable accuracy.

2) A reduction in the number of stations also reduces the number of support staff needed to

marshal and invigilate. These tend to participate as a normal part of their job, with the

institutional cost being the opportunity cost of other tasks displaced by attendance at the

OSCE. We use the daily rate for an intermediate administrator for these calculations, and

this is a conservative estimate as some of these staff are actually of a higher grade.
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3) A reduction in the number of stations will reduce the number of assessors. This proves more

difficult to accurately cost because of complicated funding arrangements, but has a clear

impact on the delivery of clinical service as a result of assessor time. For the purposes of the

model, a figure based on the reduction of assessors required has been included.

Implementation

Mindful of some of the problems reported in delivering a sequential test OSCE format across

multiple sites 12, it was decided to introduce the sequential model in a step-wise manner by reducing

the length of the first part of the sequence (S1) by two stations each year (from a start point of 18

stations), and increasing the second part (S2) two by a similar amount (starting from 9 stations) until

the final model of a 12 + 12 format has been reached (see Table 1). This final model is intended to

maximise cost-savings whilst maintaining an adequate value of reliability (alpha) for the first part of

the sequence. To mitigate potential problems arising from poor individual station-level metrics, an

additional station was added to the sequence to give a total of 25 stations in the first instance.
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Old test/retest

model

Main (May) Retest (Nov)

18 18

New model Sequence 1 (May) Sequence 2 (June) Total

Pilot (2011) 16 9 25

Second stage (2012) 14 11 25

Final model (2013) 12 12 24

Table 1: Evolution from the traditional test/retest model to the final sequential model

Results – Modelling and Implementation (2011 OSCE)

Sequential test delivery and patterns of student performance

Based on previous years’ data, the pass mark for S1 was estimated to be the aggregate station pass

mark plus 2 SEMs (i.e. approximately 4% above the aggregate station passing score). From this, the

number of students expected to take S2 was estimated in advance to be somewhere between 8 and

16% of each year group - based on a typical Cronbach’s α of 0.75 for an 18 station OSCE, an 

acceptable level of reliability for an OSCE that has satisfactory station level metrics, and is delivered

across multiple sites using real patients 14. Table 2 shows the results of the actual exam in 2011,

demonstrating that these estimates were broadly correct, with 13.5% of students brought back for

S2.

This table also shows that under the previous model approximately 15 (6.5% of the year group)

students would have undertaken a retest OSCE but, that with a sequential model, nine of these

students (4%) subsequently passed the full sequence having ‘failed’ to meet the standard needed to
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pass S1. These students therefore passed the sequential assessment, were competent and available

to enter postgraduate employment and training. Under the previous remediate-retest system, they

would have lost up to a year’s salary, with an impact on employers who would have been left with a

much shorter window to appoint staff to fill gaps resulting from examination failure.

Importantly, when we implemented the sequential model, one student (0.4%) was identified as a

false positive under the old system (i.e. would have passed the main OSCE, but in fact failed the full

sequence).
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Parts of sequential exam sat Standard setting cut-off

Number of

students

(Cohort

total=228)

Overall assessment

result (S1 and S2)

Sequence 1 only (16 stations)

Aggregate station score plus

2 SEM

(i.e. top performers)

197

(85.5%)

Already passed based on

S1

Recalled for Sequence 2 (further

9 stations)

(and would probably have

passed in a standard single test

model)

Between aggregate station

score plus 1 SEM and

aggregate station score plus

2 SEM

(i.e. weaker students)

16

(7.0%)

15 passed

1 failed*

Recalled for Sequence 2 (further

9 stations)

(and would probably have failed in

a standard single test model)

Less than aggregate station

score plus 1 SEM

(i.e. the weakest students)

15

(6.5%)

9 passed

6 failed *

* Includes 2 students who failed to achieve the required pass profile of 60% of all stations (i.e. 15 out of 25)

Table 2: Sequential testing pilot pass/fail results – 2011 graduating OSCE assessment
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Reliability

For the pre-existing, ‘single OSCE’ model, reliability estimates were based on non- normalised data

(i.e. using raw station total scores), usually giving a Cronbach’s alpha in the region of 0.75 which is

generally regarded as adequate for this type of assessment. Based on this typical alpha value, and

using the Spearman-Brown prophecy formula to adjust for different numbers of stations, Figure 1

indicates that a fully implemented model of 12 stations (i.e. the number of stations in S1 in the final

model) gives an estimated alpha of 0.67, and 24 stations (the full sequence in the final model) an

alpha of 0.80.

The number of stations in the final model has a natural symmetry model, comprising six less stations

for S1, and six stations more for the full sequence (S1 plus S2). This final arrangement also ensures

the equality in size and scope between the two sequential parts. Conceptually, it is not a

requirement that both parts of the sequence are of equal size, however a symmetrical model has

automatic appeal to students (i.e. face validity), who generally indicate that it gives them a fair

opportunity to redeem themselves in S2 following a poor performance in S1 (evidenced via multiple

personal communications from students to the authors).
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Fig 1: Estimate of reliability (alpha) for the full sequence by number of stations

Table 3 shows the predicated and actual reliability estimates for the first step towards a fully

implemented sequential testing model (S1 consists of 16 stations, and S2 of 9, in this first step).

Number of

stations

Estimated

(Model)

Actual

(2011)

S1 16 0.739 0.709

S1 + S2 25 0.806 0.792

Table 3: Comparison of actual reliability with estimates for first step towards implementation

(2011)

0.667

0.800
0.750

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

R
e

lia
b

ili
ty

Number of stations



Page 17 of 26

Estimates of cost and other savings

Using the assumptions described in the earlier modelling, we undertook a comparison of the two

models (traditional retest vs. final sequential testing – to be implemented in 2013) in terms of

number of sites, students, stations and parallel circuits. As detailed in Table 4, reducing the main

assessment to 12 stations will reduce not only the number of student/assessor interactions, but also

the number of sites from four to three (we have assumed 10 students required to undertake the

traditional retest model; for the sequential model, we have estimated 40 candidates requiring S2.

This latter figure is at the upper range of what is expected, giving a conservative estimate of savings).



Page 18 of 26

Facet of exam

Previous retest model Final sequential testing model

Main Retest S1 S2

Number Number Number Number

Sites 4 1 3 1

Students 250 10 250 40

Stations 18 18 12 12

Parallel Circuits 11 N/A 9 2

Reliability 0.75 0.75 0.67 0.8

Student /

Station

Assessment

250 x 18

=4500

10 x 18

180

250 x 12

=3000

40 x 12

=480

Total=4680 Total=3480

Difference=1200 student/station assessments saved

Table 4: Cost comparison of the two models
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Estimates of cost-savings indicate this to be approximately £29 000 (US $45 000, €37 000) within just

this one of year of assessment (traditional model = £124 000; sequential model £95 300), with

detailed modelling in the appendix. Interestingly, this is of a very similar magnitude to that quoted

by Cookson et al. 13, where a figure of £30, 000 is given. Given the difficulty in accurately costing

assessor time (and consequent impacts on clinical service delivery), it is highly likely that cost savings

may be significantly higher than we have estimated, a point noted previously by other

commentators 21.

Discussion

Delivery of high stakes testing that ensures rigour, fairness and reliability is essential, particularly in

the identification and decision making in respect of candidates at the critical pass/fail area. This

paper describes the adoption of sequential test methodology in order to reconcile a number of these

issues. Modelling with a sound theoretical approach (using regression towards the mean) allows a

determination of the impact of altered test format across a range of domains, which were then

realised in a careful programme of implementation.

Sequential testing brings a number of benefits. For the institution, avoiding a significant structural

change (e.g. altering assessment timetables to facilitate retests within an academic year) is of value,

allowing the whole sequence of testing to be undertaken within a single planning activity,

accompanied by cost savings described. Higher reliability in the critical area generates improved

quality and rigour in respect of the high stakes decisions made. In this study, the adoption of

sequential testing revealed one false positive result – namely a student who would have been

determined as ‘just’ competent within a traditional single OSCE, failed as a result of more extensive

testing. For students, the sequential model allows a further opportunity to ‘prove themselves’ if
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performance on the screening test (S1) has truly been affected because of anxiety or a poor start to

the OSCE. Anecdotally, in our centre, student satisfaction and opinion with this model has been

much higher than the previous test-retest approach, and is being extended in 2012/2013 to high

stakes testing in Year 4 of the undergraduate programme.

However, the introduction of sequential testing is not without risk – requiring advance planning and

organisational change, and communication with students, staff and institutions. Dedicated

psychometric expertise is vital, in the modelling, planning and analysis of the sequential format and

to evidence high quality whole exam and station level metrics. Having a strong theoretical approach

to underpin this, and associated modelling of impact were vital in making changes to our high stakes

testing. Being able to generate decisions about the S1 ‘screening’ test in a quicker time to inform

students of the requirement to take S2 requires significant expertise, particularly in terms of

continuing to ensure good station level metrics 14. For students undertaking S2, our first year of

experience showed these students needed a deal of support – both in reaffirming they had not

‘failed’ and had a further opportunity to demonstrate their ability, and in counselling in terms of

effective, ongoing study skills and clinical practice.

When undertaking the modelling process, it is important to maintain the philosophical integrity of

the process in terms of ‘what can be measured’. Because the S2 candidates are by definition an

extreme sub-group, the reliability of the full sequence cannot be measured directly, and has to be

inferred from S1 (taken by the full cohort) using Decision theory. Within the initial model, we

deliberately adopted a wide range for the number of S2 candidates (20-40), based on modelling each

of the final year assessment over the previous 3 years. When comparing the actual results with the

modelled results, the alpha was 0.792, close to the 0.806 value predicted for the 25 station model

(Table 3). The number of candidates recalled for S2 was 31, which is in the centre of our predicted

range and the seven students who failed both parts of the sequence represents 2.7% which is
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historically unexceptional. Whilst this is a single centre study and with early results, it has generated

similar outputs to published theoretical work 10, whilst overcoming some of the difficulties

encountered in running our high stakes OSCE across multiple sites 12. We have concluded, therefore

that the basis for our modelling was sound, and that it is reasonable to proceed towards the

implementation of the full model.

Can such arguments for the introduction of sequential testing be applied to traditional written test

formats? Whilst it is clear that the introduction of sequential testing for performance based tests

increases reliability for borderline students since under such a system, marks are closer to the ‘true’

student score, this could easily be achieved by increasing the size of the written test for the whole

cohort by adding more items (e.g. in a single best answer test format) from an already established

question bank. However, in the use of written tests that are more challenging to construct and mark

(e.g. short answer test formats) there may benefit from a sequential approach, with identifiable cost

savings in faculty time. Irrespective of test format, the station (or item) level quality of the

assessment needs to be sufficiently high for the full benefits in terms of reliability to be achieved,

especially in the screening test. In the adoption of sequential testing formats, the test analysis

should be sufficiently detailed to monitor the effects both desirable and unintended of the new

methodology.
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Appendix – Detailed cost savings:

Facet of exam

Main exam Retest
Annual

Total
Number Cost (£) Total Number Cost (£) total

Standardised

Patients (50%

of stations)

99 175 £17 325 9 175 £1575 £18 900

Equipment

(25% of

stations=4 )

44 100 £4400 4 100 £400 £4800

OSCE

Assistants (4

per site per

day)

16 x 2 25 £800 4 25 £100 £900

Patient

transport
11 100 £1100 1 100 £100 £1200

Exam centre

institutional

fees

4 16 400 £65 600 1 16 400 £16 400 £82 000

Catering 8 250 £2000 1 250 £250 £2250

Centre setup,

run and clear
4 2400 £9600 1 2400 £2400 £12 000

Data entry &

analysis
£1100 £850 £1950

Total £124 000

Table 5: Detailed cost of final year traditional OSCE assessment model with retest
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Facet of exam

Sequence 1 Sequence 2 Annual

Total
Number Cost (£) Total Number Cost (£) total

Standardised

Patients (50%

of stations)

54 175 £9450 12 175 £2100 £11 550

Equipment

(25% of

stations=3 )

27 100 £2700 6 100 £600 £3300

Helpers (4 per

site per day)
12 x 2 25 £600 4 25 £100 £700

Patient

transport
9 100 £900 2 100 £200 £1100

Exam centre

Institutional

fees

3 16 400 £49 200 1 16 400 £16 400 £65 600

Catering 6 250 £1500 1 250 £250 £1750

Centre setup,

run and clear
3 2400 £7200 1 2400 £2400 £9600

Data entry &

analysis
£850 £850 £1700

Total £95 300

Table 6: Detailed cost of final year sequential OSCE assessment model
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