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Abstract

The subject of this paper is the modelling of the influence of non-minimum phase discrete-time system dynamics on the performance of norm optimal iterative learning control (NOILC) algorithms with the intent of explaining the observed phenomenon and predicting its primary characteristics. It is established that performance in the presence of non-minimum phase plant zeros typically has two phases. These consist of an initial fast monotonic reduction of the $L_2$ error norm (mean square error) followed by a very slow asymptotic convergence. Although the norm of the tracking error does eventually converge to zero, the practical implications over a finite number of trials is apparent convergence to a non-zero error. The source of this slow convergence is identified using the singular value distribution of the system's all pass component. A predictive model of the onset of slow convergence behavior is developed as a set of linear constraints and shown to be valid when the iteration time interval is sufficiently long. The results provide a good prediction of the magnitude of error norm where slow convergence begins. Formulae for this norm and associated error time series are obtained for single-input single-output systems with several non-minimum phase zeros outside the unit circle using Lagrangian techniques. Numerical simulations are given to confirm the validity of the analysis.
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1 Introduction

Iterative learning control (ILC) is a control method for improving tracking performance of systems that execute the same task repeatedly by learning from past actions. Applications of ILC can be widely found in areas including industrial robot manipulators [1], [2], chemical batch processes [3], [4], some medical applications [23], [24] and manufacturing [5], [6]. Since the original work [7] in the mid 1980s, the general area of ILC has been the subject of substantial research effort. An initial source for the literature here are the survey papers [8], [9] and [10].

In principle, ILC has shown its capability of attaining high tracking performance. However, as in all control algorithms, including the familiar feedback control paradigm, there are limitations to what ILC can achieve depending on the characteristics of the plant. In particular, when dealing with non-minimum phase systems, ILC algorithms will be seen to result in a fast reduction in the tracking error initially and then slow convergence thereafter, which is undesirable in practice. The existence of the problem was originally realized in [11] and several methods [12], [13], [14] have been proposed to solve this problem. It is believed, however, that the basis of the slow convergence phenomenon is not fully understood and new design methods to solve this problem are still needed.

In this paper, the performance of norm-optimal iterative learning control (NOILC) algorithms for the discrete time linear time invariant non-minimum phase systems is studied in terms of the singular value structure associated with an all-pass network arising from the plant transfer function. The paper is organized as follows. In Section 2 the problems observed when NOILC is applied to non-minimum phase systems is introduced briefly with emphasis on illustrating the primary observed characteristics. An ability to predict this behaviour and compute its effect in a given case is the focus for the following discussion. In Section 3, some fundamental results for matrix representation of all pass system are reviewed and the basis of the slow convergence of NOILC algorithms applied to non-minimum phase systems is identified in terms of a subspace decomposition of the output (time series) space. Each component is seen to
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be associated with a subspace in which the NOILC algorithm exhibits different convergence properties. This is used in Section 4 to motivate and construct an approximate model for the slow convergence in terms of a modified NOILC problem with additional linear inner product constraints. This model is then used to predict the transient and asymptotic performance of the algorithm and identify/predict important features of the convergence. Numerical simulations are presented in Section 5 to verify the analysis results and finally, conclusions are given in Section 6.

2 Problem Formulation

In this section, system modelling is summarised and the ILC problem is formulated. The slow convergence observed when NOILC is applied to non-minimum phase plants is then illustrated by a simulation example.

2.1 ILC: Matrix Modelling of Plant dynamics

Consider the following discrete time, single-input single-output, linear time-invariant system with transfer function \( G(z) = C(zI - A)^{-1}B + D \) and state space model

\[
\begin{align*}
    x_k(t + 1) &= Ax_k(t) + Bu_k(t) \\
    y_k(t) &= Cx_k(t) + Du(t), \quad t = 0, 1, 2, \ldots, N
\end{align*}
\]

where \( t \) is the time index (i.e. sample number), \( k \) is the iteration number and \( u_k(t), x_k(t), y_k(t) \) are input, state and output of the system at time \( t \) on iteration \( k \). The initial condition \( x_k(0) = x_0 \) is the same for all iterations. The control objective is to track a given reference signal \( r(t) \) defined on a finite duration \( t \in [0, N] \) (i.e. \( t \) is the sample number for time series of length \( N+1 \)) and to do so by repeated execution of the task and data transfer from task to task. Mathematically, following the final time \( t = N \), the state is reset to \( x_0 \) and time is reset to \( t = 0 \), a new iteration is started and, again, the system is required to track the same reference.

Remark 1 In the literature, iterations are variously termed iterations, trials, repetitions and passes. There is, as yet, no agreement on common terminology.

Before presenting the main results, the matrix operator form of the dynamics is demonstrated using the well-known, so-called lifted-system representation, which provides a straightforward ‘\( N \times N \) matrix’ approach in the analysis of discrete-time ILC [15], [16], [17].

Denote the relative degree (pole-zero excess) of the system by \( k^* \geq 0 \). Then system model (1) on the \( k^* \)th iteration can be expressed in an equivalent form

\[
y_k = Gu_k + d, \quad (2)
\]

where the \( (N+1-k^*) \times 1 \) vectors of input, output and reference time series \( u_k, y_k, r \) (resp.) are defined as

\[
\begin{align*}
    u_k &= \left[ u_k(0) \ u_k(1) \cdots u_k(N-k^*) \right]^T \\
    y_k &= \left[ y_k(k^*) \ y_k(2) \cdots y_k(N) \right]^T \\
    r &= \left[ r(k^*) \ r(2) \cdots r(N) \right]^T
\end{align*}
\]

with tracking error vector \( e = r - y \). Also

\[
d = \left[ CA^{k^*}x_0, CA^{k^*+1}x_0, \cdots, CA^Nx_0 \right]^T
\]

and \( G \) is defined by the \( (N+1-k^*) \times (N+1-k^*) \) matrix when \( k^* = 0 \)

\[
G = \begin{bmatrix}
    D & 0 & 0 & \cdots & 0 & 0 \\
    CB & D & 0 & \cdots & 0 & 0 \\
    CAB & CB & D & \cdots & \cdots & 0 \\
    \vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
    CA^{N-1}B & \cdots & CAB & CB & D
\end{bmatrix}
\]

or, when \( k^* \geq 1 \),

\[
G = \begin{bmatrix}
    CA^{k^*-1}B & 0 & \cdots & 0 & 0 \\
    CA^{k^*}B & CA^{k^*-1}B & \cdots & 0 & 0 \\
    CA^{k^*+1}B & CA^{k^*}B & \cdots & \cdots & \vdots \\
    \vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
    CA^{N-1}B & \cdots & CAB & CB & D & CA^{k^*-1}B
\end{bmatrix}
\]

Remark 2 By construction, the matrix \( G \) is nonsingular and hence the control times series \( u_\infty \) that produces the output \( y = r \) can be computed formally as

\[
u_\infty = G^{-1}(r - d)
\]

Hence, without loss of generality, it can be assumed that \( d = 0 \) by incorporating it into the reference signal (i.e. replacing \( r \) by \( r - d \)). In this case

\[
y_k = Gu_k
\]

Remark 3 The lifted representation matrix \( G \), although derived from \( G(z) \) operates on its time series vectors in a manner described by the transfer function \( z^{k^*}G(z) \).

The above representation changes the original ILC problem into a MIMO tracking problem [15], [16]. All the following discussions will be based on this representation.
although note [17] that all calculations based on matrix descriptions can be undertaken as calculations using the underlying state space model or associated transfer function.

2.2 ILC: Problem Formulation

Tracking error improvements from iteration to iteration are achieved in ILC using the following general control updating law

\[ u_{k+1} = f(e_{k+1}, \ldots, e_{k-s}, u_k, \ldots, u_{k-r}), \]  

(7)

where \( e_j = r - y_j \) is the tracking error time series vector on the \( j \)th trial. When \( s > 0 \) or \( r > 0 \), (7) is called a high order updating law. This paper only considers algorithms of the form \( u_{k+1} = f(e_k, u_k) \). For higher order algorithms, please refer to [18], [19] and the references therein.

The ILC Algorithm Design Problem: The ILC algorithm design problem can now be stated as finding a control updating law (7) such that the system output has the asymptotic property that \( e_k \to 0 \) as \( k \to \infty \).

Remark 4 In practice, this definition is extended to require that convergence to zero is rapid (hence reducing simulation and experimental time and costs) and ideally monotonic in the sense that the mean square tracking error reduces from trial to trial whenever possible.

There are many design methods to solve the ILC problem. The one considered here is that of NOILC which has the asymptotic property that

\[ e_k \to 0 \]  

for higher order algorithms, please refer to [18], [19] and the references therein.

2.3 Non-minimum phase plants in iterative learning control

In many cases, NOILC has shown its ability to achieve both rapid convergence and accurate tracking performance. There are however important exceptions illustrated by the following example.

Example 0 The example has two parts, the first of which considers the system with minimum-phase transfer function

\[ G(s) = \frac{5(s + 1)}{(s + 2)(s + 1/2)}, \]  

(11)

and the second, non-minimum-phase system is as above but with \( s + 1 \) replaced with \( s - 1 \). In both cases the system is sampled using a zero-order hold with a sampling time of 0.1sec. The chosen trial length is 10s (from which \( N = 100 \)) and the reference signal is a sampled version of the sine-wave \( r(t) = \sin(2\pi t) \) shown in Figure 1. The initial input time series is chosen to be \( u_0 = 0 \) for simplicity.

The minimum-phase case has discrete transfer function

\[ G(z) = \frac{0.4647(z - 0.9049)}{(z - 0.8187)(z - 0.9512)} \]  

(12)

with a zero at \( z = 0.9049 \). The simulation was run over 20 iterations using the NOILC algorithm and the result is
shown in Figure 2 which indicates a reduction (improvement) in error norm by a factor of approximately $10^3$ in 20 iterations and a factor of around $10^2$ in six iterations. This indicates both high accuracy and rapid convergence.

Convergence can, however, be associated with poor performance when the plant is non-minimum phase. Error convergence to zero is still guaranteed but the convergence behavior is very different. Figure 3 shows error norm the convergence behavior for the transfer function above with the numerator polynomial replaced by $(s - 1)$. In this case the discrete transfer function is

$$G(z) = \frac{0.4186 (z - 1.1055)}{(z - 0.8187)(z - 0.9512)}$$

with a zero at $z = 1.1055$.

The algorithm is seen to reduce error norms rapidly in the first few trials but then it stagnates, moving along a "plateau" of almost constant error norm with only very small changes from iteration to iteration. For all practical purposes, (i) the input after the 6th trial barely changes and hence (ii) the error appears to be converging to a non-zero value. A significant problem is that the non-zero error achieved is, in this case, only a reduction of a factor of approximately 7.4 in norm over the initial error norm. In practical terms, this is an entirely unsatisfactory outcome. The task undertaken by this paper is to explain why this is happening and to model the behavior with the intention of predicting the stagnated values and signals that will be seen on the plateau.

Remark 6 Although it is intuitively clear from the examples and associated graphics what is meant by the "stagnated value" or "plateau", it ultimately has no asymptotic mathematical meaning for the NOILC algorithm. This is because the error is, in fact, simply converging to zero at an infinitesimally slow rate. The plateau seen in the example is therefore a visual phenomenon valid for a large but finite number of iterations but, ultimately, has no relevance to final convergence to zero. Its meaning is therefore transient but valuable as it is what will be observed in practice and is what will ultimately limit the practical tracking accuracy achievable. In what follows, the plateau is taken to be a value typical of error norm values at the onset of slow convergence. This is quantified in terms of behaviours in subspaces.

In the following analysis, attention is focussed on the case of single-input single-output systems with $m$ non-minimum phase zeros $\{z_j : |z_j| > 1, 1 \leq j \leq m\}$. It will be shown that the NOILC algorithm exhibits two different convergence rates characterized by factoring the space of all possible error functions into two subspaces. One of these is associated with the span of time series vectors generated typified by time series of the form $\{z_j^{-t}, t = 0, \cdots, N - k^*\}, 1 \leq j \leq m$. This subspace will
be denoted by $E_+$ and will be seen to be associated with the onset of slow convergence if the time interval $[0, N]$ is 'long'. The other subspace can be taken to be its orthogonal complement $E_+^\perp$.

3 Characterization of $E_+$

Suppose the non-minimum phase (NMP) system with transfer function $G(z)$ has $m$ NMP zeros

$$G(z) = \frac{\prod_{i=1}^{m} (z - b_i)}{\prod_{i=1}^{n} (z - a_i)}$$

(14)

where $|z_i| > 1, i = 1, \ldots, m$ are NMP zeros outside the unit circle.

Remark 7 It is also assumed that $|b_j| < 1, 1 \leq j \leq i_0$. The rare case when a zero exists on the unit circle is technically more complex and is not considered in this paper.

$G(z)$ can be decomposed into the product

$$G(z) = G_m(z)G_a(z),$$

(15)

where

$$G_m(z) = \frac{\prod_{i=1}^{m} (z - b_i)}{\prod_{i=1}^{n} (z - a_i)}$$

(16)

is minimum phase and

$$G_a(z) = \frac{\prod_{i=1}^{n} (z - z_i)}{\prod_{i=1}^{n} (1 - z_i z)}$$

(17)

is all-pass (i.e. $|G(z)| \equiv 1, \forall |z| = 1$). In matrix form, this can be written [17]

$$G = G_m G_a,$$

where $G_m$ and $G_a$ are the lifted matrix representations of $G(z), G_m(z), G_a(z)$, respectively.

Remark 8 The matrices $G_a$ and $G_m$ operate on the associated time series vectors in a manner described by the transfer functions $G_a(z)$ and $z^k G_m(z)$ respectively as $G_a(z)$ (resp. $G_m(z)$) has relative degree zero (resp. $k^*$).

The chosen time series subspace $E_+$ will be seen to be defined by

$$E_+ = (G_m^T)^{-1} E_{a+},$$

(18)

where $E_{a+}$ is defined in the next section.

3.1 Construction of $E_{a+}$

Suppose that $G(z)$ has $m$ NMP plane zeros described by the list $\{ z_i : 1 \leq i \leq m_0 \}$ with $z_i$ having multiplicity $n_i$ and $\sum_{i=1}^{m_0} n_i = m$. Using the notation

$$\gamma_0(z) = [1, z, z^2, \ldots, z^{N-k^*}]^T,$$

define, for $1 \leq \ell \leq n_i, 1 \leq i \leq m_0$, the vectors

$$\gamma_{i\ell} = \frac{d^{\ell-1}}{dz^{\ell-1}} \gamma_0(z)|_{z=z_i},$$

(19)

For example, if $z_1$ has multiplicity $n_1 = 3$, it follows that

$$\gamma_{11} = [1, z_1, z_1^2, z_1^3, \ldots, z_1^{N-k^*}]$$

$$\gamma_{12} = [0, 1, 2z_1, 3z_1^2, \ldots, (N - k^*)z_i^{N-k^*-1}]$$

$$\gamma_{13} = [0, 0, 2, 6z_1, \ldots, (N - k^*)(N - k^* - 1)z_1^{N-k^*-2}]$$

Next reverse the order of the elements in $\gamma_{i\ell}$ to construct a vector $\alpha_{i\ell}$ as

$$\alpha_{i\ell} = \left[ \gamma_{i\ell}(N-k^*) \gamma_{i\ell}(N-k^*) \cdots \gamma_{i\ell}(1) \right]^T.$$  

(20)

It is easy to show that $\alpha_{i\ell}, 1 \leq \ell \leq n_i, 1 \leq i \leq m_0$ are linear independent.

$E_{a+}$ is now defined by the relation

$$E_{a+} = \text{span}\{ \alpha_{i\ell}, 1 \leq \ell \leq n_i, 1 \leq i \leq m_0 \},$$

$$\dim(E_{a+}) = m$$

Remark 9 Noting that

$$\frac{1}{(1 - z_i z)^{-(N+1-k^*)}},$$

a simple calculation indicates that, for each $1 \leq \ell \leq n_i, 1 \leq i \leq m_0$, the time series represented by $\gamma_{i\ell}$ is generated by the impulse response of the transfer function

$$z^{-(\ell-1)(\ell-1)!}/(1 - z_i z^{-1})^\ell,$$

Remark 10 In the generic case of $n_i = 1, \forall i$, a simple calculation shows that these vectors have the notationally simpler form, $i = 1, \cdots, m$,

$$\alpha_i = [z_i^{N-k^*}, z_i^{N-k^*-1}, \ldots, 1]^T = z_i^{N-k^*} \gamma_0(z_i^{-1})$$
which, for computational purposes, can be further simplified by scaling to $\alpha_i = \gamma_0(z_i)^{-1}$.

**Remark 11** The zeros can be real or complex. In the complex case the vector $\alpha_i$, and its complex conjugate are simply replaced by their real and imaginary parts. The details are omitted for brevity.

Note that, the subspace $E_a+$ can be associated with the all-pass system $G_a(z)$, or its matrix representation $G_a$. To further discuss the properties of this subspace, some important fundamental results on the singular value structure of $G_a$ are introduced in the following.

### 3.2 Fundamental results for matrix representation of all pass system

For convenience, the notation from [24] is borrowed. Denote by $\sigma_i^{(N+1-k^*)}$, $i = 1, \cdots, N+1-k^*$, in nondecreasing order, the singular values of $G_a$. Then, the following theorem characterizes their values:

**Theorem 1** If an all pass system $G_a(z)$ has the form

$$G_a(z) = \frac{\prod_{i=1}^{m} (z - z_i)}{\prod_{i=1}^{m} (1 - z_i z)} = \frac{a_0 + a_1 z + \cdots + a_m z^m}{a_m + a_{m-1} + \cdots + a_0 z^m} \quad (22)$$

where $|z_i| > 1, i = 1, \cdots, m$, then there are two cases possible for the singular values distribution of the matrix representation $G_a$:

(i) $\sigma_i^{(N+1-k^*)} < 1$ for all $1 \leq i \leq N + 1 - k^*$, if $N + 1 - k^* \leq m$;

(ii) $\sigma_i^{(N+1-k^*)} < 1$ for $1 \leq i \leq m$ and $\sigma_i^{(N+1-k^*)} = 1$ for $m + 1 \leq i \leq N + 1 - k^*$, if $N + 1 - k^* > m$.

**Proof.** See appendix. ■

**Remark 12** Note that in practice, both $k^*$ and the number of NMP zeros $m$ are small and the time interval $N$ (computed by $T$/step, where $T$ is the trial length and step is the sampling time) is usually large. Hence $N+1-k^* \gg m$ is the normal practical situation, which is assumed in the following.

The next theorem characterizes the eigenstructure of the matrix $G_a G_a^T$.

**Theorem 2** For the above all pass system $G_a$, with $N + 1 - k^* > m$, the eigenstructure of $G_a G_a^T$ has the following form:

(i) the following $N+1-k^*-m$ linear independent vectors are eigenvectors of $G_a G_a^T$ corresponding to the $N+1-k^*-m$ eigenvalues of 1:

$$u_1 = \begin{bmatrix} a_m & a_{m-1} & \cdots & a_0 & 0 & \cdots & 0 \end{bmatrix}^T$$

$$u_2 = \begin{bmatrix} 0 & a_m & a_{m-1} & \cdots & a_0 & 0 & \cdots & 0 \end{bmatrix}^T$$

$$\vdots$$

$$u_{N+1-k^*-m} = \begin{bmatrix} 0 & \cdots & 0 & a_m & a_{m-1} & \cdots & a_0 \end{bmatrix}^T$$

(ii) The $m$ eigenvectors of $G_a G_a^T$ corresponding to the $m$ eigenvalues that are less than one span the subspace $E_a+$ defined in (21).

**Remark 13** The vectors $\alpha_i, 1 \leq \ell \leq n_i, 1 \leq i \leq m_0$ span the subspace $E_a+$, but it is important to note that they are not necessarily eigenvectors of $G_a G_a^T$. However, in the special but not uncommon case when $m = 1$, it is true that $\alpha_1$ is an eigenvector of $G_a G_a^T$.

**Proof.** The proof is given in an appendix. ■

From the above theorems, it can be seen that the Singular Value Decomposition (SVD) of an all pass system $G_a$ has the following form

$$G_a = \begin{bmatrix} p_0 & \cdots & 0 \\ p_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ p_{N-1} & \cdots & p_1 & p_0 \end{bmatrix} = U \begin{bmatrix} \delta_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1 \end{bmatrix} V^T,$$

where $U, V$ are orthogonal matrices, $m$ is the order of the system (also the number of NMP zeros) and $\delta_1, \cdots, \delta_m$ are the singular values which are less than one. The next theorem shows the important fact that these $m$ singular values will tend to zero as $N \rightarrow \infty$.

**Theorem 3** For the above all pass system $G_a$, if there are $m$ singular values $\delta_1, \cdots, \delta_m$ strictly less than one, then

$$\max(\delta_1, \cdots, \delta_m) = O\left( |z_0^{-N}| \right), \quad (23)$$

where $|z_0| > 1$ denotes the magnitude of the NMP zero possessing the least modulus and $N$ is the trial length. As a consequence,

$$\lim_{N \rightarrow \infty} \delta_i = 0, 1 \leq i \leq m. \quad (24)$$
In NOILC (assuming \( Q = R = I \) without loss of generality), the control updating law is

\[
u_{k+1} = u_k + G^T e_{k+1}
\]

and the error evolution equation is

\[
e_{k+1} - e_k = -GG^T e_{k+1}.
\] (26)

Substituting \( G = G_m G_a \) into (26), it follows that

\[
e_{k+1} - e_k = -G_m G_a G T G_m e_{k+1},
\]

which is equivalent to

\[
G_m^{-1}(e_{k+1} - e_k) = -G_a G^T (G_m e_{k+1}).
\] (28)

Using the above results, the eigenvalues of \( G_a G^T \) consist of \( m \) eigenvalues \( \delta_1^2, \ldots, \delta_m^2 \) less than one and \( N + 1 - k^* \) eigenvalues equal to one, i.e.

\[
G_a G^T = U \begin{bmatrix}
\delta_1^2 & \cdots & \\
& \ddots & \\
& & \delta_m^2 \\
& & & 1 \\
& & & & \ddots \\
& & & & & 1
\end{bmatrix} U^T.
\]

\( \mathcal{E}_a \) is the invariant subspace corresponding to the eigenvalues less than one. Denote its orthogonal subspace (i.e., the span of eigenvectors corresponding to unity eigenvalues) as \( \mathcal{E}_a^\perp \). Note that, according to Theorem 2, \( \mathcal{E}_a^\perp \) is spanned by \( \{\alpha_i\} \) and \( \mathcal{E}_a^\perp \) is spanned by \( \{u_i\} \).

Rewrite \( G_m^T e_{k+1} \) uniquely as

\[
G_m^T e_{k+1} = e_{k+1,^+} + e_{k+1,^i},
\]

where \( e_{k+1,^+} \in E_a \) and \( e_{k+1,^i} \in \mathcal{E}_a^\perp \). Then (28) can be written as

\[
G_m^{-1}(e_{k+1} - e_k) = -G_a G^T (G_m e_{k+1}) = -G_a G^T e_{k+1,^+} - G_a G^T e_{k+1,^i} = -G_a G^T e_{k+1,^+} - e_{k+1,^i},
\]

\( \delta(N) = \max(\delta_1, \ldots, \delta_m) \). According to Theorem 3, \( \delta(N) = O(|z_0^{-N}|) \). Hence, using standard norm inequalities and monotonicity of the error norm,

\[
|G_a G^T e_{k+1,^+}| \leq \delta(N)|e_{k+1,^+}| \leq O(|z_0^{-2N}|)|e_k|.
\] (31)

Also, for any \( x \in \mathcal{E}_a^\perp \), with \( ||x|| = 1 \),

\[
|\langle e_{k+1} - e_k, (G_m^{-1} x) \rangle| = |\langle -G_a G^T e_{k+1,^i}, x \rangle| \leq |G_a G^T e_{k+1,^i}| \leq O(|z_0^{-2N}|)|e_k|.
\] (32)

This, gives

\[
|\langle e_{k+1} - e_k, (G_m^{-1} x) \rangle| \leq O(|z_0^{-2N}|)|e_k| \leq O(|z_0^{-2N}|)|e_0|.
\] (33)

**Remark 14** \( \mathcal{E}_+ = (G_m^{-1})^\perp \mathcal{E}_a \) and hence

\[
\beta_{\ell \ell}' = (G_m^{-1})^\perp \alpha_{\ell \ell}', 1 \leq \ell \leq n_1, 1 \leq i \leq m_0
\]

constitute a basis for \( \mathcal{E}_+ \).

The above discussion can be summarized in the following theorem:

**Theorem 4** With the above definitions and constructions, assume that the operator \( G \) is generated from a non-minimum phase asymptotically stable SISO system possessing an NMP zero with transfer function \( G(z) \). Assume also that \( G(z) \) has the minimum-phase/all-pass decomposition \( G = G_m G_a \). Then, using the NOILC algorithm, for all \( \beta \in \mathcal{E}_+ \cong \text{span} \{\beta_{\ell \ell}'\} \),

\[
|\langle e_{k+1} - e_k, \beta \rangle| \leq O(|z_0^{-2N}|)|e_0| ||\beta||, \; \forall k \geq 0
\]

where \( |z_0| > 1 \) is the magnitude of the NMP zero with the least modulus.

The following remark addresses the issue of how the relation (35) can be interpreted as \( N \) increases.

**Remark 15** Varying \( N \) implicitly changes the dimension of the underlying time series space so taking the limit as \( N \to \infty \) needs careful definition. For our purposes it is only necessary to observe that the right hand side of (35) goes to zero when \( N \to \infty \) if the elements of \( ||e_0|| \) remain uniformly bounded as we vary \( N \). The growth on the right hand side is then of the order of \( \sqrt{N} O(|z_0^{-2N}|) \) which tends to zero as \( N \to \infty \).

The interpretation of the above is that, with \( |z_0^{-2N}| \) sufficiently small, the change in the component of \( e_{k+1} - e_k \) in the subspace \( (G_m^{-1})^\perp \mathcal{E}_a = \mathcal{E}_+ \) will be infinitesimally small (relative to the norm of \( ||e_0|| \)). In geometric terms
the space of error time series $E$ can be divided into two parts: $E = E_+ \oplus E_+^\perp$, where, if $|z_0^{-2N}|$ is small enough,

(1) the change in error from iteration to iteration in the subspace $E_+$ is small and hence the error norm of the projection onto this subspace decreases very slowly.

(2) All substantial activity in error norm reduction can be regarded as taking place in the orthogonal subspace $E_+^\perp$.

(3) As the error norm is monotonically decreasing, the error norm will “plateau” out once the activity in $E_+^\perp$ is completed.

These observations, in the author’s opinion, convincingly explain and parameterize what is happening in the case of NOILC applied to NMP systems. The analysis is not relevant to minimum phase systems as, in this case, it is natural to take $G_a(z) = 1$, $G_a = I$ and hence $E_{a+} = \{0\}$.

Remark 16 Note that the basis for the validity of above results is that $\delta^2(N) = O(|z_0^{-2N}|)$ is sufficiently small, which is clearly related to the positions of NMP zeros, as well as the time interval $N$. A simple interpretation of the condition that $|z_0^{-2N}|$ is small is that the underlying time interval $[0,N]$ is long relative to the “time constants” associated with the zeros of the system. This is consistent with the observations in [11].

Finally, for the special, but important, case of $m = 1$, consider the following all pass system

$$G_a(z) = \frac{1 - z_1^{-1}z}{z - z_2^{-1}} = -z_1^{-1} + \sum_{j=1}^{\infty} b_j z^{-j}, \quad z_0 > 1$$

(36)

Its matrix form is

$$G_a = \begin{bmatrix} -z_1^{-1} \\ b_1 & -z_1^{-1} \\ \vdots & \ddots & \ddots \\ b_{N-1} & \cdots & b_1 & -z_1^{-1} \end{bmatrix} = U \begin{bmatrix} \delta_1 \\ 1 \\ \vdots \\ 1 \end{bmatrix} V^T$$

Taking determinants, gives the smallest singular value as $\sigma(G_a) = \delta_1 = |z_1|^{-(N+1-k_2)}$. It follows that $\delta(N) = |z_1|^{-(N+1-k_2)}$ which provides a useful explicit relationship with the position of the zero $z_1$ and the time interval $N$.

4.1 Construction of an approximate model of slow convergence

To construct the approximate model, motivated by (35) it is assumed, that, to a good approximation, and for the purposes of calculation, a good prediction of behavior over a large number of trials can be described by replacing $O(|z_0^{-2N}|)$ by zero (equivalent to setting $\delta_j = 0.1 \leq j \leq m$). That is, the approximate model of NOILC performance up to the onset of slow convergence will assume that the error sequence satisfies the following linear constraint(s) for a large number of iterations:

$$< e_{k+1} - e_k, \beta > = 0, \quad \forall \beta \in E_+.$$  (37)

Equivalently,

$$< e_{k+1} - e_k, \beta_j > = 0, \quad 1 \leq j \leq m$$

(38)

As $e_{k+1} - e_k = -G(u_{k+1} - u_k)$, this constraint can be written as $u_{k+1} \in \Omega_{k+1}$ where

$$\Omega_{k+1} = \{u : u - u_k, \psi_j > = 0, 1 \leq j \leq m\}$$

(39)

Here $\psi_j = G^T \beta_j, 1 \leq j \leq m$ span the subspace $G^T E_+$.

Remark 17 The introduction of these linear constraints is the mechanism used to construct the proposed model of algorithm evolution that explains and predicts the behavior of NOILC when applied to plants with NMP zeros. The implications of this are analyzed below. The approximation will break down as iterations progress as, ultimately, the error does go to zero. The model is proposed as a good approximation over initial and possibly large number of trials where onset of the plateau/stagnation effect is seen in practice.

The model of NOILC behavior when applied to a non-minimum phase system is that

(1) the signal $u_{k+1}$ computed from NOILC can be approximated by the solution of the constrained optimization problem

$$u_{k+1} = \arg \min_{u_{k+1} \in \Omega_{k+1}} J_{k+1}(u_{k+1})$$

(2) and that the limit, as $k \to \infty$, of these solutions provides a good approximation to behavior on the plateau.
4.2 Lagrange multiplier solution of the approximate model

The solution to the constrained optimization problem is approached using Lagrange multiplier techniques i.e. by minimizing the Lagrangian

$$J_{k+1}^\lambda = \frac{1}{2} J_{k+1} + \sum_{j=1}^{m} \lambda_j < \psi_j, u_{k+1} - u_k >$$  \hspace{1cm} (40)

over all $u_{k+1} \in \Omega_{k+1}$ and all scalars $\lambda_j$ (the Lagrange multipliers). The necessary condition for a minimum is that $J_{k+1}^\lambda$ is stationary at the optimal $u_{k+1}$ and suitable values of $\lambda = [\lambda_1, \lambda_2, \ldots, \lambda_m]^T$.

**Remark 18** The addition of these constraints will be seen to retain all properties of the NOILC algorithm except that the error sequence $\{\epsilon_k\}_k \geq 0$ does not necessarily converge to zero.

The solution of this problem is stated in the following theorem which uses the definition of $P_e$ to denote the self-adjoint, orthogonal projection onto the span of $m$ linearly independent vectors $\epsilon_1, \ldots, \epsilon_m$. In more detail,

$$P_e = [\epsilon_1, \epsilon_2, \cdots, \epsilon_m]M_e^{-1}\theta_e(x)$$  \hspace{1cm} (41)

where $M_e$ is the symmetric, positive definite (and hence nonsingular) $m \times m$ matrix with $(i,j)$ element $< \epsilon_i, \epsilon_j >$ and $\theta_e(x)$ is the $m \times 1$ vector with $i$th element $< \epsilon_i, x >$. $P_e$ has the properties:

$$P_e x = x \ \forall x \in \text{span}\{\epsilon_j : 1 \leq j \leq m\}$$  \hspace{1cm} (42)

$$P_e x = 0 \ \forall x \in \text{span}\{\epsilon_j : 1 \leq j \leq m\}^\perp$$  \hspace{1cm} (43)

$$\|P_e\| = 1$$  \hspace{1cm} (44)

$$(I - P_e) \geq 0$$  \hspace{1cm} (45)

**Theorem 5** Using the above notation and constructions, the solution of the constrained NOILC algorithm on the $(k+1)^{th}$ iteration takes the form

$$u_{k+1} - u_k = (I - P_e)G^T \epsilon_{k+1}$$  \hspace{1cm} (46)

and the error evolution

$$\epsilon_{k+1} = L \epsilon_k, \quad L = (I + G(I - P_e)G^T)^{-1}$$  \hspace{1cm} (47)

The error norm has the monotonicity property

$$\|\epsilon_{k+1}\| \leq \|\epsilon_k\|, \quad \forall k \geq 0$$  \hspace{1cm} (48)

In addition, $\epsilon_k$ converges to $\epsilon_\infty$ (in the norm topology) and it can be computed from the formula $\epsilon_\infty = P_\beta \epsilon_0$, or, equivalently,

$$\epsilon_\infty = \sum_{j=1}^{m} \gamma_j \beta_j, \quad \gamma = [\gamma_1, \cdots, \gamma_m]^T = M_\beta^{-1}\theta_\beta(\epsilon_0)$$  \hspace{1cm} (49)

The limiting norm can be computed using

$$\|\epsilon_\infty\|^2 = \theta_\beta(\epsilon_0)^T M_\beta^{-1}\theta_\beta(\epsilon_0)$$  \hspace{1cm} (50)

**Proof.** First note that the choice $u = u_k$ is suboptimal and the monotonicity property is easily proved. The conditions for a stationary point of the Lagrangian consists of the constraint equations and, taking the Fréchet derivative with respect to $u_{k+1}$, the equality

$$u_{k+1} - u_k = G^T \epsilon_{k+1} - \sum_{j=1}^{m} \lambda_j \psi_j$$  \hspace{1cm} (51)

Taking the inner product with $\psi_i$ and using the constraints,

$$\epsilon_{k+1} e_k = -G(I - P_\beta)G^T \epsilon_{k+1},$$  \hspace{1cm} (52)

which can be written as

$$\epsilon_{k+1} = (I + G(I - P_\beta)G^T)^{-1} \epsilon_k = L \epsilon_k$$  \hspace{1cm} (54)

with the natural identification of the Learning Operator $L$. This gives

$$\epsilon_k = (I + G(I - P_\beta)G^T)^{-k} \epsilon_0 = L^k \epsilon_0$$  \hspace{1cm} (55)

The following three important invariance properties are now demonstrated

$$L|\mathcal{E}_+ = I, \quad L_\mathcal{E}_+ \subset \mathcal{E}_+, \quad \|L|\mathcal{E}_+\| < 1$$  \hspace{1cm} (56)

where $L|S$ denotes the restriction of the linear operator $L$ to the subspace $S$.

Consider the above error evolution equation and write

$$\epsilon_0 = \epsilon_{0+} + \epsilon_{0+}^\perp,$$

$$\epsilon_{0+} = P_\beta \epsilon_0 \in \mathcal{E}_+,$$

$$\epsilon_{0+}^\perp = (I - P_\beta)\epsilon_0 \in \mathcal{E}_+^\perp$$  \hspace{1cm} (57)
By construction, $(I - P_v)G^T E_+ = \{0\}$ so that
\[
(I + G(I - P_v)G^T) e_{0+} = e_{0+}.
\] (58)
It immediately follows that the restriction $L|E_+$ of learning operator $L$ to $E_+$ is the identity i.e. $L|E_+ = I$. In particular, $L^k e_{0+} = e_{0+}$ for all $k \geq 0$.

Now let $\tilde{v} \in E_+^\perp$ be arbitrary and set $v = L\tilde{v}$ or, equivalently, $\tilde{v} = L^{-1}v$. Taking the inner product with arbitrary $w \in E_+$ then gives
\[
0 = \langle w, \tilde{v} \rangle = \langle w, (I + G(I - P_v)G^T)v \rangle = \langle (I + G(I - P_v)G^T)w, v \rangle = \langle w, v \rangle.
\] (59)
It follows that $v \in E_+^\perp$ and hence that $L E_+^\perp \subset E_+^\perp$.

Now examine the quadratic form $< x, L^{-1}x >$ with $x \in E_+^\perp$ arbitrary but non-zero. Note that $< x, G(I - P_v)G^T x > \geq 0$, equality holding if, and only if, $(I - P_v)G^T x = 0$ i.e. $x \in E_+$. As $E_+ \cap E_+^\perp = \{0\}$, it follows that $x = 0$ which is a contradiction. Hence there exists $\sigma^2 > 0$ such that
\[
< x, L^{-1}x > \geq (1 + \sigma^2)\|x\|^2.
\] (60)
It follows that $\|L|E_+^\perp\| \leq \frac{1}{1 + \sigma^2} < 1$.

The error evolution equation can now be written as
\[
e_k = L^k e_0 = L^k e_{0+} + L^k e_{0+}^k = \langle L|E_+^\perp \rangle ^k e_{0+} + \langle L|E_+^\perp \rangle ^k e_{0+}
\]
\[
e_0 + \langle L|E_+^\perp \rangle ^k e_{0+}
\] (61)
from which, using $\|L|E_+^\perp\| < 1$ from the above, gives
\[
\lim_{k \to \infty} e_k = e_{0+} = P|E_+_.
\] (62)

According to the definition of $E_+$, it immediately follows that $e_0 = \sum_{j=1}^{m} \gamma_j$ where $\gamma = [\gamma_1, \cdots, \gamma_m]^T = M^{-1}_\beta \theta_\beta(e_0)$ and hence the error norm $\|e_\infty\|^2$ can be computed as required. This completes the proof of the theorem. □

The theorem is a precise description of properties of the proposed constrained NOILC model. In what follows, these ideas are interpreted in terms of anticipated performance of the real NOILC algorithm.

**Summary and Interpretation of the Results:** Consider a single input single output, stable non-minimum phase system with NMP zeros $z_j, 1 \leq j \leq m$, outside the unit circle satisfying the condition that all values of $|z_j^N|, 1 \leq j \leq m$ are sufficiently small. Then, convergence takes the form of initial reductions in error norm in $E_+^\perp$ followed by a ‘plateau’ where error norms in $E_+$ reduce infinitesimally from iteration to iteration. The chosen model of the effect of these zeros as linear equality constraints on the dynamics of NOILC characterizes the error $e_\infty$ on the ‘plateau’ as follows
\[
e_\infty = \sum_{j=1}^{m} \gamma_j z_j, \quad \gamma = [\gamma_1, \cdots, \gamma_m]^T = M^{-1}_\beta \theta_\beta(e_0)
\] (63)
and the value of error norm along the plateau using
\[
\|e_\infty\|^2 = \theta_\beta(e_0)^T M^{-1}_\beta \theta_\beta(e_0).
\] (64)
The real (unconstrained) NOILC algorithm moves along the plateau for many iterations but ultimately drifts away from the plateau to converge to zero error. This can typically take more iterations than are practical for applications purposes and will not be observed.

**Remark 19** In the case when the plant has only one NMP zero $z_1$ the equations simplify to produce
\[
e_\infty = \frac{\beta_1^T e_0}{(\beta_1^T \beta_1)} \beta_1, \quad \|e_\infty\|^2 = \frac{(\beta_1^T e_0)^2}{(\beta_1^T \beta_1)}
\] (65)
where $\beta_1 = (G^T_{m-1})^{-1} \alpha_1 = (G^T_{m-1})^{-1} z_1^{-N+k}\gamma_0(z_1^{-1})$.

This formula can be simplified using an approximation replacing $\beta_1$ by $\gamma_0(z_1^{-1})$ (increasingly valid as the $z_1$-N approaches zero) motivated by the asymptotic characterization
\[
\lim_{N \to \infty} z_1^{-(N-k)} \beta_1 = z_1^{-k} G_{m}^{-1}(z_1) \gamma_0(z_1^{-1})
\] (66)
and the fact that the formulae are unchanged if $\beta_1$ is scaled. This result is proved in an Appendix.

Using this approximation,
\[
e_\infty \approx (\gamma_0(z_1^{-1})^T e_0) \frac{1 - z_1^{-2}}{(1 - z_1^{-(N+1-k)})} \begin{bmatrix} 1 \\ z_1^{-1} \\ \vdots \\ z_1^{-(N-k)} \end{bmatrix}
\] (67)
and
\[
\|e_\infty\|^2 \approx (\gamma_0(z_1^{-1})^T e_0)^2 \frac{1 - z_1^{-2}}{(1 - z_1^{2(N+1-k)})},
\] (68)
The above can be used to complete this section. More precisely, it is noted that the error seen on the plateau
is small only when $\theta_\beta(e_0)$ is small. This can be achieved under two conditions only:

1. The initial tracking error signal $e_0$ is small in norm or, more generally,
2. the quantities $\langle \beta_j, e_0 \rangle$, $1 \leq j \leq m$ are all small, which can be true if $e_0$ is not small but is small in some time interval $[0, N_0] \subset [0, N]$ with $|z_j^{N_0}| \gg 1$, $1 \leq j \leq m$. This could be achieved naturally if, for example, the plant has zero initial conditions and the reference $r$ is zero in $[0, N_0]$. Choosing $u_0(t)$ to be zero in this interval achieves the objective with no effort.

5 Numerical Simulation

In this section, numerical examples are provided to verify the analysis results. The simulation compares the prediction with real simulation using different time intervals, as well as different initial input choices.

Consider the following non-minimum phase system

$$G(s) = \frac{5(s - 1)}{(s + 2)(s + 1/2)},$$

which is sampled using zero-order hold and a sampling time of 0.1s. The consequent discrete time model is

$$G(z) = \frac{0.4186(z - 1.1055)}{(z - 0.8187)(z - 0.9512)}$$

and there is a single NMP discrete zero at $z_1 = 1.1055$ (so that $z_0 = z_1$).

Example 1 The trial length is set to the relatively small value of $T = 3$ (only 50% more than the slowest time constant and only three times the time constant associated with the NMP zero). The number of sample intervals $N = T/\text{step} = 30$ and the reference is a sampled version of the sine-wave $\sin(\frac{4\pi}{3}t)$ shown in Figure 4. The initial input is chosen to be $u_0(t) = 0$, $t = 0, \ldots, N - 1$. The simulation was run over 20 iterations which is sufficient to demonstrate the main performance characteristics.

In this case, the critical value $\delta^2(N) = z_0^{-2N} = 0.0024$. The simulation results are shown in Figure 5 and Figure 6, where slow convergence is not observed as there are substantial differences between the approximate model predictions and the simulation results over this iteration range. The algorithm does however provide a good indication of where convergence begins to slow (between iterations 3 and 5) but the plateau effect is not strong in this case. This is explained intuitively by the observation that the trial length $T = 3$ is not large compared with the ‘time constant’ $T_z = 1$ associated with the zero. The next example increases $T$ to verify this.
Example 2  The trial length is now increased to the value \( T = 8 \) and the reference signal is the sine-wave input \( r(t) = \sin\left(\frac{4\pi}{3}t\right) \) shown in Figure 7. The initial input is chosen to be \( u_0(t) = 0, t = 0, \cdots, N - 1 \). The simulation was now run over 40 iterations and the results are shown in Figure 8 and Figure 9.

It can be seen the approximated model proposed now provides a good, accurate description of the slow convergence phenomenon over the iteration range displayed, the plateau is well defined visually and this ‘final’ tracking error on the plateau is estimated to a high accuracy.

Finally, the proposed model predicts that the plateau value \( \|e_\infty\|^2 \) depends on the initial error \( e_0 \) and hence the initial control input \( u_0 \). To verify this and also to show again that the results can predict observed behaviour accurately for different initial inputs, the inputs \( u_0(t) = 0, u_0(t) = 100, u_0(t) = t \), were considered. The results are shown in Figure 10 again confirming the validity of the analysis results.

Example 3  The trial length is again \( T = 8 \) and the reference signal is generated by the sine-wave input \( u^*(t) = \sin\left(\frac{4\pi}{3}t\right) \) shown in Figure 7. The initial input is chosen to be \( u_0(t) = 0, t = 0, \cdots, N - 1 \). The simulation was run over 150 iterations and the results are shown in Figure 11 and Figure 12.

In this example, the optimal input \( u^* \) doesn’t contain any exponentially increasing components and hence the effect of NMP zero was intuitively expected to be small but non-zero. From the figure, this is seen to be the case.

The above examples show that the theory is capable of accurately predicting the effect of NMP zeros on tracking accuracy when that effect is substantial. The next example shows that this remains true even when the effect is small.
performance is well predicted and the 'final' tracking error on the plateau is estimated to a high accuracy.

Finally, different initial inputs are used to verify the results of the analysis. Figure 13 again confirms the validity of the analysis results.

6 Conclusion

The paper has modelled observed behavior of norm optimal iterative learning control (NOILC) when the plant has a number of non-minimum phase (NMP) zeros. This observed behavior consists of two phases of convergence. The first occurs in the first few iterations where the algorithm normally exhibits good (and potentially rapid) error norm reductions. The second phase then sets in and exhibits extremely slow reductions, typically so slow that, to all practical intents and purposes, the algorithm is not converging. The plot of error norm $\|e_k\|$ against $k$ appears to form a plateau at a constant value that represents the best experimental accuracy that can be achieved in practice.

Based on the belief that it is important that this phenomenon and its implications for design are understood, the analysis has been used to motivate the construction of a model of the phenomenon. This was initiated by writing the plant as a product $G = G_m G_a$ where $G_a$ is an all-pass network arising from the NMP zeros and $G_m$ is minimum-phase. It was then proved that the self-adjoint operator $G_m G_a^T$ almost annihilates well-defined signals associated with the zeros. The span of these signals is an $m$-dimensional subspace $E_a^+$ of the output signal space. It has then been proved that convergence of error projections into $E_+ = (G^T_m)^{-1} E_a^+$ is inevitably slow whilst, in contrast, convergence of the component in the orthogonal complement $E_+^\perp$ can be rapid.

Based on this analysis, it has been proposed that, to a good approximation, the NOILC algorithm is behaving as if it is subject to $m$ equality constraints (orthogonality conditions). These constraints are identified and the model has been used to predict both the values of the tracking error and error norm value associated with the plateau using Lagrangian methods. The model provides some insight into the effects of initial error $e_0$ and reference signal on the algorithm behavior and suggests that a small initial error and/or a reference signal with an initial period of inactivity are simple practical ways of improving performance and accuracy. Finally the predictions of the model have been shown to be good in various numerical simulations.

Further work is needed to generalize the ideas to the case of multi-input multi-output systems (where the same phenomenon occurs but the characterization of zeros is much more complex).

Finally, the formulae in this paper have been given for
the case of weightings \( Q = R = I \). The relevant formulae for the more general case of \( Q = qI, R = rI \) (where \( q > 0, r > 0 \) are scalars) are obtained by replacing the matrix representation \( G \) by \( q^{1/2}Gr^{-1/2} \).
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A Proof of Theorem 1

**Proof.** For any time series vector \( u = [u(1), u(2), \ldots, u(N-k^*)]^T \in R^{N+1-k^*} \), define

\[
u(z) = \sum_{i=0}^{N-k^*} u(i) z^{-i}.
\]

Using Parseval’s theorem with \( |G_a(z)| = 1, \forall |z| = 1 \), yields

\[
u^T G_a^T G_a u \leq \frac{1}{2\pi i} \oint_{|z|=1} |G_a(z)u(z)|^2 \frac{dz}{z} = 1 \leq 2\pi i \oint_{|z|=1} |u(z)|^2 \frac{dz}{z} = u^T u,
\]

which implies

\[I - G_a^T G_a \geq 0, \quad \forall N \geq k^*.
\]

Hence, all the eigenvalues of \( G_a^T G_a \) are less than or equal to one i.e. all singular values of \( G_a \) are less than or equal to one.

Consider the following equation

\[u^T (I - G_a^T G_a) u = 0.
\]
All non-zero solutions u are eigenvectors of $G_a^TG_a$ corresponding to eigenvalues equal to one, and they span a subspace of $\mathbb{R}^{N+1-k^*}$ whose dimension is identical to the number of singular values that are equal to one.

From (A.1), it can be seen that (A.3) holds if and only if the time series response $G_a(z)u(z)$ is zero for $t \geq N + 1 - k^*$. It is necessary to consider the following two cases.

**Case 1:** $N + 1 - k^* > m$. Consider the choice $u_0(z) = a_0 + a_1 z^{-1} + \ldots + a_m z^{-m}$, then

$$G_a(z)u_0(z) = a_m + a_{m-1} z^{-1} + \ldots + a_0 z^{-m}. \quad (A.4)$$

It can be seen that the response $G_a(z)u_0(z)$ is zero for all $t > m$ and hence for all $t \geq N + 1 - k^*$. Therefore the equality in (A.1) holds. Hence $u_0 = [a_0, a_1, \ldots, a_m, 0, \ldots, 0]^T$ is a solution of (A.3). Similarly, it can be found that all the singular values must be less than one. Hence all the singular values must be less than one.

The proof is now complete.

**B Proof of Theorem 2**

Before proving Theorem 2, the following lemma is proved.

**Lemma 1** For the given all pass system $G_a$, when $N + 1 - k^* > m$, the eigenspace of $G_a^TG_a$ has the following structure:

(i) the following $N + 1 - k^* - m$ linearly independent vectors are eigenvectors of $G_a^TG_a$ corresponding to the $N + 1 - k^* - m$ eigenvalues of $1$:

$$v_1 = [a_0, a_1, \ldots, a_m, 0, \ldots, 0]^T$$

$$v_2 = [0, a_0, a_1, \ldots, a_m, 0, \ldots, 0]^T$$

$$\vdots$$

$$v_{N+1-k^*-m} = [0, 0, 0, a_0, a_1, \ldots, a_m]^T$$

each of which can be identified with time series with Z-transforms

$$v_i(z) = z^{-(i-1)}(a_0 + a_1 z^{-1} + \ldots + a_{m-1} z^{-(m-1)} + a_m z^{-m}), i = 1, \ldots, N + 1 - k^* - m$$

(ii) The $m$ eigenvectors of $G_a^TG_a$ corresponding to the $m$ eigenvalues that are less than one form an $m$-dimensional subspace $S_a$.

(iii) If the zeros $\{z_i\}$ are distinct, then $S_a$ is spanned by

$$\gamma_i = \left[\begin{array}{c} 1 \\ z_i \\ \vdots \\ z_i^{N-k^*} \end{array}\right]^T, i = 1, \ldots, m$$

each of which can be identified with the first $N + 1 - k^*$ terms of the impulse response of the transfer functions

$$\gamma_i(z) = \frac{1}{1 - z_i z^{-1}}, i = 1, \ldots, m.$$ 

(iv) If one or more zeros has multiplicity $n_i > 1$, $S_a$ is spanned by vectors, $1 \leq \ell \leq n_i, 1 \leq i \leq m_0$, computed from the vectors

$$\gamma_{i\ell} = \frac{d^{\ell-1}}{dz^{\ell-1}} \gamma_0(z)|_{z=z_i},$$
where $\gamma_i(z) = [1, z, z^2, \ldots, z^{N-k^*}]^T$. Equivalently these vectors have elements equal to the first $N+1-k^*$ elements of the impulse response of $\frac{z^{-(\ell-1)}(\ell-1)!}{(1-z_i z^{-1})^\ell}$, $1 \leq \ell \leq n_i$, $1 \leq i \leq m_0$.

**Proof.** The first part (i) of this theorem follows directly from the proof of Theorem 1. Denote the subspace spanned by $v_i, i = 1, 2, \ldots, N+1-k^*-m$ as $V$. Part (ii) follows from matrix algebra.

To prove parts (iii) and (iv), note that the eigenvectors of $G^T_i G_a$ corresponding to the $m$ eigenvalues that are less than one span a subspace orthogonal to $V$, which is denoted as $V^\perp$.

Examine part (iii), note first that as the $z_i$ are distinct, the vectors $\gamma_i, i = 1, \ldots, m$ are linearly independent (as they then form the columns in a nonsingular Van der Monde matrix). It only remains to prove that $\gamma_1 \perp V, 1 \leq i \leq m$, when it follows that they span the subspace $V^\perp$ of interest. This follows as $v_j^T \gamma_i = z_i^{-j-1}(a_0 + a_1 z_i + a_2 z_i^2 + \cdots + a_m z_i^m) = 0$

from the definition of $z_i$.

The proof of (iv) requires more effort. For notational convenience, let $n(z) = a_0 + a_1 + a_2 z^2 + \cdots + a_m z^m$ from which it can be deduced that, for all $j \geq 1$,

$$
\frac{d^{j-1}}{dz^{j-1}} [z^{j-1}n(z)] |_{z = z_i} = 0, \quad 1 \leq \ell \leq n_i, \quad 1 \leq i \leq m_0
$$

Now define, $1 \leq \ell \leq n_i$, $1 \leq i \leq m_0$,

$$
\gamma_\ell = \frac{d^{\ell-1}}{dz^{\ell-1}} [z^{\ell-1}n(z)] |_{z = z_i}, \quad \gamma_j = [1, z, z^2, \ldots, z^{N-k^*}]^T
$$

A simple calculation then yields the orthogonality conditions, for all $j$, $1 \leq \ell \leq n_i$ and $1 \leq i \leq m_0$

$$
v_j^T \gamma_\ell = \frac{d^{\ell-1}}{dz^{\ell-1}} [v_j^T \gamma_j(z)] |_{z = z_i} = 0
$$

as

$$
\frac{d^{\ell-1}}{dz^{\ell-1}} [v_j^T \gamma_j(z)] |_{z = z_i} = \frac{d^{\ell-1}}{dz^{\ell-1}} [z^{\ell-1}n(z)] |_{z = z_i} = 0.
$$

It remains to relate these vectors to the transfer functions stated. To do this, note that initially the result follows trivially for $\ell = 1$ as $\gamma_1$ has elements that are equal to the coefficients in the power series expansion of.

For $\ell > 1$, note that

$$
\gamma_\ell = \frac{d^{\ell-1}}{dz^{\ell-1}} \gamma_0(z) |_{z = z_i} = \frac{d^{\ell-1}}{dz^{\ell-1}} \gamma_0(z_i)
$$

has elements that are the coefficients of $1, z^{-1}, z^{-2}, z^{-3}, \ldots$ in the power series expansion of

$$
\frac{d^{\ell-1}}{dz^{\ell-1}} \left[ \frac{1}{1-z_i z^{-1}} \right] = z^{-(\ell-1)}(\ell-1)!
$$

That completes the proof of the lemma. \hfill \blacksquare

Moving on to the proof of Theorem 2.

**Proof.** Denote

$$
F = \begin{bmatrix} 0 & \cdots & 0 & 1 \\ 0 & \cdots & 1 & 0 \\ \vdots & \vdots & \vdots & \vdots \\ 1 & 0 & \cdots & 0 \end{bmatrix} = F^T, \quad F^2 = I \tag{B.1}
$$

as the Euclidean norm preserving "time reversal matrix" (the matrix that reverses the order of elements in a time series vector), then $[17] G^a_i = F G_a F$. It follows that, if $v$ is an eigenvector of $G^a_i G_a$ corresponding to eigenvalue $\lambda$, i.e. $G^a_i G_a v = \lambda v$, then $G_a G^T_a$ has an eigenvector $Fv$ corresponding the eigenvalue $\lambda$. This statement follows from the identity

$$
G_a G^T_a F v = F F G_a F G^T_a F v = F G^T_a G_a v = F \lambda v = \lambda F v. \tag{B.2}
$$

The proof is completed by defining $u_i = F v_{N+2-k^*-1}$ as the eigenvectors with eigenvalue unity and setting $\alpha_i = F \gamma_i$ as the basis for the orthogonal invariant subspace spanned by eigenvectors with eigenvalues less than unity. \hfill \blacksquare

**C Proof of Theorem 3**

This section uses the notation of previous sections.

**Proof.** Consider the case when all zeros are distinct so that

$$
\gamma_i = \gamma_0(z_i), \quad \alpha_i = F \gamma_i = z^{-k^*} \gamma_0(z_i^{-1}) \tag{C.1}
$$
According to the Courant-Fischer theorem,

\[
\max(\delta_1, \ldots, \delta_m) \leq \frac{\|G_a^T x\|}{\|x\|}, \quad (C.2)
\]

where \( x \in \text{span}\{\alpha_i\} \). Write \( x = \sum_{i=1}^m c_i \alpha_i \) from which

\[
\|G_a^T x\| = \|F G_a F x\| = \|G_a x\| = \left\| \sum_{i=1}^m c_i G_a F \alpha_i \right\| = \left\| \sum_{i=1}^m c_i G_a \gamma_i \right\| \leq M \|c\|,
\]

for some \( M > 0 \) with \( c = [c_1, \ldots, c_m]^T \). Moreover \( M \) can be chosen to be independent of \( N \) as, from the definitions, each \( G_a \gamma_i \) is uniformly bounded in norm over \( N \) as its elements are the first \( N + 1 - k^* \) elements of the impulse response of \( G_a(z) \frac{1}{1 - z_1 z_2} \) which is stable by construction.

Consider now the situation where \( \|x\| = 1 \) i.e. for some \( \Gamma > 0 \)

\[
1 = \|x\| = \|\alpha_1, \cdots, \alpha_m\|c\|
= \|\gamma_0(z_1^{-1}), \cdots, \gamma_0(z_m^{-1})\|c\|
\geq \Gamma \|c\|
\geq \Gamma |z_0|^{N-k^*}\|c\|
\]

where \( \tilde{c} = \text{diag}\{z_1^{-N-k^*}\}c \). Moreover, \( \Gamma \) can be chosen to be independent of \( N \) as the Hermitian matrix

\[
[\gamma_0(z_1^{-1}), \cdots, \gamma_0(z_m^{-1})]^* [\gamma_0(z_1^{-1}), \cdots, \gamma_0(z_m^{-1})]
\]

is nonsingular and monotonically increasing with \( N + 1 - k^* \geq m \). Under these conditions,

\[
\|c\| \leq \Gamma^{-1}|z_0|^{-(N-k^*)}
\]

so that

\[
\|G_a^T x\| \leq M \|c\| \leq M \Gamma^{-1}|z_0|^{-(N-k^*)} = O(|z_0|^{-N}). \quad (C.6)
\]

This completes the proof. \[\square\]

D Characterization of the Behaviour of \( \beta_1 \) as \( N \to \infty \)

Note: The following calculations relate to the case where there are only distinct NMP zeroes i.e. \( m_0 = m \) and all \( n_i = 1 \). For notational simplicity, only \( \beta_1 \) is considered but similar calculations can be used for any \( \beta_i \).