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Dense titanium plasma has been heated to an electron temperature up to 1300 eV with a 100 TW,

high intensity short-pulse laser. The experiments were conducted using Ti foils �5 �m thick�
sandwiched between layers of either aluminum �1 or 2 �m thick� or plastic �2 �m thick� to prevent

the effects of prepulse. Targets of two different sizes, i.e., 250�250 �m2 and 1�1 mm2 were used.

Spectral measurements of the Ti inner-shell emission, in the region between 4 and 5 keV, were

taken from the front-side �i.e., the laser illuminated side� of the target. The data show large shifts in

the K� emission from open-shell ions, suggesting bulk heating of the sample at near solid density,

which was largest for reduced mass targets. Comparison with collisional radiative and 2D radiation

hydrodynamics codes indicates a peak temperature of Te,peak=1300 eV of solid titanium plasma in

�0.2 �m thin layer. Higher bulk temperature �Te,bulk=100 eV� for aluminum tamped compared to

CH tamped targets �Te,bulk=40 eV� was observed. A possible explanation for this difference is

described whereby scattering due to the nuclear charge of the tamping material leads to modified

electron transport behavior. © 2007 American Institute of Physics. �DOI: 10.1063/1.2777118�

I. INTRODUCTION

Generation of hot dense matter at keV temperatures near

solid density in laboratory is necessary for the understanding

of radiative and transport processes in inertial confinement

fusion �ICF� research
1

and laboratory astrophysics

experiments.
2

While the success of ICF requires the solution

of a complex interaction between laser coupling, equation-

of-state, and particle with radiation transport problems, the

possibility of experimentally recreating conditions found in

ignition experiments in a simplified and open geometry is

important.

There have been extensive studies of ultraintense short-

pulse laser absorption physics.
3

However, mechanisms of the

heating process in the target, the volume of the heated

sample, and magnitude of the temperature gradients have not

been thoroughly investigated. Temperatures between

200 and 2000 eV in solid targets have been reported in a

variety of experiments.
4–12

Heating of buried Al layers and

the effect of a nanosecond pedestal ahead of the main laser

pulse have been recently discussed by Evans et al.
13

Mea-

surements of density and temperature of hot dense plasmas

have been often inferred from spectroscopic techniques,

namely intensity ratios
3–12

and wavelength shifts
14

of Lyman

and Balmer series lines. Use of only line shapes is not suffi-

cient due to the complexity of atomic radiation transport and

absorption within the target, thus it becomes important to

infer information using radiation-hydrodynamics, particle-in-

cell �PIC�, and collisional radiative atomic codes.

Following the initial work of Gregori et al.,
4

in this pa-

per we will show that hot dense plasma conditions can be

well characterized using a spectral diagnostics technique that

is less susceptible to opacity effects. We directly measure the

average ionization state of dense titanium plasma by record-

ing the spectral shifts of the K� line emitted from the bulk of

the target. Then information about the peak plasma tempera-

tures from the laser heated spot is inferred by measuring the

emission from helium-like ions. In addition, we show that

the target size and tamper material significantly affect the

temperature.

II. EXPERIMENTAL SETUP

The experiment described in this paper was carried out

at the Vulcan Laser Facility
15

at the Rutherford Appleton

Laboratory �UK�. Tamped solid foils were irradiated using

the chirped pulse amplified �CPA� arm of the Vulcan laser

delivering �85 J of 1.053 �m p-polarized light with a

1.5 ps pulse length on target. The beam was focused down to
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a 10 �m diameter spot by an f/3 off-axis parabola. Focused

intensities were on the order of 1019 W/cm2. The targets �see

Fig. 1� consisted of a 5 �m thick titanium square either sized

1�1 mm2 or 250�250 �m2. The titanium layer was

tamped by either 1 or 2 �m Al, or 2 �m CH on the front and

the backside of the target by a sputtering technique. The

targets were mounted such that their normal was 30° from

the laser axis.

A flat highly oriented pyrolytic graphite �HOPG� crystal

in 002 orientation
16

coupled to a Fujifilm image plate

detector
17

viewed front emission from the target in the

4–5 keV region. The image plate was covered by 5 �m of

aluminum to eliminate direct visible light exposure. The

spectrometer was protected by a lead housing to reduce

background noise from scattered x rays from the chamber

wall and diagnostics surrounding the target. The measured

spectral resolution of the HOPG crystal was E /�E=800 with

a dispersion of 0.025 eV/�m.

III. EXPERIMENTAL RESULTS

A. Effect of prepulse

A prepulse �i.e., the presence of a nanosecond pedestal

ahead of the main pulse� alters the target conditions by ab-

lating the front surface and produces a long scale length

plasma. As shown in Fig. 2, the contrast ratio between the

prepulse and the main pulse during the experiment was mea-

sured to be �107 and the prepulse duration was �0.5 ns.

Both of these characterizations of the prepulse were per-

formed with a fast diode coupled to an oscilloscope with

20 GS/s sampling rate. In order to minimize the effects of

the prepulse, a selection of protective layers, aluminum and

CH plastic of various thicknesses, were tested. The Al den-

sity �2.7 g/cm3� is about twice the CH density �1.1 g/cm3�
and we expect a similar ablated mass by the prepulse as

indicated by Key
18

at intensities of 1013 W/cm2. The abla-

tion rate for our prepulse level is approximately

105 g cm−2 s−1. As an input for hydrodynamic simulations,

the prepulse was modeled as a 0.5 ns long square pulse with

an intensity of 10 TW/cm2 on a 10 �m spot and 1 ps rise

and fall times �see Fig. 2�. The 2D radiation-hydrodynamics

code h2d �Ref. 19� was used to simulate the effects of this

prepulse on the target, as shown in Fig. 3. The h2d package is

a two-dimensional �r -z� radiation hydrodynamics code with

a multigroup diffusion treatment of radiation transport, flux

limited diffusion modeling of electron conduction and La-

grangian hydrodynamics. In these simulations a flux limiter

of 0.05 was applied to the electron conduction term, as ap-

propriate for 1� illumination. The SESAME �Ref. 20� equa-

tion of state tables were used, and opacities were generated

from an in-line average atom atomic physics model which

assumes local thermodynamic equilibrium �LTE�. In these

simulations 30 radiation groups were employed, arranged

logarithmically from 5 eV to 10 keV.

In the simulation results we observe that the 0.5 ns long

prepulse launches a shock wave into the target, raising the

temperature of the titanium layer to about 1–2 eV, but with

the Ti layer remaining at near solid �Fig. 3�. In the simula-

tions we have considered both the cases of Al and CH tam-

FIG. 1. �Color online� Experimental setup showing the target and the diag-

nostics viewing angles.

FIG. 2. �Color online� Measured laser prepulse ahead of the main CPA

pulse. The solid line corresponds to the modeled pulse in the h2d simulation.

FIG. 3. �Color online� Density contours obtained from h2d simulation of the

effect of a 0.5 ns long prepulse on the 250 �m2 square target tamped with

1 �m Al. The simulation time corresponds to the start of the main laser

pulse.
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pered foils. The simulation results show that the difference

between Al and CH tampers was minimal, likely being a

consequence of impedance mismatching effects as the

prepulse driven shock wave crosses the interface between the

two materials. Along the axis of the laser calculated peak

densities were in the order of 7–8 g/cm3. In each case the

tamper acts to keep the Ti layer at or above the original solid

density of 4.5 g/cm3.

B. K-shell spectroscopy results

The measured Ti K-shell spectrum from a 250

�250 �m2 square target tamped with 1 �m Al is shown in

Fig. 4�a�. Data were background subtracted and corrected for

the 5 �m Al filter transmission. Spectral lineouts, averaged

over the nondispersive direction, for both Al and CH tamped

cases are shown in Fig. 4�b�. The dispersion relating the

physical position of the line on the image plate to its corre-

sponding wavelength was calculated by using the Bragg

equation, 2d sin �=n�, where d is the graphite lattice spac-

ing, � is the Bragg angle, � is the wavelength, and n=1 for

first order diffraction. Accounting for the geometry of the

spectrometer, a third order analytic dispersion curve was fit-

ted to eight known points given by the theoretical positions

of the oxygen-like to the helium-like lines. The absolute po-

sition of the K� line is then determined by using the He� as

a reference in conjunction with a marker on the image plate

holder �as shown in Fig. 4�a��. We estimate the absolute error

in the energy position of the K� to be ±2.5 eV. The relative

error �error between shots� in position between the lines is

estimated from the reference marker to be ±1 eV.

In high intensity short pulse laser interactions, with in-

tensities higher than 2�1018 W/cm2, a large number of rela-

tivistic electrons �Nhot�1014� are produced.
21

The electron

energies can range from a few keV to tens of MeV. The hot

electrons are energetic enough to induce K-shell vacancies in

titanium with high probability in the solid target. As the

sample increases in temperature, the outer electrons of the Ti

atom are progressively stripped and thus increasing the

K-shell ionization potential due to a change in the outer shell

shielding. The radiation energy of the K� transition emitted

from a partially ionized atom is consequentially shifted with

respect to the one which is measured in a neutral system.

This change in the x-ray emission has been measured for Ti

under the condition of the present experiment, and it is a

direct measurement of the ionization state in dense plasmas.

Since K� is emitted by the whole target and the measure-

ment is spatially integrated, we can only infer an average

�bulk� value representative of the state of the titanium.

Effect of the target size and tamping material

Measurements of the K� line for the three different types

of targets �250�250 �m2 square with 1 �m aluminum

tamper, 1�1 mm2 square with 2 �m aluminum tampers,

and 250�250 �m2 square with 2 �m CH tampers� were

used in the experiment and the wavelength of the cold K�
line are shown in Fig. 5. We observed smaller shifts in the

K� line ��10 eV� with large �1�1 mm2� targets. The larg-

est shift of �16 eV was observed with reduced mass targets

FIG. 4. �Color online� �a� Measured signal on the image plate from the

250�250 �m2 square target with 1 �m Al tamper. The reference marker is

shown on the left and emission lines on the right. �b� Lineout from the

exposed image plate of titanium spectra from 4.51 to 4.75 keV of the 1 �m

Al tamped target and the 2 �m CH tamped target. Inset shows titanium

satellite lines from oxygen-like to helium-like lines.

FIG. 5. �Color online� Spectral shifts of cold K� measured by the front

spectrometer for various types of targets.
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�250�250 �m2� and aluminum tampers. However, shifts in

the K� position were significantly smaller �	10 eV� when a

CH tamper was used in reduced mass targets. The collisional

radiative code SCRAM,
22

was used to generate theoretical line

shapes for various bulk electron temperatures and to calcu-

late the average ionization state. SCRAM is a collisional ra-

diative model based on hybrid detailed-level and unresolved-

transition-array �UTA� data from the FAC code.
23

The model

generates rate matrices for a given set of plasma conditions,

solves for self-consistent level populations including opacity

in the escape factor formalism for a layer of material with

fixed thickness, and constructs emission spectra. Two elec-

tron populations, one with a bulk thermal temperature of

Te, and a second representing the hot electron temperature

Thot=250 keV with a number density of 1% of the total elec-

tron population were used. The code is relatively insensitive

to the electron distribution function and the average hot elec-

tron temperature of the hot electron provided that it is much

greater than the ionization energy of the collisional process

of interest.

Synthetic spectra generated using the measured instru-

ment response are shown in Fig. 5. The code was run for

various thermal temperatures to produce fits with the experi-

mental data. The results from reduced mass targets with a

1 �m Al tamper, which had the largest shift in K� position,

indicated bulk temperatures of �100 eV. With the larger tar-

get, the average bulk temperature slightly decreases to

80 eV, which is expected since the mean energy density

should decrease with increasing target size.
4

Analysis shows

that the error in the absolute wavelength calibration corre-

sponds to an error in the estimated electron temperature of

±20 eV, as indicated in Fig. 6. In reduced mass targets, the

number of ions is small, �2�1015, and the target is ionized

rapidly with a time much smaller than the disassembly time.

In contrast to the Al tamped targets, in the case of a CH

tamper a significantly lower temperature is observed, of the

order of 40 eV.

C. Hot layer temperature

As mentioned before, our measurements show the pres-

ence of a significant emission of radiation from highly

stripped ions for the case of aluminum tamped targets but not

for CH tamped ones �see Fig. 4�b��. This suggests the pres-

ence of a hot �Te�800 eV� region in the aluminum tamped

targets. The intensity ratio between the He�, the intercombi-

nation and the lithium-like satellite is very sensitive to tem-

perature, density, and optical thickness of the plasma of

interest.
24

We calculated spectra for a range of temperatures,

densities, and thicknesses between 0.1 �m and 5 �m with

the SCRAM code to extract temperature estimates for the hot

plasma region. The best fit for the data from the low-mass

target with 1 �m aluminum tamper was obtained with a

0.2 �m thick heated layer of solid titanium at Te�1300 eV

as shown in Fig. 7�a�. Slightly lower hot spot temperatures

are obtained with the 1 mm square and 2 �m aluminum

tamper. These temperatures are consistent with previous ob-

servations of hot layers in short-pulse high-intensity laser

plasma interaction with copper planar foils.
25

The tempera-

ture error is estimated from Fig. 7�b� to be ±300 eV. Targets

tamped with 2 �m CH did not show any evidence of Ti He�
emission, giving an estimated upper limit on Te of �500 eV.

Thus, both the “hot spot” and bulk temperatures are reduced

by at least a factor of two for CH tampers compared with Al

tampers of the same mass.

The data described significant temperature differences

with the Al and CH tampers. The physics governing transport

through this region is extremely complex. There exists sev-

eral explanations of electron transport through metals and

insulators.
26,27

Particularly, Krasheninnikov et al.
27

have dis-

cussed in detail the growth of electron beam instabilities in

insulator targets. One likely explanation for large differences

in peak and bulk temperatures arises in the differences in

nuclear charge between Al and CH samples. Low current

beams of relativistic electrons lose energy due to interaction

with bound and free electrons in the solid and also scatter in

angle, predominantly due to screened Coulomb collisions

with nuclei of charge ZA. High-current beams behave very

differently because their self-generated electric and magnetic

fields can dominate the transport and energy loss. These high

current beams hugely exceed the Alfvén current and must be

largely compensated by a return current in the background

thermal plasma. The combination of forward and return cur-

rents is unstable to a variety of plasma modes, often loosely

referred to as Weibel instabilities.
28

All of these beam insta-

bilities are associated with the beam electrons and have char-

acteristic growth rates on the order of the plasma frequency

of the beam species.
29

The PIC simulations and most of the analytic calcula-

tions do not include the effect of angular scattering of the

beam electrons by the background plasma. At solid densities

this scattering rate can be appreciable and increases strongly

with nuclear charge ZA. Davies et al.
30

in their consideration

FIG. 6. �Color online� Sensitivity analysis showing the effect of ±2.5 eV

error in the absolute energy calibration. The experimental spectrum corre-

sponds to the 250 �m2 square target with 1 �m Al tamper.
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of the transport of high current relativistic electron beams

show that an electron beam initially with no transverse ve-

locity will acquire a transverse temperature. In particular,

they have shown that the average mean square angular scat-

ter can be expressed as

���2� = �ZA
2
ne4

2
�0
2

�m

p3
ln 	t = ��t , �1�

where n and m are the number density and mass of the elec-

trons in the background plasma, respectively. The Lorentz

factor is � and p is the relativistic momentum. The Coulomb

logarithm is ln . Equation �1� is valid for ���1 and it

shows that an electron beam initially with no transverse ve-

locity spread will acquire a transverse temperature, that in

moderate ZA plasmas increase approximately linearly with

time since the angular scattering is faster than the slowing

down of the beam. If the initial electron beam is relativistic

and �� is the transverse velocity normalized to the speed of

light, then

�
�

2 = ���2� .

Silva et al.
31

have shown that transverse filamentation insta-

bility is stabilized by a relatively small transverse tempera-

ture in the electron beam. They calculated that for a beam

with a longitudinal velocity �IIc, the threshold for filamen-

tation instability is

� � �
�

�

2

�II
2 ,

where � is the ratio of the density of the beam electrons to

the density of the background electrons. As discussed previ-

ously, for the laser irradiance considered here, ��10−2 �see

also Evans
32�.

The importance of the angular scattering is that in mod-

erate ZA materials it is large enough that within one growth

time for the filamentation instability the electron beam can

acquire through collisions a transverse temperature that is

large enough to stabilize the filamentation. The parameter

describing the competition between the two effects is � f /��,

where � f the instability growth rate is of order �pb the

plasma frequency for the beam electrons. This is the number

of instability growth times before the transverse velocity

spread is large enough to stabilize the instability. Taking a

beam of 1 MeV electrons we then find � f /��=14 for CH

and � f /��=0.5 for Al. Thus, in CH tamped targets the fila-

mentation instability can grow as seen in the PIC

simulations,
30

whereas in Al and higher ZA tamped targets

the growth in transverse beam temperature due to scattering

stabilizes the filamentation and the stopping is only depen-

dent on the classical collisions and the electric field.

IV. SUMMARY

We have explored a platform for the generation of hot

dense matter in the laboratory using short pulse lasers. We

have found that, using low mass targets with thin 1 �m alu-

minum tampers, 100 eV average bulk temperature, and peak

temperature of 1300 eV at solid density can be reached. Av-

erage ionization state of the solid titanium layer is directly

measured by shifts of K� radiation, and bulk temperature

inferred from a collisional radiative code. The measurements

also indicate significant emission of radiation from highly

stripped ions at solid density, suggesting the presence of a

hot region, which implies anomalous stopping in the surface

layer. Lower bulk temperatures seen with the CH tamped

target indicates inhibition of electron transport and we specu-

late that this may be attributed to increase filamentation in

the CH tamper due a lower Z when compared to an alumi-

num tamper. Clear differences in bulk temperature between

plastic and aluminum coated foils have been observed. It is

FIG. 7. �Color online� �a� The experimental spectrum for the 250

�250 �m2 square target with 1 �m Al tamper is compared with SCRAM

calculations: �solid red line� best fit assuming Ti at solid density, Te

=1.3 keV in 0.2 �m hot layer; �dotted blue line� simulation assuming the

0.2 �m layer expanded to a density 100 times lower than solid; �dashed

green line� simulation assuming a layer thickness of 0.5 �m. The calculated

spectra have been convolved with the experimental instrument response. �b�
Sensitivity analysis showing the differences in line intensity of 0.2 �m

thick, solid-density Ti at three different temperatures.
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speculated that this may be attributed to the formation of a

transverse temperature in the hot electron beam which stabi-

lizes filamentation.
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