This is a repository copy of Proton radiography of laser-driven imploding target in cylindrical geometry.

White Rose Research Online URL for this paper:
http://eprints.whiterose.ac.uk/65646/

Version: Published Version

Article:
Volpe, L., Batani, D., Vauzour, B. et al. (25 more authors) (2011) Proton radiography of laser-driven imploding target in cylindrical geometry. Physics of Plasmas. 012704. ISSN 1089-7674

https://doi.org/10.1063/1.3530596

Reuse
Items deposited in White Rose Research Online are protected by copyright, with all rights reserved unless indicated otherwise. They may be downloaded and/or printed for private study, or other acts as permitted by national copyright laws. The publisher or other rights holders may allow further reproduction and re-use of the full text version. This is indicated by the licence information on the White Rose Research Online record for the item.

Takedown
If you consider content in White Rose Research Online to be in breach of UK law, please notify us by emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request.
Proton radiography of laser-driven imploding target in cylindrical geometry
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An experiment was done at the Rutherford Appleton Laboratory (Vulcan laser petawatt laser) to study fast electron propagation in cylindrically compressed targets, a subject of interest for fast ignition. This was performed in the framework of the experimental road map of HiPER (the European high power laser energy research facility project). In the experiment, protons accelerated by a picosecond-laser pulse were used to radiograph a 220 μm diameter cylinder (20 μm wall, filled with low density foam), imploded with ~200 J of green laser light in four symmetrically incident beams of pulse length 1 ns. Point projection proton backlighting was used to get the compression history and the stagnation time. Results are also compared to those from hard x-ray radiography. Detailed comparison with two-dimensional numerical hydrodynamics has been done using a Monte Carlo code adapted to describe multiple scattering and plasma effects. Finally we develop a simple analytical model to estimate the performance of proton radiography for given implosion conditions. © 2011 American Institute of Physics. [doi:10.1063/1.3530596]

I. INTRODUCTION

Many diagnostics1 have been used in inertial confinement fusion (ICF) to follow the implosion dynamics, including proton radiography.2–3 Laser based proton source have also been used in this context, in particular for small-scale experiments performed in the framework of studies on the fast ignition approach to ICF.4 Here the evolution of targets is imaged using the relatively low-energy (~10 MeV) protons created by the interaction of high intensity (1018…1021 W/cm²) lasers with solid targets.

In this context, we performed an experiment at the Rutherford Appleton Laboratory5 (RAL) in the framework of the HiPER roadmap6 with the goal of studying the transport of fast electrons in cylindrically compressed matter.7–9 Proton radiography was used together with hard x-ray radiography in the first phase of the experiment to record the implosion history of a cylindrical target. Experimental results were compared to simulations performed with the Monte Carlo code MCNPX (Ref. 10) using the two-dimensional (2D) density and temperature profiles of the imploding cylinder obtained with the hydrocode CHIC.11–13 Laser based protons are characterized by small source, high degree of collimation, and short duration. The multienergetic proton spectrum also allows probing the implosion at different times in a single shot, thanks to the difference in times-of-flight for protons at different energies. This is a clear advantage over other diagnostics (e.g., hard x-ray), which require several shots in order to follow the complete implosion history.

Another advantage of using proton radiography is a simple experimental setup keeping the imploiding cylinder between the proton target and the proton detector on the same axis (whereas x-ray radiography needs a complex geometry, crystals, collimators, and detector alignment).

Proton radiography using laser-generated protons, and radiochromic films (RCFs) as detectors, has already been used in an experiment at RAL (Refs. 4 and 5) to probe the implosion of a spherical shell. Experimental results were analyzed and compared with Monte Carlo (MC) simulations in Ref. 4. However, the analysis done in Ref. 4 is based on the usual approach to proton imaging in which the proton energy loss during the target penetration is neglected assuming a direct correspondence between time-of-flight and stopping range of proton inside the detector. This approach has proven to be very successful in the detection of electric and magnetic fields in plasmas,14,15 but, as we will show in the following, it falls if applied to a the typical ICF. Starting from this point of view, in Ref. 4 the authors associated one RCF layer to a given probing time, and actually restricted most of their analysis to the image of the imploding shell obtained in the layer corresponding to the Bragg peak for 7
MeV, protons which they relied to a time of ~2 ns after the beginning of laser irradiation (~1 ns before stagnation). They observed significant differences between size of the shell predicted by the hydrocodes (85 mm) and the size recorder on RCF images (120 mm). They justify this difference on the basis of the scattering of protons in the compressed core (although, according to their estimates, they get 160 µm) and of the presence of electric and magnetic fields affecting proton trajectories.

In reality, as we will show in this paper, the problem mainly lies in the fact that, as protons are penetrating thick and dense targets, they do suffer severe multiple scattering (MS) effects and energy losses. This means that the (spatial) information carried on by the protons traveling in the central high density region of the target is lost and the image on the detector is mainly formed by the protons coming from the lower density regions. These effects have previously been considered in static proton radiography by Roth et al., but acquire a new and deeper meaning in our dynamic situation, bringing to mixing of the images formed by protons with different energies. This implies that a more careful analysis of RCF images is needed, dropping the simple layer-to-time correspondence, and requiring detailed comparison with computer simulations. Whenever such analysis is done (see Sec. IV), we get a good agreement between experimental results and hydrosimulations.

The low density and hot temperature plasma corona play fundamental rules in formation of image on detector due to the relative low proton energy. Here indeed we show that at these conditions the stopping power (ST) in plasma is higher than that in solid target. Finally, from the experimental point of view, in our work we could compare proton radiography results with those obtained by hard x-ray radiography, allowing to better understand the performance as well as the limitations of proton diagnostic, and to validate our interpretation of proton images.

II. EXPERIMENTAL SETUP

The experiment was carried out at the Vulcan facility using four long-pulse laser beams driving the implosion of cylindrical target. The beams (~4 × 50–4 × 70 J in 1 ns at λ=0.53 µm) were focused to 150 µm full width at half maximum (FWHM) spots as shown in Fig. 1. A short pulse (SP) beam (100–150 J in 1 ps) was focused as a backlighter source by an F=3.5 off axis parabola with a focal spot 20 µm FWHM at a peak irradiance of 1.5×10^19 W/cm² to produce protons for radiography. An intense beam (10 ps, 160 J) is focused on a 25 µm titanium foil providing the source for hard x-ray radiography at hν=4.5 keV (details of such diagnostic will be presented in another paper).

The 200 µm long polyimide cylindrical tube (Fig. 1) with 220 µm outer diameter and 20 µm wall thickness was filled with foam (acrylate) at density 0.1 g/cc, 1 g/cc, or empty. One side was closed with a Cu foil, the other side was closed by a Ni foil. The timing of the four long pulse (LP) beams was set so that they hit simultaneously the cylinder with the precision of ±50 ps due to the jitter. The delay between LP and SP was adjustable from 0 to 3.6 ns. The target was designed in order to generate plasmas with different values of density and temperature and thus different plasma domains.

The experiment was split into two phases. The first phase objective was to determine the hydrodynamic characteristics of the compressed matter, i.e., its temperature and density at optimal compression while the second phase of the experiment was designed to measure the hot electron propagation through the compressed matter. In this paper we report about the first phase; for a complete report of the second phase see Refs. 7–9.

A. X-ray radiography setup

A SP laser beam (10 ps, 160 J at λ=1.064 µm) was focused on a 25 µm thick Ti foil placed at distance d=10 mm transversally of the target. The focal spot was 20 µm diameter and the laser intensity on the foil was 5×10¹⁸ W/cm². The generated x-rays were used to probe the cylinder during the compression. The transmitted x-ray Kα radiation (Ti-Kα ~4.5 keV) was selected via a spherically bent quartz crystal (quartz 203, 2d=2.749 Å, R_b=380 mm) at Bragg incidence (θ_Bragg ~89.5°) and located at a distance L₁=210 mm from the target on the opposite side of the Ti foil. The cylindrical target was imaged on to imaging plate, placed at L₂~2 m away from the crystal (see Fig. 2). The total magnification of the imaging

FIG. 1. (Color online) (left) Schematic of the four compression beams (each of 1 ns) focused on the plastic cylinder. (right) Real target: left side is the gold shielding cylinder and right side is the plastic cylinder filled with low density foam.
system was $M_{\text{XR}}=10.8$ and the spatial resolution was $\Delta x \approx 20 \ \mu m$. The schematic is shown in Fig. 2.

**B. Proton radiography setup**

Transverse point projection proton radiography was used to measure the target density during the compression. The proton backlighter source was realized using the SP laser facility providing 100 J at 1.064 $\mu m$ in a 1 ps pulse. The laser beam was focused at normal incidence on a 20 $\mu m$ gold foil located at distance $d=10$ mm on the side of the cylindrical target. The obtained intensity on the gold foil was $3 \times 10^{19}$ W/cm$^2$ for a focal spot of 20 $\mu m$ FWHM. The emitted proton beam from the Au foil’s rear side transversally probed the compressed cylinder. Protons had an approximately exponential spectrum with a cut-off energy of $\approx 10$ MeV and they were collected by a stack of RCF composed of five layers of HD-810 and ten layers of MD55 positioned at a distance $L \approx 35$ mm away from the target. The theoretical magnification of the system is $M_{\text{PR}}=1+L/d=4.5$. A protective Al foil (12 $\mu m$ thick) was also positioned in front of the first RCF layer giving minimum detectable proton energy of $\approx 1$ MeV the schematic is shown in Fig. 3. The measured optical density on each RCF active layer is proportional to deposited energy.$^{17}$

**III. EXPERIMENTAL ANALYSIS**

**A. X-ray radiography results**

Here we show the main results of x-ray radiography and refer for a more detailed analysis in Ref. 8. X-rays are not affected by MS as protons are. The principal limitations of the diagnostic lie in the imaging resolution power. The latter depends on the crystal quality, the x-ray source size, and the detector efficiency. The resolution power of the imaging system has been measured to be $\Delta x \approx 20 \ \mu m$ by radiographing a metal grid whose dimensions (step size and thickness) are known. On Fig. 4 a typical image of the cylinder is presented, as obtained with the x-ray radiography. X-ray transmission profiles are extracted from radiographies by doing a lineout of the compressed part of the cylinder. Experimental diameters (FWHM) are estimated by fitting the experimental transmission profiles with super-Gaussian of fourth order (for early times, i.e., when the cylinder’s boundaries are still sharp) or Gaussian (close to the stagnation time, i.e., when the blurring is more important) functions.

**B. Proton radiography results**

The images recorded on RCFs were digitized with a Nikon 4.0 scanner with 4000 dots per inch resolution ($\approx 6.5$ $\mu m$). In our experimental setup (see Fig. 2) the geometrical magnification was $M=4.5$ allowing a spatial resolution of $\approx 1.5 \ \mu m$. We typically got seven impressed RCF layers per shot covering a time span of 500 ps. Therefore we could not follow the whole target implosion in one shot, which implied the need to change the delay between SP and LP and reconstruct the full implosion with different shots (typically three). The difference in Bragg peak energy between two successive layers corresponded to a mean time-of-flight difference of $\approx 60$ ps.

An example of experimental radiographs of the cylinder before compression (reference shot) and of different stages of compressions is shown below in Fig. 5.

It is clear that compression along the longitudinal direction (cylinder axis) is not uniform. This is due to the finite size of the LP focal spots (comparable to the cylinder length). However the focal spot was large enough to allow neglecting three-dimensional effects around its center. Therefore for each RCF image, we draw the optical density profile.
at maximum compression (as shown later in Fig. 8) and measured its FWHM. The optical density profile could be well interpolated by a super-Gaussian at early times (including the initially cold cylinder) while approaching the stagnation time the fit becomes more Gaussian. This reflects the transition from a sharp cylinder boundary at early times to an extended plasma corona later. The measured widths were compared to the diameter of the compressed cylinder obtained by hydro-simulations, which assumed no variation of the intensity along the longitudinal direction. Let us also notice that compression was not uniform in the polar direction too, as a consequence of the small number of LP beams (only four). This implies a different target compression at 0° (direction of one of the incident LP beams) and at 45° (direction exactly between two LP beams), an effect which was taken into account by 2D simulations. Therefore the viewing angle of the proton diagnostic also needed to be considered when comparing experimental results to hydro simulations using CHIC code.

The CHIC code includes bidimensional axisymmetrical hydrodynamics based on a cell-centered Lagrangian scheme, electron and ion conduction, thermal coupling, and detailed radiation transport. In our case, the ionization and opacity data are tabulated assuming a local thermodynamic equilibrium, depending on the plasma parameters. The equations of state implemented in the code are based on a QEOS model or SESAME tables. Density (Fig. 6), temperature [Fig. 7 (left)], and ionization degree [Fig. 7 (right)] profiles at different time during target compression, obtained by running CHIC, are shown below.

Figure 8 shows the time evolution of the cylinder diameter compared to the numerical prediction from the hydro-simulations in Figs. 6 and 7 for the case of a cylinder filled with 0.1 g/cc foam. It clearly shows the trend of compression of the target and it also reproduces the stagnation time given by simulations quite well (~2.1 ns). Note that the estimation of the stagnation time was obtained starting from different hydroprofiles obtained by CHIC code relative to different laser energies in MC simulations (stagnation time is a strong function of driver energy) and choosing the best fit with experimental data (the right parameters are those used in Fig. 6). It is clear however that the absolute value of the diameter of the compressed cylinder is not reproduced. In particular, the minimum observed diameter is ~140 μm against ~50 μm given by hydrosimulations (see Fig. 6) for the same stagnation time. Moreover the x-ray radiography results confirm the hydrosimulations prediction giving a minimum observed diameter of ~80 μm. This fact implies that low energy protons are not able to probe the dense core as deeply as x-rays do.

IV. MC SIMULATION

In order to investigate the physical reason of the apparent contradiction among protons, x-ray results, and hydroexpectation value showed in Fig. 8, we have run MC simulations using the code MCNPX developed at LANL. MCNPX is a general-purpose MC N-particle code that can be used for neutron, photon, electron, protons, and other particles transport. The MC code is able to reproduce the experimental setup in all its relevant parts: the proton source (energy spectrum and spatial distribution of the proton source obtained from RCF analysis), the target and detector characteristic (material composition, density profile, and geometry). ST of protons in the target is described by using Bethe’s theory while MS effects are described by Rossi’s theory.
A. Plasma effects

Here we introduced some modifications in order to account for the differences between Bethe’s theory and the actual ST in plasmas. Such “plasma effects,” connected to the variation of parameters [H20849] such as density, temperature, and ionization degree in Figs. 6 and 7 during target implosion, must be taken into account comparing MC simulations with experimental data and hydrodynamic simulations. Indeed in our experiment, there is a significant region (plasma corona) in which the temperature becomes very high [T~1 keV see Fig. 7 (left)] which implies a large number of free electrons (ionization degree) with respect to the bound electrons and a correspondent enhancement of SP. Conventional MC codes such as MCNPX, FLUKA, and SRIM do not take into account such effects because they were built to describe particle transport in cold matter (i.e., temperature and ionization effects are not taken into account).

A number of theoretical studies on ion beam interaction with plasmas are found in literature[20,21] and an experimental proof of the increase of the ion ST in ionized target material has been obtained in Ref. 22. A self-consistent theory of energy loss of ions in plasmas is given by means of the Vlasov–Poisson equations.[21] Our analysis is developed within this framework and leads to the following formula for ST in partially ionized plasma (all the details are shown in the Appendix):

![Temperature profiles](image1)
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**FIG. 7.** Radial temperature (left) and ionization degree (right) profiles of cylindrical target during the compression phase (t=1.1, 1.7, 2.1 ns). The simulations are performed with CHIC code in the same conditions of Fig. 6. Note that the ionization value 3.5 corresponds to the “mean” maximum ionization for the chemical composition of the compressed target.

![Comparison of hard x-ray radiography and proton radiography](image3)

**FIG. 8.** (Color online) (a) Comparison of hard x-ray radiography (below) and proton radiography (above) obtained around the stagnation time (~2.1 ns), showing how hard x-rays probe the target to larger densities. In both cases, diameters are measured from FWHM of optical density profiles drawn along the vertical dashed line (corresponding to the waist of the images, i.e., maximum compression). (b) FWHM of the cylinder 1D profiles as a function of time. Experimental (full circle) vs hydrodynamic simulations (empty circle). Continuous lines represent the hydro-dynamic evolution of each point of the cylinder obtained running CHIC code. The stagnation time is the same as predicted in hydrodynamic simulations but proton images show a larger size.
\[
\frac{dE}{dx} = 1.23 \times 10^{-9} \frac{\rho}{AE_p} \left[q_L f + (Z - q_i)L_b\right],
\]

(1)

where \(L_f\) and \(L_b\) are, respectively, the free and bound electrons terms [Eqs. (A2) and (A5)]. Equation (1) represent the energy loss by protons with energy \(E_p(\text{MeV})\) passing through partially ionized plasma with atomic and mass numbers \(Z\) and \(A\), density \(\rho (\text{g/cc})\), and ionization degree \(q_i\). The temperature effects are taken into account by the term \(L_f\) which is a function of \(k_b T (\text{eV})\).

The general equation in Eq. (1) leads to the Bethe ST formula\(^{19}\) when \(q_i\) becomes

\[
\frac{dE}{dx} = 1.23 \times 10^{-9} \frac{Z b}{AE_p} \ln \left(2149 \frac{E_i}{f}\right)
\]

(2)

and lead to the Bohr ST formula\(^{23}\) when \(q_i\) becomes equal to \(Z\)

\[
\frac{dE}{dx} = 1.23 \times 10^{-9} \frac{q b}{AE_p} \ln \left(235.8 \sqrt{\frac{AE_p}{q b}}\right).
\]

(3)

Comparison between Bethe and Bohr formula is shown in Fig. 9 as a function of proton energy for the same material (Mylar), temperature \(T=1\ \text{keV}\), and density \(\rho = 0.1 \ \text{g/cc}\).

This difference showed in Fig. 9 is principally due to the fact that free electrons are excited more easily than bound ones and it seems that it occurs predominantly for low density regions (e.g., \(\rho < 1 \ \text{g/cc}\)). It is important to note that Eqs. (1)–(3) are valid only in the classical free gas approximation [Eq. (A10) in the Appendix], i.e., for low density and high temperature as showed in Fig. 18. One simple way to include plasma effects without changing the code in MCNPX is to replace the “real” density profile (Fig. 6) \(\rho_h\) given by hydrosimulation with an “effective” profile \(\rho_e\) calculated by imposing the ST used by MC code [Eq. (2)] to be the same as the one which takes place in plasma [Eq. (3)] in the region where the classical free gas approximations are satisfied,

\[
\frac{dE}{dx} (\rho_e) = \left(\frac{dE}{dx}\right) (\rho_h).
\]

(4)

The effective density depends on the hydrodensity through a factor \(\eta\) which depends on the density, temperature, and ionization degree of the plasma and on proton energy \(E_p\).

\[
\rho_e = \eta \rho_h; \quad \eta = \frac{q_i}{Z} \left(\frac{L_f}{L_b} + \frac{Z - q_i}{q_i}\right).
\]

(5)

Note that in the low density plasma corona region (fully ionized plasma \(q_i = Z\)) Eq. (5) becomes \(\eta \sim L_f/L_b\) which implies that if \(L_f > L_b\) then \(\eta > 1\) and \(\rho_e > \rho_h\) according to Fig. 9 and with experimental results obtained in Ref. 23. On the other hand, in the solid target region (\(q_i = 0\)) Eq. (5) becomes \(\eta = 1\) which implies \(\rho_e = \rho_h\).

The above mentioned method affect also the estimation of the MS by the MC code introducing a magnification factor in the Rossi formula implemented in the code (the Rossi formula was obtained in plasma configuration). We calculated the error due to the magnification factor which is almost everywhere less than 10% of the ST coefficient. In Fig. 10 are shown two different profiles obtained running MC simulation once with original density profile (\(\rho_h\)) and the other with the modified one (\(\rho_e\)).

B. Proton energy spectrum

One of the most important ingredients for the MC simulations input file is the spatial and energy distribution of the initial proton beam. This essential information can be obtained by measuring the energy deposited in each RCF layer for a shot in which the cylindrical targets is removed (i.e., protons traveling undisturbed) (Fig. 11). We had uncertainties deriving from shot-to-shot variations in energy and angular distribution of emitted protons.

In particular, following Ref. 24, the energy deposited in the \(k\)th RCF layers [Eq. (6)] is given by the convolution of the energy deposition curve \(B(z_k, x, y, E)\) (characterized by the presence of the Bragg peak) and the proton energy distribution \(P(E, x, y)\),

![Graph showing proton stopping power as a function of energy for cold and warm matter.](image1)

![Graph showing MC simulation of proton energy deposition in layer corresponding to a Bragg peak for \(E_p = 3.2\) MeV unperturbed protons.](image2)
is shown the spatial integrated initial spectrum $P(E)$ calculated inverting the matrix system obtained by the approximation of Eq. (6) for the case of shot without cylinder.

$$S_k(x,y) = \int_0^{E_{\text{max}}} B_{\Delta z_i}(x,y,E_p)P(x,y,E_p)dE;$$

(6)

$$B_{\Delta z_i} = \int_{\Delta z_i} B(z,x,y,E_p)dz.$$  

Assuming a discrete energy spectrum according to energy discretization emerging from RCF configuration (the finite number of RCFs layers gives us information about finite value of energy only) we can approximate the integral in Eq. (6) obtaining a matrix system which can be inverted in order to determine the spatial and energy spectrum of the initial proton beam.

In Fig. 9 is shown the spatial integrated initial spectrum function $P(E_i)$ as was obtained solving Eq. (6) for different energies which are related to different RCF layers compared with the corresponding images for a shot without target “free shot.” The “almost”-exponential form (trapezoidal) of the spectral function agrees with typical spectral function form obtained in proton acceleration experiments (see for example Refs. 24 and 25).

The spectral analysis of proton beam gives us fundamental information: (i) the integrated (over a RCFs surface) energy spectrum (Fig. 9) and (ii) the divergence as a function of energy (the angular divergence can be calculated starting from the diameter of the spatial profiles functions for each discrete energy and the proton source-detector distance). These results are implemented as initial condition for the MC simulations together with the density profiles obtained by CHIC code modified following the scheme showed in the previous section (plasma effects).

A quantitative analysis of the energy and spatial distributions of protons after they are passed through the cylinder has been done starting from RCF images obtained by shots with cylindrical target. The integrated energy spectrum of the proton beam after passing through the cylinder (see Fig. 9) shows a consistent reductions of number of particle in the low energy region ($E_p < 4$ MeV). This is due to the fact that proton with energy below that value of energy overcomes a maximum areal density of the order of 13 mg/cc which is the typical mean value of the dense plasma core in our conditions.

C. Simulations results

Simulations of image formations were finally done as follows: (i) We assume a time sampling of hydroprofiles (density, temperature, and ionization degree (Figs. 6 and 7). (ii) For each hydrotime, we run a MC simulation using the relative proton energy and protons number, calculating the energy deposition in each RCF layer. Each hydrotime corresponds to a different time-of-flight of incoming protons, i.e., to a different proton energy. [The total number of particle (normalized to 1) used in all simulations must be equal to 1]. However, here we consider the energy deposited by such protons in all RCF layers and not only in the one corresponding to the Bragg peak of the emitted protons, as it is usually done (of course, images will be formed only in RCF layers before that corresponding to the initial Bragg peak and in this one). (iii) The full proton spectrum is covered running different simulations changing hydrotimes (i.e., the hydroprofiles).

In this way, for each RCF layer we get a series of monoenergetic, fixed-time, 2D images. (iv) Finally for each RCF layer, we sum all images at different times. In this way the resulting images on each layer will contain the contribution of all the protons of the beam, which probed the target at different times (depending on their energy).

The effects of image mixing is shown for instance in Fig. 12. Single energy images (obtained by considering Bragg peak deposition only) show a trend to increase target size as implosion proceeds, in disagreement with hydrosimulation results. Multienergy mixed images show instead the opposite trend. This is due to the fact that the convolution of the
synthetic images depends on the proton beam spectrum after passing through the compressed target which shows a consistent reduction in the low energy region.

These synthetic images (Fig. 13) can be compared to experimental ones (Fig. 5). Let us notice that in our energy ranges, as specified below, the protons directly traveling through the central axis of the compressed cylinder will suffer severe energy losses and severe MS. Therefore they will either not emerge from the cylinder, or emerge with a much reduced energy (therefore depositing their dose in another RCF layer), or finally, emerge with large scattering angles, so that they will be diffused over the entire layer surface. Therefore, the image formation will rather be done in negative by protons traveling around the central part of the compressed cylinder.

Following the analysis procedure which we applied to experimental data, we have extracted FWHM by using Gaussian and super-Gaussian fits (Fig. 14). We find, in agreement with experimental observations, a transition from super-Gaussian profiles at early times to Gaussian ones later in time. (Let us notice that in our synthetic images the compression is 2D, i.e., it is uniform in the direction of the cylinder axis. What we see at the edges of the compressed cylinder is simply due to modulation of MS effects). The full compression time is covered considering three different shots: shot $n^9$ from 1.1 to 1.5 ns $E_{\text{max}} \sim 10$ MeV, shot $n^5$ from 1.5 to 1.9 ns $E_{\text{max}} \sim 10$ MeV and shot $n^3$ from 2.0 to 2.4 ns $E_{\text{max}} \sim 6$ MeV.

**V. PHYSICAL INTERPRETATION**

The apparent difference between proton radiography experimental and MC simulations results compared to the hydrodynamical expectation value and x-ray radiography results should be investigated more deeply in order to understand the physical meaning of this fact. In particular the relevant difference between proton (charge particle) and x-ray (neutral particle) is given by the fact that protons interact with the Coulomb field of the nuclei that are within the probed matter. The number of those interaction is huge (i.e., MS) and must be evaluated using statistical methods. In the following we investigate the MS phenomena and its influence in PR resolution.

**A. Multiple scattering effects**

It is important to perform an analytical evaluation of MS because it is really the main responsible of the observed larger size of the proton images. This allows to evaluate the right object size and also (as we will do in the last part of this paper) to evaluate the necessary conditions for getting good proton radiographies.

We can estimate the effect of MS on the detected size of the cylinder, by defining the blurring factor as

$$\xi = L \theta; \quad \theta = \frac{E_p}{2} \sqrt{\frac{1}{L R} \frac{A [g/cm^2]}{E [MeV]}}, \quad A = \int_{-\infty}^{\infty} \rho(x) dx, \quad (7)$$

where $A$ is a generalization of the areal density for cylindrical geometry (usually $A$ is defined as the product of the density times the longitudinal extension of the probed material), $L$ is the distance between the cylinder and detector, $\theta$ is the mean angular deflection of a proton with energy $E_p$, traversing a material with density $\rho$, $E_p$ is a constant $= 15$ MeV, and $L_r$ is the radiation length.
\[
\frac{1}{L_{\text{R}}(\text{g/cm}^3)} = 1.4 \times 10^{-2} \frac{Z^2}{A} \ln \left( \frac{181}{\sqrt{Z}} \right).
\] (8)

Equation (7) was obtained by Rossi in Ref. 19 using a definition for the radiation length which is different from the one used today so when using this formula, one must be careful to take this difference into account.

At each hydro time, the approximate size \(D_i\) of the image formed on the 4th layer will be convolution of the real size \(\phi_i\) of the cylinder image with the blurring coefficient \(K_i\),
\[
D_i = \frac{1}{M} \sqrt{(\phi_i M)^2 + K_i^2}.
\] (9)

Finally, the image formed on the layer \(k\) will have a size \(D_k\) given by the FWHM of the image \(I_k = \sum \phi_i K_i\) obtained by the convolution of all the images \(I_k\).

In principle, Eq. (9) can be inverted deducing the real size of the cylinder for each layer. In order to estimate MS effect using the Rossi formula in Eq. (7) we should calculated the areal density \(A\) [Eq. (7)]. The areal density is usually defined in planar target geometry as the product between the density of the material (which is assumed constant) and the thickness of the target (along the direction perpendicular to the target surface). If the density profile along the longitudinal direction is not constant, this agrees with the so-called Gaussian approximation (the product of the peak density with the FWHM). In this experiment (and generally in all ICF experiments) the cylinder density profile cannot be represented by a Gaussian function (see Fig. 6) it is instead characterized by three regions: (i) the plasma corona (low density but large size), (ii) the shocked region (high density short distance), and (iii) the unperturbed target (original target density). Hence the proton traveling inside the target will see the value of the peak density only for short distance (~20 \(\mu m\)). In these conditions the Gaussian approximation leads to an overestimation of the blurring coefficient and the areal density must be calculated by detailed integration of the density profiles [Eq. (7)]. Moreover in this experiment the produced protons had a relatively low energy, the energy loss when they cross the target, and the MS effects are therefore quite large. In particular the protons passing through the dense core of the imploded target are scattered more than the protons passing through the external plasma corona so the images on layers are mainly formed in negative by external protons. In this case the areal density in Rossi’s formula must be calculated by integrating the density profile only in the plasma corona region (i.e., considering external protons only).

Figure 15 shows estimations of the cylinder size (FWHM) for shot n°9 using Rossi’s formula to calculate blurring coefficient and assuming different definition of the areal density \(A\). The estimation based on the Gaussian approximation is far from simulation predictions while the estimations based on numerical integration of the hydrodensity profile are more precise. It is important to note that, as we have mentioned before, for low energy (first layers) \(A\) must be calculated only in plasma corona region.

The paper reported in Ref. 4 modeled the propagation of protons through the target using an algorithm based on the SRIM code, which is in principle quite similar to MCPNX. However, the authors did not take into account the plasma effects and, as we already said, they only analyzed a single experimental image at fixed time neglecting the whole time evolution of the imploding target and the contributions from protons of different energies, i.e., they neglected image mixing. In this way they oversimplified the physical interpretation of the experimental results. Furthermore they estimated MS effects in a wrong way, by calculating the blurring coefficient [Eq. (7)] using density of the order of that of the compressed core [Fig. 15(b)], instead of the low density region [Fig. 15(c) or Fig. 15(d)], which is typical of the plasma corona. The resulting blurring coefficient increases and the resulting size prediction is \(I \sim 160 \mu m\), which is far from the experimental results \(I \sim 120 \mu m\). Finally the authors were unable to justify the large target size observed in proton radiography images, and in order to explain the difference they claimed for additional exotic effects due to electric fields in the target. We have show in this paper that there is no need for such additional effect and that, if properly taken into account, the hydrodynamics alone can completely justify the observed images.

B. Proton radiography solution

In this paper we have shown that the mechanism of PR in warm dense matter (ICF experiment) is quite different from that in cold matter due to the presence of a large number of collisions. Many MC simulations were made but were never introduced any criterion for measuring the resolution of proton radiography in ICF.

Here we want to define a criterion to estimate the resolution degree of the system starting from the parameters and the experimental setup. To do this let us consider the experimental setup shown in Fig. 16(a) in which a pointlike proton
source irradiates a finite size object projecting its image on the detector. In principle, if the MS is negligible, the object will appear transparent (i.e., $\rho=0$) and the projected image size will appear enlarged by a factor $M$ [Eq. (9)] which corresponds to the geometrical magnification.

More specifically, defining a generic distance between two points in the object $\delta x$, the projected size on the detector becomes $\Delta x=M \delta x$. Nevertheless the effect of the Coulomb MS is never negligible and the protons passing through the object are deflect by a mean angle $q$ giving a mean displacement $\xi=L \theta$ which can be estimate using the Rossi’s formula in Eq. (7).

Therefore the projected image on the detector will appear enlarged by a factor $\mu$ with respect to that would appear if there were no scattering $\Delta x$, i.e., by a factor $\mu M$ with respect to the initial distance $\delta x$ [we start from Eq. (9) using $\Delta x$ instead of $\delta x$],

$$\mu = \sqrt{1 + \left(\frac{\xi}{\delta x}\right)^2}; \quad \xi = \xi/M.$$  

Starting from the above considerations, we can infer that the blurring coefficient must remain less or of the same order than resolution that we would like to obtain in order to avoid the crossover between different single proton trajectory and the consequent loss of the initial spatial target information’s carry on by protons.

The above-mentioned condition can be written in terms of blurring coefficient (i.e., $\xi/M$ is the resolution of our system in analogy with Rayleigh’s criterion in optics)

$$0 \leq \xi \leq \delta x$$  

or in terms of the $a$-dimensional parameter $m$

$$1 \leq \mu \leq \sqrt{2}.$$  

We refer to the above condition [Eqs. (11) and (12)] as the “strong condition.” If the strong condition is satisfied we can use proton radiography in conventional way and the gray scale obtained by the RCF analysis will be proportional to the density gradient of the probed target.

A simple estimation of the $\mu$ parameter can be done starting from the protons passing through the dense core in our case: the size of the core is $\sim 60$ mm then we look for a resolution $\delta x \sim 20 \mu m$; the blurring coefficient $\xi/M$ can be estimated assuming the maximum energy for protons (10 MeV), which are passing through an area density $A \sim 0.05$ g/cm$^2$ and a magnification factor $M=4.5$. The result is $\mu \sim 7$ which is larger than the maximum permitted value in Eq. (12) confirming that for low energy protons the strong condition cannot be applied because of they are not able to probe the dense core. On the other hand, assuming the plasma corona areal density $A \sim 0.002$ g/cm$^2$ and the same conditions we obtain $\mu \sim 2$ which is a more reasonable value.

In Fig. 17 is shown the mean scattering angle versus areal density for different proton energy. Typical value for our experiment is shown. The maximum resolution obtained in the region of the plasma corona at the RAL-08 experiment is about 20 $\mu m$ due to the low energy of the probed protons (<10 MeV), while if we would like to probe a typical core density target in omega the we need to use a very high energy proton beam ($\sim 250$ MeV).

The grey region corresponds to the ST limit obtained by fitting simulations based on the ions ST formula in Eq. (1). In particular we calculated the minimum energy required for a proton to overcome certain areal density of carbon ($Z=6 \ A=12$) $E_m[\text{MeV}]=30 \sqrt{A[\text{g/cm}^2]}$. Inserting the minimum energy into the Rossi formula for the mean scattering angle [Eq. (7)] we obtain the maximum scattering angle for proton to overcome certain areal density $\theta_m=\sqrt{A[\text{g/cm}^2]}/E_m[\text{MeV}] \sim 1.9^\circ$ (i.e., protons with scattering angles lower than the maximum will overcome the areal density).

The above considerations suggest that proton radiogra-
The resulting Blurring coefficient will be

$$\xi_\gamma = \frac{\Gamma v A_\gamma}{E_p} = \frac{\Gamma v A_\gamma}{E_p} \exp \left[ - \ln 2 \left( \frac{x}{w} \right)^\gamma \right];$$

(15)

and on the geometry of the target density profiles (ρ, Eρ, w, Γ) and on the geometry of the target density profiles (γ, η) it gives us the resolution of proton radiography for all the protons passing outside of the core which is defined by the FWHM. The (ii) condition depends on the geometry of the target density profiles (γ, η) and it guarantees that the protons passing through the core do not participate to form the image on layer.

Of course in the weak condition regime we accept to lose all the information about the internal core of the target and we look at its size only.

From experimental point of view the super-Gaussian degree g is not convenient in anyway we can use the relation between the Gaussian degree g and the slope of the density profiles calculated in w [A′(w)]

$$A′(w) = \frac{\ln 2}{2w} \left( \frac{p_p}{w} \right) \gamma.$$

(16)

Let us check the weak condition for the two interesting cases; RAL-08 (Refs. 10 and 11) and omega typical experiments.25 The (ii) condition is independent on the experimental parameters and it leads to the conditions: Δx > 20 μm for γ = 2 and Δx > 10 μm for γ = 4. The (i) condition gives Δx > 85 μm for γ = 2, Δx > 30 μm for γ = 4, and Δx > 15 μm for γ = 6 for the RAL-08 experiment (ρ = 5 g/cc, Eρ ~ 10 MeV, w ~ 60 μm), and gives Δx > 90 μm for γ = 2, Δx > 30 μm for γ = 4, and Δx > 18 μm for γ = 6 for a typical omega target (A = 0.2, Eρ ~ 15 MeV, w ~ 60 μm).

VI. CONCLUSIONS

PR has been used to diagnose the implosion of cylindrical targets, but a detailed analysis is required in order to allow comparison with hydro simulations. The simple RCF-
layer-to-time relation does not hold here because of image mixing. The information carried on by protons passing through the dense core is lost because they are scattered more than the protons passing through plasma corona. The last ones then form the images on detectors “in negative.” Moreover, we have shown that in conditions in which the experiment has been performed, ST is higher in low density plasma than in cold matter and how we can take into account this effect in MC simulation. In any case, even if the time history and stagnation time are reproduced correctly, low-energy protons are not able to probe the dense core directly. MS is reduced for high-energy protons and, with respect to this problem, we have deduced two different criteria to predict the minimum energy needed in order to reach a good resolution in ICF experiments.
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APPENDIX: PROTON ST

For our intent we prefer to write all the formulas in unit of MeV for proton beam energy \( E_p \), g/cc for density \( \rho \) of the probed material, and eV for the temperature \( k_b T \) of the plasma. We start writing the classical nonrelativistic Bethe SP formula for cold matter,\(^{17}\)

\[
\left( \frac{dE}{dx} \right)_c = 1.23 \times 10^{-3} \frac{\rho Z L_0}{AE_p}, \tag{A1}
\]

where

\[
\ln \left( \frac{2149 \frac{E_p}{I}}{I} \right); \quad I = 8Z \left( 1 + \frac{1.8}{\sqrt{Z}} \right). \tag{A2}
\]

Equation (A1) represents the energy loss by proton with energy \( E_p \) passing through a material with atomic and mass numbers \( Z \) and \( A \) and solid density \( \rho_s = (A/Z)(n_s/N_a) \), where \( n_s \) is the bound electrons density, and \( N_a \) the Avogadro number and is the mean ionization potential. When the proton beam passes through a plasma instead of cold matter, Eq. (A1) is not able to describe all the physical phenomena occurring during the interaction as for example the temperature effects. The right SP formula can be obtained starting from a self-contained representation of the theory of energy loss of ions penetrating classical plasma given by nonrelativistic Vlasov–Poisson equations,\(^{19}\)

\[
\partial_t + \vec{v} \cdot \partial_x + \frac{e}{m} (\partial_x \phi) \cdot \partial_x f(\vec{r}, \vec{v}, t) = 0; \tag{A3}
\]

\[
\nabla^2 \phi = -4\pi Z e \delta(\vec{r} - \vec{v}t) + 4\pi \int f(\vec{r}, \vec{v}, t) d^3 v - 4\pi n_0 e
\]

which leads to the following solution:

\[
\left( \frac{dE}{dx} \right)_p = 1.23 \times 10^{-3} \frac{\rho L_f}{AE_p} [q_i L_f + (Z - q_i) L_b], \tag{A4}
\]

where

\[
L_f = G(x) \ln(\lambda_b, k) + H(x) \ln(x), \tag{A5}
\]

\[
G(x) = erf \left( \frac{x}{\sqrt{2}} \right) - \sqrt{\frac{2}{\pi}} x \exp(-x^2/2), \tag{A6}
\]

\[
H(x) = \frac{x^3}{3\sqrt{2\pi}} \exp(-x^2/2) + \frac{x^4}{x^3 + 12}, \tag{A7}
\]

\[
x = 33 \sqrt{\frac{E_p}{K_bT}}; \quad \lambda_d = 7.6 \times 10^{-12} \sqrt{\frac{AK_bT E_p}{q_i \rho_p}}, \tag{A8}
\]

\[
k = \min(7.46 \times 10^{11} (E_p + 1.8 \times 10^{-3} K_b T), 2.4 \times 10^{11} E_p). \tag{A9}
\]

Here \( \lambda_d \) is the Debye length in unit of \( m \), \( k \) in \( m^{-1} \) is the inverse of the impact parameter, and \( \rho_p = (A/q_i)(n_i/N_a) \) is the plasma density with \( n_i \) defined as the free electron density. The above equations can be derived assuming two conditions which must be always satisfied:\(^{19}\) (c1) Free gas Maxwell–Boltzmann statistic approximation and (c2) collisionless approximation.

With our notation the above conditions can be written as

\[
K_b T[eV] > 66.7 \left( \frac{q_i}{A} \right)^{2/3} \rho^{2/3} [g/cc] = K_b T > 42 \rho^{2/3}, \tag{A10}
\]

\[
K_b T[eV] > 58.8 \left( \frac{q_i}{A} \right)^{1/3} \rho^{1/3} [g/cc] = K_b T > 46.7 \rho^{1/3}. \tag{A11}
\]

Assuming a completely ionized \((q_i=6)\) carbon target \((A=12)\) we obtain:

Figure 18 shows the region of temperature-density plane [completely ionized \((q_i=6)\) carbon target \((A=12)\)] in which conditions c1 and c2 are satisfied. The filled circles represent the three different state of the target in RAL-08 experiment. Note that SP formula in Eq. (A5) is able to describe the energy loss by protons in the plasma corona region only and partially in the plasma core region (high density and temperature). The cold region can be described also by Eq. (A4) in the limit of nonionized plasma \((q_i=0, i.e., \text{solid state})\) in which it becomes equal to Eq. (A4). For ICF physics, the temperature of the proton beam which probed the target \((\sim 10 \text{ MeV})\) is always greater than the temperature of the probed plasma \((\sim 1 \text{ KeV})\), then the free term in Eq. (A5) becomes

\[
(A5_{\text{free}}) L_f \approx \ln \left( 60 \sqrt{\frac{AE_p^2}{q_i \rho_p}} \right) \tag{A12}
\]

which leads to the following simplified formula [starting from Eq. (A4)]:

\[
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FIG. 18. (Color online) Temperature (eV) vs density (g/cc) plane. The filled circle regions represented by the graph represent the three different states of matter occurring in RAL-09 experiment. The region above the red (lighter) line ($T > 46.7T_0$) is that in which the conditions in Eq. (A11) are satisfied while the region above the blue (darker) line ($T > 42T_0$) is that in which the conditions in Eq. (A11) are satisfied.

\[
\left( A\rho_0 \right) \left( \frac{dE}{dx} \right)_p = 1.23 \times 10^{-9} \frac{q_i q_p}{AE_p} \ln \left( 60 \sqrt{\frac{AE_p}{q_i q_p}} \right) + \left( Z - q_i \right) \ln \left( \frac{2149 E_p}{I} \right). \tag{A13}
\]