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Abstract

This paper introduces methods for probabilistic uncertainty analysis of a frequency response function (FRF) of a structure obtained via a finite element (FE) model. The methods are applicable to computationally expensive FE models, making use of a Bayesian metamodel known as an emulator. The emulator produces fast predictions of the FE model output, but also accounts for the additional uncertainty induced by only having a limited number of model evaluations. Two approaches to the probabilistic uncertainty analysis of FRFs are developed. The first considers the uncertainty in the response at discrete frequencies, giving pointwise uncertainty intervals. The second considers the uncertainty in an entire FRF across a frequency range, giving an uncertainty envelope function. The methods are demonstrated and compared to alternative approaches in a practical case study.
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1. Introduction

Finite Element (FE) modelling is perhaps the most widely used computational tool in the analysis of structural vibrations, particularly for the prediction of frequency response functions (FRFs). In recent years there has been a growing level of interest in how different types of uncertainty can be handled with this modelling approach. These uncertainties can be inherent to the model itself.
(for example due to assumptions regarding the boundary conditions), or alternatively they could arise due to unknown values of physical parameters (for example component geometry or material properties). In the latter case, this lack of knowledge could be attributed to variation between nominally identical components (i.e. variability), or uncertainty during the design process regarding the final choice of dimensions or material.

There has long been interest in how uncertainty propagates through FE models. The method with the greatest pedigree is the Stochastic Finite Element method (SFE) [1]; this is a probabilistic method. In the general SFE formulation, the material properties across the structure can be specified as a random field. In a manner similar to the discretisation of the structure into finite elements, the random field is discretised into a denumerable set of random variables using the Karhunen-Loeve expansion, which is then truncated at some finite order. The results from the FE model are then expressed as a mean value supplemented by an expansion in terms of the random variables, allowing statistics of the quantity of interest to be computed. In the last decade, interest has grown in possibilistic approaches, such as a fuzzy approach to FE analysis and computation of modal quantities [2, 3]. More recent work has considered component mode synthesis as a framework for investigating both probabilistic and possibilistic uncertainties [4], and using possibilistic techniques based upon fuzzy numbers [5]. A ‘fuzzy FE’ approach is also developed in [6] and applied to a variety of case studies including the Garteur benchmark FE problem - a small scale aircraft model developed for assessing ground vibration test techniques.

A common issue when trying to propagate uncertain parameters through complex FE models is that the deterministic nature of the modelling approach leads to many model evaluations being performed, each for a different configuration of the uncertain inputs. In probabilistic modelling, this results in Monte Carlo simulations, whilst in possibilistic modelling, the repeated model evaluations can be used to generate fuzzy numbers representing the uncertainty in the model’s response.

This paper focusses on a probabilistic method for uncertainty analysis of FE models, using a statistical metamodel, or emulator, to reduce the number of FE model evaluations required, and hence reduce the computational cost. The remainder of the paper is organised as follows. First, the probabilistic uncertainty analysis problem is formulated, before introducing the concept of the emulator. Next, the use of the emulator for uncertainty analysis is described using a simple graphical example. The uncertainty analysis of FRFs that are predicted from FE models is then considered. This approach is then applied to a numerical case study based upon the Garteur testbed. Following a discussion, conclusions are drawn regarding the application of this modelling approach to FE modelling problems in structural dynamics.

2. Probabilistic uncertainty analysis of FE models

Consider a deterministic FE model evaluated at a particular degree of freedom. It takes a set of $p$ input parameters, denoted $\mathbf{x} = (x_1, ..., x_p)^T$, and
returns a set of outputs that consists of pairs of modal parameters. A typical FE analysis considers a subset of the modal parameters, which we denote \( \{(\hat{m}_i, \hat{k}_i) : i = 1, \ldots, n_{\text{modes}}\} \), where \( \hat{m}_i \) are the modal masses and \( \hat{k}_i \) are the modal stiffnesses. The FE model is deterministic, so repeated runs with the same configuration of input parameters will return the same outputs, and we may represent it as a function \( y = \eta(x) \), where \( y = (\hat{m}_1, \hat{k}_1, \hat{m}_2, \hat{k}_2, \ldots, \hat{m}_{n_{\text{modes}}}, \hat{k}_{n_{\text{modes}}})^T \).

In the probabilistic uncertainty analysis of a deterministic computer model, we consider the values of the uncertain input parameters to be a multivariate random variable \( X \). As a result, the output of the model is also a multivariate random variable, which we denote \( Y = \eta(X) \). The first step in the analysis is to quantify the uncertainty in \( X \) by specifying a probability distribution \( F(x) \). This distribution may be constructed using data, or by eliciting expert opinion \([7]\), or a combination of both. Our aim is then to propagate the uncertainty in \( X \) through the computer model in order to characterise the distribution of \( Y \), which is known as the uncertainty distribution.

A straightforward solution to this problem is to use a Monte Carlo procedure. In this we draw a large sample \( \{x_1, \ldots, x_N\} \) from the input distribution \( F(x) \) and run the model at each sampled input configuration \( x_i \). The result is a sample of the outputs \( \{y_1, \ldots, y_N\} \), from which we can estimate any summary of the uncertainty distribution such as the mean, the variance, or a particular quantile, using the corresponding summary statistic. For example, the mean of the uncertainty distribution may be estimated using the sample mean of \( \{y_1, \ldots, y_N\} \). For a general summary, denoted \( S(Y) \), the precision of the estimate is determined by the sample size \( N \), and standard techniques are available for estimating the Monte Carlo error in the estimate \([8]\).

When we perform an uncertainty analysis of an FE model of a structure, characterising the uncertainty distribution of the FE model outputs (i.e. the modal parameters) is often only an interim step. In many cases, we are ultimately interested in quantifying the uncertainty in the corresponding FRF of the modelled structure. According to the concept of modal superposition, the FRF of the undamped structure is calculated as

\[
G(\omega; y) = \sum_{i=1}^{n_{\text{modes}}} \frac{1}{k_i - \omega^2 \hat{m}_i}.
\]

Since the modal parameters are uncertain, the FRF at a particular frequency \( \omega \) is itself a random variable, which we denote \( G_\omega \). Given the Monte Carlo sample of the modal parameters, we may obtain a sample from the distribution of the FRF at \( \omega \) by simply plugging the sampled modal parameters into Equation (1). This gives us a sample \( \{G(\omega; y_1), \ldots, G(\omega; y_N)\} \) from which we may obtain any summary of the FRF uncertainty distribution, \( S(G_\omega) \).

In the next section, an alternative approach is described based upon the use of an emulator. However, at this stage it is useful to briefly mention the practical relevance of Equation 1. Real structures possess damping, such that the modal solution involves an imaginary term. Nevertheless, most FE solutions do not
consider structural damping, and so any uncertainty in the damping does not directly influence the problem of uncertainty propagation in the FE analysis. Another aspect of Equation 1 is that there are more generalised modal solutions that involve mass-normalised modes and modal constants, rather than mass and stiffness terms. Furthermore, uncertainty can cause the density functions for the natural frequencies to overlap and give a finite probability that mode $i$ will appear at a higher frequency than mode $i + 1$. This means that the emulator cannot distinguish between individual modes based upon their natural frequency. These issues will not be considered in the present study, since the intention here is to demonstrate that multivariate emulators can be applied to the uncertain FE problem in its simplest form, without introducing additional levels of complexity.

3. Emulators

Monte Carlo uncertainty analysis requires the model to be run at many input configurations in order to make accurate inference about the uncertainty distribution, and the number of runs required increases exponentially with the number of uncertain input parameters. Consequently, the Monte Carlo method described above is impracticable if the model is computationally expensive. A solution to this problem is to use a metamodel. A metamodel is a surrogate which mimics the behaviour of the model while being computationally cheap to run. It is trained using a small number of model runs, then used as a replacement for the model in the Monte Carlo procedure.

A metamodel may be statistical or non-statistical. Techniques used for building non-statistical metamodels include neural networks [9], support vector machines [10, 11], and genetic programming [12]. For a statistical metamodel, any statistical regression technique may be used. Popular approaches include response surface methodology, in which the model is represented by a low degree polynomial [13, 14], and nonparametric regression using Gaussian processes (GPs) [15]. GP regression also appears in geostatistics, where it is known as kriging [16, 17], and in the field of machine learning [18].

In this paper we use statistical metamodels, taking a Bayesian approach. We consider the model to be an unknown function $\eta(x)$ and give it full probabilistic specification in the form of a prior distribution. The prior distribution is updated using the training data, resulting in a metamodel (the posterior distribution) that gives an estimate of $\eta(x)$, but also quantifies uncertainty about $\eta(x)$ due to only evaluating $\eta(x)$ at a limited number of values of $x$. We refer to a metamodel of this type, where predictions have the form of a probability distribution, as an emulator. A common choice of prior for $\eta(.)$ is a GP, in which case the emulator becomes a Bayesian version of GP regression. A detailed introduction to GP emulator methodology is given in the online toolkit provided by the Managing Uncertainty in Complex Models (MUCM) project (http://mucm.aston.ac.uk/MUCM/MUCMToolkit).

Early work on GP emulators [19, 20] focussed on computer models with a single scalar output, where a univariate GP is used to represent uncertainty in
the computer model output. More recently, attention has turned to emulating models with multiple outputs [21, 22, 23]. For a model with \( r \) outputs, we represent our uncertainty in the function \( \eta(.) \) by the GP prior

\[
\eta(.) = m(.) + z(.)
\]

\[
m(.) = (I \otimes h(.)^T)\beta,
\]

\[
z(.)|\theta \sim GP_r[0, C(., .)].
\]

The function \( m(.) \) is the prior mean, in which \( h(.) \) is a vector of \( q \) regressors and \( \beta \) is a vector of \( rq \) unknown coefficients. The non-constant mean function is a type of response surface that represents the global trend of the model output across input space. This helps the emulator to predict outputs in regions of the input space which are sparsely populated by training data. We use a linear trend surface, so \( h(x)^T = (1 \ x^T) \), and we assume weak knowledge about the coefficients, using the improper prior \( \pi(\beta) \propto 1 \). The residual \( r \)-variate GP, \( z(.) \), is a nonparametric component that represents the nonlinear aspects of the model response, and ensures that the emulator prediction function interpolates the training data. It has a \( r \times r \) matrix-valued covariance function, \( C(., .) \), which is controlled by some hyperparameters \( \theta \).

3.1. Multivariate covariance functions

A key issue in constructing a multivariate GP emulator is defining a structure for \( C(., .) \), the covariance function of the residual process. There are two types of correlation that must be accounted for within \( C(., .) \). First, there are between-output correlations which arise because we expect some or all of the outputs to have a shared dependency on the physical processes within the model. An example within the context of FE models is that all modes of vibration relating to a particular component will be influenced by any uncertainty in the material properties of that component. Second, there is correlation over the input space, which arises because we expect that knowledge of the model output values at one point in the parameter space will be informative about the output values at neighbouring points.

Often in multivariate GP emulators the two types of correlation are treated as being separable, so the covariance function is the product of a between-outputs covariance matrix and a spatial correlation function (where the term ‘spatial’ in this context refers to the space of the input parameters.) Separability of the covariance structure leads to various mathematical simplifications, but may be too restrictive for applications such as FE models in which the outputs represent more than one type of physical quantity [22]. The reason is that a separable covariance has a single spatial correlation function for all the outputs, making it unsuitable for use when outputs exhibit different types of response to changes in the input parameters.

The alternative to a separable covariance is a nonseparable covariance function, which allows different spatial correlation function for each output. Methods for constructing nonseparable covariance functions are discussed in [24].
Here, we use a method based on the *linear model of coregionalization* (LMC), a tool that is popular in geostatistics for modelling multivariate spatial processes [16, 25, 26, 27]. The idea behind the LMC is to construct output processes as linear combinations of a number of building-block processes. Using the LMC, the residual process in the GP emulator prior is

\[ z(\cdot) = Tu(\cdot), \]  

where \( T \) is a full-rank \( r \times r \) matrix, and \( u(\cdot) \) is a vector of \( r \) independent zero mean GPs with unit variance and spatial correlation functions \( \kappa_1(\cdot, \cdot), \ldots, \kappa_r(\cdot, \cdot) \). Note that under this definition, \( z(\cdot) \) is still a GP, since GPs are closed under linear combination.

It follows from (3) that the covariance function for \( z(\cdot) \) is

\[ C(\cdot, \cdot) = T[\text{diag}\{\kappa_1(\cdot, \cdot), \ldots, \kappa_r(\cdot, \cdot)\}]T^T \]

\[ = \sum_{j=1}^{r} \Sigma_j \kappa_j(\cdot, \cdot), \]

where, for \( j = 1, \ldots, r \), \( \Sigma_j = t_j t_j^T \), in which \( t_j \) is the \( j \)th column of \( T \). The set \( \{\kappa_1(\cdot, \cdot), \ldots, \kappa_r(\cdot, \cdot)\} \) forms a basis of correlation functions, and the covariance function for a single output or a pair of outputs is a weighted sum of those basis functions. The weights are determined by the elements of the matrices \( \Sigma_j, j = 1, \ldots, r \), known as the *coregionalization matrices*. An advantage of the LMC construction is that, by composing the overall correlation function as combination of basis functions, variation in the response occurring on several different scales can be modelled.

### 3.2. Building the emulator

To build the emulator, a training design \( X = (x_1, \ldots, x_n) \) is selected. A common choice for the training design is the Latin hypercube design (LHD) [28], which guarantees to spread design points evenly across each input parameter dimension. There are many different LHs of any given dimensionality and size, so one typically generates a large number of them and chooses the one which best fulfills some space filling criterion. In this work we use LHs chosen to maximise the minimum distance between pairs of points (the *maximin* criterion).

The computer model is run at each point in the training design, yielding a vector of training data outputs \( Y \). We condition the prior (2) on the training data and integrate over the prior distribution of the coefficients \( \beta \) to obtain the posterior process

\[ \eta(\cdot)|Y, \theta \sim \text{GP}_r\{m^\dagger(\cdot), C^\dagger(\cdot, \cdot)\}, \]

where, for prediction at a set of \( \hat{n} \) new input points \( \hat{X} = (\hat{x}_1, \ldots, \hat{x}_n) \), the poste-
The posterior mean and covariance are
\[ m(\hat{X}) = \hat{H}(\hat{X})\hat{\beta} + F(\hat{X})V^{-1}(Y - H\hat{\beta}), \]
\[ C(\hat{X}, \hat{X}) = C(\hat{X}) - F(\hat{X})V^{-1}F(\hat{X})^T \]
\[ + (\hat{H}(\hat{X}) - F(\hat{X})V^{-1}H)(H^TV^{-1}H)^{-1}(\hat{H}(\hat{X}) - F(\hat{X})V^{-1}H)^T, \]
where \( \hat{\beta} = (H^TV^{-1}H)^{-1}H^TV^{-1}Y \). The notation here is as follows:
\[ H = I \otimes h(X)^T, \]
\[ \hat{H}(\hat{X}) = I \otimes h(\hat{X})^T, \]
\[ V = C(X, X), \]
\[ F(\hat{X}) = C(\hat{X}, X). \]

The posterior mean, \( m(\cdot) \), smoothly interpolates the training data and is used for point predictions of the outputs at untried input points. The uncertainty in those predictions is quantified by the posterior covariance function \( C(\cdot, \cdot) \).

The GP emulator is demonstrated in Figure 1, using a toy model with one input and one output. The plot shows the posterior mean and the 95% posterior credible intervals, highlighting two important features of the emulator:

- The posterior mean, \( m(\cdot) \), replicates the training data exactly.
- The posterior variance is zero at each training data point, so there is no uncertainty at points where the model has been run.

A consequence of these two features is that the emulator introduces no additional uncertainty into the analysis: the emulator merely fills the gaps between points where the model has been run with probabilistic predictions.

4. Uncertainty analysis using an emulator

The simplest way of using an emulator to carry out an uncertainty analysis is to use the posterior mean function \( m(\cdot) \) as a direct replacement for \( \eta(\cdot) \) in the Monte Carlo procedure detailed in section 2. Once the training data covariance matrix \( V \) has been inverted, \( m(\cdot) \) can be evaluated at any input point with virtually no computational cost, so the Monte Carlo procedure becomes trivial. However, the problem with this approach is that no account is made for the extra uncertainty induced by the non-exact approximation of \( \eta(\cdot) \) by \( m(\cdot) \) at untried input points.

A better approach is to note that any summary of the uncertainty distribution \( S(Y) \) is itself an uncertain quantity, since it is a function of the unknown function \( \eta(\cdot) \). The following Monte Carlo procedure, proposed in [29], incorporates the uncertainty in \( \eta(\cdot) \) into the analysis:

1. Draw a sample \( \{x_1, \ldots, x_{N_u}\} \) from the input distribution \( F(x) \).
2. Draw a random function \( \eta_{(j)}(.) \) from the emulator posterior distribution (eqn. 5) and evaluate \( \eta_{(j)}(x_1), \ldots, \eta_{(j)}(x_{N_x}). \)

3. Obtain \( S_j(Y) \), the Monte Carlo estimate of \( S(Y) \) using the sample \( \{ \eta_{(j)}(x_1), \ldots, \eta_{(j)}(x_{N_x}) \} \).

4. Repeat steps 1-2 to obtain a sample \( S(Y) = \{ S_1(Y), \ldots, S_{N_\tilde{S}}(Y) \} \).

5. Use \( S(Y) \) to estimate any summary of the distribution of \( S(Y) \).

This Monte Carlo procedure is illustrated in Figure 2, again using a toy model with one input and one output. In the example the aim is to estimate \( S(Y) = E[Y] \), the mean of the uncertainty distribution. Figure 2a shows the true model output as a function of the input, with the observations that are used to train the emulator. The sample from the input distribution (step 1) and the draws from the emulator posterior (step 2) are shown in Figure 2b. Each draw from the emulator posterior is evaluated at the input sample points and averaged to give an estimate of \( S(Y) \) (step 3). The collection of estimates, \( S(Y) \), shown in Figure 2c, allows us to estimate summaries of the distribution of \( S(Y) \). For example, the sample median of \( S(Y) \), which we denote \( \hat{S}(Y) \), gives a point estimate of \( S(Y) \), and credible intervals for \( S(Y) \) are given by the quantiles of \( S(Y) \).

We note that the size of the Monte Carlo sample used in this procedure, \( N_\tilde{S} \), is not limited by computational expense as before. This is because draws from the emulator posterior distribution are cheap to evaluate. As a result we can make the Monte Carlo estimate of \( S(Y) \) obtained in step 3 as precise as we wish, so we consider the error to be effectively zero. In other words, the uncertainty in the summary \( S(Y) \) is not due to Monte Carlo error, but rather it stems directly from our uncertainty in the function \( \eta(.) \).

5. Uncertainty analysis of the FRF

We consider two approaches to analysing the uncertainty distribution of the FRF of the structure using an emulator. Recall that the random variable \( G_\omega \) represents the FRF at frequency \( \omega \), and we consider obtaining arbitrary summaries \( S(.) \) of the distribution of \( G_\omega \).

5.1. Pointwise analysis

The most straightforward approach is to consider the FRF at a particular fixed frequency \( \omega^* \). To obtain the summary \( S(G_{\omega^*}) \), we use a sequential Monte Carlo procedure similar to that given above, but in step 3 we obtain the Monte Carlo estimate of \( S(G_{\omega^*}) \) using the sample \( \{ \eta_{(j)}(x_1), \ldots, \eta_{(j)}(x_{N_x}) \} \). We repeat steps 1-3 to obtain a sample \( S(G_{\omega^*}) = \{ S_1(G_{\omega^*}), \ldots, S_{N_\tilde{S}}(G_{\omega^*}) \} \), from which we summarise the distribution \( S(G_{\omega^*}) \). In particular, we use the median of the sample \( S(G_{\omega^*}) \), denoted \( \hat{S}(G_{\omega^*}) \), as a point estimate of \( S(G_{\omega^*}) \).

If we are interested in the FRF over a range of frequencies \( \Omega = [\omega_1, \omega_2] \), we choose a finite number of representative values \( \omega^*_1, \ldots, \omega^*_N \) across the range
and apply the above procedure at each representative value. We refer to this approach as a pointwise analysis.

A drawback of a pointwise analysis is that a plot of summaries of $S(G_{\omega_1^*}), \ldots, S(G_{\omega_N^*})$ may be misleading. Suppose, for example, that we choose $S(G_{\omega_1^*})$ to be the upper 95% quantile of $G_{\omega_1^*}$. It would be natural to compute $\hat{S}(G_{\omega_1^*}), \ldots, \hat{S}(G_{\omega_N^*})$, and to interpolate these values with a curve $C_{0.95}$. It would then be tempting and to interpret $C_{0.95}$ as an estimate of the upper 95% uncertainty bound on the collection of all the possible FRFs that can be obtained from the FE model. This interpretation would be wrong, though, since the FRF arising from a particular input point $x$ could lie below $C_{0.95}$ at one frequency $\omega_1^*$ but above $C_{0.95}$ at a different frequency $\omega_j^*$. Thus there is no guarantee that any FRF will lie below $C_{0.95}$ at all $\omega \in \Omega$.

A further drawback of a pointwise analysis is that a summary of $G_{\omega^*}$ such as the median, $S_{0.5}(G_{\omega^*})$, which we might expect to give us a central estimate of the FRF, may bear little resemblance to any actual FRF when calculated pointwise. In particular, $S_{0.5}(G_{\omega^*})$ will usually be finite for all values of $\omega^*$, but we know that $G(\omega)$ (computed, as we do here, for an undamped structure) goes to infinity at $\omega = \sqrt{\frac{k_i}{m_i}}$ for each $i = 1, \ldots, n_{\text{modes}}$. This property is demonstrated in the application in section 6.5.2.

5.2. Uncertainty envelope by kernel density estimation

An alternative to the pointwise analysis is to obtain an uncertainty envelope. For some fixed $\alpha \in [0, 1]$, we define an uncertainty envelope to be a set

$$E_\alpha = \{ (\omega, G(\omega, y)) \in \mathbb{R}^2 : \omega \in \Omega, y \in R \},$$

where $R$ is a subset of modal parameter space such that $P[y \in R] = \alpha$. The uncertainty envelope has the property that the probability that $G(\omega)$ lies outside of $E_\alpha$ for some $\omega \in \Omega$ is $1 - \alpha$.

Equation (6) does not define a unique uncertainty envelope, since there are many regions $R$ with the property $P[y \in R] = \alpha$. We propose choosing $R$ to be the highest probability density (HPD) region of modal parameter space, so that for any $y_1 \in R$ and $y_2 \notin R$, $p_Y(y_1) \geq p_Y(y_2)$. We call this the HPD $\alpha$-envelope. We note that the HPD region of modal parameter space is not necessarily connected, so the HPD $\alpha$-envelope could potentially have ‘holes’ in it. To simplify the problem, we conservatively estimate the HPD $\alpha$-envelope as being the region enclosed by the functions

$$\ell_\alpha(\omega) = \min_{y \in R} \{ G(\omega; y) \},$$

$$u_\alpha(\omega) = \max_{y \in R} \{ G(\omega; y) \}.$$ 

In other words we obtain the outer bounds of the uncertainty envelope but ignore any holes in the interior.

A difficulty in calculating the bounds of the HPD $\alpha$-envelope is that we do not have an expression for the density function $p_Y(y)$. Instead, we estimate
Using a kernel density estimate (KDE) [30] of a Monte Carlo sample. As before, we use evaluations of the emulator to provide a sequence of Monte Carlo estimates. The algorithm is as follows.

1. Choose a set of representative values \( \{ \omega_i \in \Omega : i = 1, ..., N_\omega \} \).
2. Draw a sample \( \{ x_1, ..., x_{N_\omega} \} \) from the input distribution \( F(x) \).
3. Draw a random function \( \eta(j)(\cdot) \) from the emulator posterior distribution (eqn. 5) and evaluate \( Y_j = \{ y_1^{(j)}, ..., y_{N_x}^{(j)} \} \), where for \( i = 1, ..., N_x, y_i^{(j)} = \eta(j)(x_i) \).
4. Obtain \( \hat{p}_Y(j)(\cdot) \), the KDE of the sample \( Y_j \).
5. Let \( p_Y(j) = \{ y_i^{(j)} \in Y_j : \hat{p}_Y(j)(y_i^{(j)}) \geq p^* \} \), where \( p^* \) is the largest number such that \( \sum_{i=1}^{N_x} I[\hat{p}_Y(j)(y_i^{(j)}) \geq p^*] > N_\alpha \).
6. Let \( \ell(j) \) be the linear interpolation of the set \( \{ (\omega_i, \min_{y \in P_j} \{ G(\omega_i; y) \}) : i = 1, ..., N_\omega \} \), and let \( u(j) \) be the linear interpolation of the set \( \{ (\omega_i, \max_{y \in P_j} \{ G(\omega_i; y) \}) : i = 1, ..., N_\omega \} \).
7. Let \( \hat{E}_\alpha(j) \) be the region of \( \Omega \times \mathbb{R} \) enclosed by \( \ell(j) \) and \( u(j) \).
8. Repeat steps 3-7 to obtain a sample \( E_\alpha = \{ \hat{E}_\alpha^{(1)}, ..., \hat{E}_\alpha^{(N_\eta)} \} \).

We summarise the sample \( E_\alpha \) to obtain an estimate and credible intervals for the uncertainty envelope \( E_\alpha \). Note that if we choose \( \alpha = 0 \) then this algorithm returns an estimate of the FRF corresponding to the mode of the uncertainty distribution, as it should.

The HPD \( \alpha \)-envelope algorithm is illustrated in Figure 3. In the illustration there are two inputs \( x = (x_1, x_2)^T \) with a uniform distribution, from which a sample is taken (step 2; Figure 3a). This sample is mapped into modal parameter space by a draw from the emulator posterior (step 3). The KDE of the sample in modal parameter space is used to rank the points according to their probability density, and the top 100\( \alpha \)% are selected (steps 4-5; Figure 3b). The FRF is computed for each selected point, and the collection of FRFs is used to construct the envelope (steps 6-7; Figure 3c). The procedure is repeated with different draws from the emulator posterior, and each draw results in a different envelope. The collection of envelopes shows us the uncertainty in \( E_\alpha \) induced by only running the FE model at a limited number of input configurations.

A disadvantage of the uncertainty envelope approach is that, given a pointwise analysis, carried out at the \( \alpha \) level and at \( N_\omega > 1 \) discrete frequencies, \( E_\alpha \) will be wider than at least one of the pointwise intervals. This is because the probability of the FRF lying in every pointwise uncertainty interval simultaneously is less than \( \alpha \). Therefore, if interest is only in the FRF at individual frequencies then the pointwise analysis may be preferable. If, however, interest is in the location of the entire FRF within a given range of frequencies, then the uncertainty envelope approach should be taken.
Table 1: Parameters used for the Garteur SM-AG-19 testbed FE model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuselage length (mm)</td>
<td>1500</td>
</tr>
<tr>
<td>Wingspan (mm)</td>
<td>2000</td>
</tr>
<tr>
<td>Fuselage thickness (mm)</td>
<td>50</td>
</tr>
<tr>
<td>Tail tip mass $x_1$ (kg)</td>
<td>0.4 - 0.6</td>
</tr>
<tr>
<td>Wingtip mass $x_2$ (kg)</td>
<td>0.16 - 0.24</td>
</tr>
<tr>
<td>Wing trailing edge thickness $x_3$ (mm)</td>
<td>10.4 - 11.6</td>
</tr>
<tr>
<td>Wing leading edge / end plate thickness $x_4$ (mm)</td>
<td>9.5 - 10.5</td>
</tr>
<tr>
<td>Young’s modulus $x_5$ (GPa)</td>
<td>64.8 - 79.2</td>
</tr>
<tr>
<td>Density (kg/m$^3$)</td>
<td>2700</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>0.34</td>
</tr>
</tbody>
</table>

6. Application

The aircraft model of the Garteur benchmark problem was designed by the Garteur Structures and Materials Action Group 19 (SM-AG-19) to evaluate ground vibration test techniques [31]. The testbed has since been used for a variety of benchmarking and case study problems in structural dynamics, such as FE model updating [32], and fuzzy FE [6]. In the present study, an FE representation of the testbed is used to explore the effectiveness of the proposed statistical emulator approach to uncertainty analysis.

The FE model is based upon the gartfe model included in the Matlab Structural Dynamics Toolbox (www.sdtools.com). In the physical testbed, a constrained layer damping treatment is applied to the trailing edge of the wings to increase the structural damping. However, for the present study the structural damping is neglected so as to focus on the undamped FRF predictions that arise directly from the modes of vibration that can be calculated from the FE model. Meanwhile, five parameters of the FE model, denoted $x^T = (x_1, \ldots, x_5)$, are chosen to be uncertain, with a uniform distribution over a hypercuboidal input space. The resulting physical parameters of the model are listed in Table 1. In practice, such uncertainties may arise due to unknown parameters during the iterative design process, manufacturing inaccuracies/variabilities, or changes in operating conditions. However, for the purposes of the present study the choice of which parameters are uncertain (and their distributions) is somewhat arbitrary.

The model structure and resulting modes of vibration are illustrated in Figure 4. In order to consider the FRF of the structure, a single degree of freedom of the FE model is selected as shown in 4a, and the effective modal mass (kg) and stiffness (N/m) obtained for each of the first 3 structural modes of vibration. These are referred to as $(\hat{m}_1, \hat{k}_1, \hat{m}_2, \hat{k}_2, \hat{m}_3, \hat{k}_3)$. The effective mass of the rigid-body modes of vibration, $\hat{m}_{rig}$, was also obtained in order to obtain mass-dominated receptance FRFs as would be expected for the freely-suspended structure. The combined output vector is $y^T = (\hat{m}_1, \hat{k}_1, \hat{m}_2, \hat{k}_2, \hat{m}_3, \hat{k}_3, \hat{m}_{rig}) = (y_1, \ldots, y_7)$
6.1. Building and validating the emulator

We compare four metamodels for the FE model:

- **GP\_MV**: A multivariate GP emulator using the LMC covariance function.
- **GP\_ind**: A collection of seven independent univariate GP emulators, one for each output.
- **RS\_lin**: A collection of seven independent linear response surfaces. Each linear RS is a first degree polynomial with pairwise interactions, of the form
  \[ y = \alpha_0 + \sum_{i=1}^{5} \alpha_i x_i + \sum_{j \geq i} \beta_{ij} x_i x_j. \]
- **RS\_quad**: A collection of seven independent quadratic response surfaces. Each quadratic RS is a second degree polynomial with pairwise first degree interactions of the form
  \[ y = \alpha_0 + \sum_{i=1}^{5} \alpha_i x_i + \sum_{j > i} \beta_{ij} x_i x_j. \]

To train the metamodels we use \( n = 50 \) runs of the FE model in a Latin hypercube design that covers the input space. We also have available a further 20 runs of the FE model, distinct from the training data, that we use to test our emulator. We predict the outputs of the test data using the metamodels.

We find that the predictions of \( \hat{m}_{\text{rig}} \) have close to zero error for all four metamodels. This is because \( \hat{m}_{\text{rig}} \) is a very smooth and almost linear function of the input parameters that correspond to physical masses and dimensions (i.e. parameters \( x_1 \) to \( x_4 \)).

To assess the accuracy of the metamodels in predicting the other outputs we compute the standardised RMS prediction error for each structural mode of vibration as

\[
RMSE_j = \sqrt{\frac{1}{20} \sum_{i=1}^{20} \left( \frac{e_{m_j}^{(i)}}{\hat{r}_{m_j}} \right)^2 + \left( \frac{e_{k_j}^{(i)}}{\hat{r}_{k_j}} \right)^2},
\]  

where \( e_{m_j}^{(i)} \) and \( e_{k_j}^{(i)} \) are the prediction errors for modal parameters \( \hat{m}_j \) and \( \hat{k}_j \) respectively, and \( \hat{r}_{m_j} \) and \( \hat{r}_{k_j} \) are the ranges of the validation data values for \( \hat{m}_j \) and \( \hat{k}_j \) respectively. The standardised RMS prediction errors are compared in Figure 5, and the relative accuracies of the metamodels are illustrated further in Figure 6, where we plot validation data and predictions in \((\hat{m}_i, \hat{k}_i)\) cross-sections of the output space. We see that the prediction accuracies of GP\_MV and GP\_ND are almost identical for all three modes. For modes 1 and 2, RS\_quad and the GP emulators have very similar RMSEs, which are relatively small compared to the RMSE of RS\_lin. For mode 3 RS\_quad has worse predictions than RS\_lin, while the GP emulators do better than both the RS metamodels. This suggests that the response of the FE model is non-linear for all modes, and non-quadratic for mode 3, so the response surfaces we have chosen are not adequate. RS\_quad does worse than RS\_ind because, with 31 polynomial coefficients to estimate from just 50 training data, it is somewhat overfitted and likely to predict very poorly in regions that deviate from quadratic behavior. The GP emulators
are nonparametric, so are better able to adapt to non-linear models than the response surfaces.

Figure 7 shows \((\hat{m}_i, \hat{k}_i)\) cross-sections of the output space, zoomed in on a single validation point. Also shown in these plots are 95% highest posterior density credible regions for the GP emulator predictions, calculated marginally for each pair of outputs \((\hat{m}_i, \hat{k}_i)\). These credible regions are ellipses that represent the joint predictive uncertainty in each pair of modal parameters. Here we see that the main difference between the two GP emulators is in the shape of the credible regions, most notably in mode 4. GP\(_{IND}\) considers \(\hat{m}_i\) and \(\hat{k}_i\) to be independent, so its credible regions are ellipses are orientated with the coordinate axes. GP\(_{MV}\), on the other hand, accounts for dependency between \(\hat{m}_i\) and \(\hat{k}_i\), so its credible regions are ellipses orientated in the direction of greatest uncertainty. Consequently, the credible regions of GP\(_{MV}\) better reflect the joint uncertainty in the modal parameters than do the credible regions of GP\(_{IND}\). The advantage of this will be be seen subsequently.

We have demonstrated here that the GP emulators have overall better prediction accuracy than the linear and quadratic RS metamodels. They also have the advantage of quantifying the uncertainty in their predictions. We therefore drop the RS metamodels, using just the GP emulators for the subsequent analyses.

6.2 Pointwise uncertainty analysis

We carry out a pointwise uncertainty analysis of the FRF using the method detailed in section 5.1 with each of the GP emulators in turn. Figure 8 shows the estimates of the median and the 50% and 95% equal-tail uncertainty intervals, calculated pointwise for 100 values of \(\omega\) spanning the range \([0, 300]\). We see that the 95% credible intervals for the median and the bounds on the uncertainty intervals are wider with GP\(_{IND}\) than with GP\(_{MV}\), showing that using a multivariate GP rather than independent univariate GPs results in less uncertainty in the estimate of the distribution of \(G_\omega\). The reason for this is that when the model parameters are combined in the calculation of the FRF, the lack of covariance structure in the independent emulators results in an artificial inflation of the FRF variance.

The drawbacks of a pointwise analysis that we discuss in section 5.1 are shown in Figure 9, where we impose the FRFs arising from all 70 evaluations of the FE model that we have available (i.e. both the training and validation data) onto the 95% pointwise equal-tail uncertainty intervals. A total of 63 of these FRFs fall outside of the interval for some value of \(\omega\), demonstrating that the pointwise analysis can give a misleading representation of the uncertainty in the FRF. Also, the pointwise median of the uncertainty distribution in Figures 8e-8f bears little resemblance to any individual FRF. In particular, the pointwise median is finite everywhere, so we cannot use it for point predictions of the undamped natural frequencies.
6.3. Uncertainty envelope analysis

Figure 10 shows estimated HPD uncertainty envelopes from each of the two GP emulators at the levels $\alpha = 0, 0.5, 0.95$. (Recall that the HPD uncertainty envelope at $\alpha = 0$ corresponds to the FRF at the mode of the uncertainty distribution.) The 95% credible intervals for bounds on the uncertainty envelopes are considerably wider with $GP_{IND}$ than with $GP_{MV}$, again because ignoring the covariance structure results in inflation of the FRF variance. Indeed, the credible intervals with $GP_{IND}$ for the 95% uncertainty envelope are so wide that we would probably conclude that further evaluations of the FE model are required in order to reduce the emulator induced uncertainty to an acceptable level. With $GP_{MV}$, however, the same credible intervals are much smaller and the extra evaluations may not be required.

As we expect, the HPD uncertainty envelopes are wider than the interpolated pointwise intervals corresponding to the same probability levels. In Figure 11 we see that all of the FRFs arising from the emulator training and validation data are fully contained within the 95% HPD uncertainty envelope, demonstrating that the uncertainty envelope gives a better overall picture of the region in which we expect to find the FRF.

7. Conclusions

The contribution of this paper is twofold. First, a probabilistic method for quantifying uncertainty in an FRF of a structure is proposed. It is well known that a pointwise analysis (in which an independent uncertainty interval for the FRF is calculated at a finite number of frequencies) can give misleading information about the FRF as whole. The present study has developed an alternative uncertainty envelope approach, in which an envelope function corresponding to the region of highest probability density in the modal parameter space is calculated. The uncertainty envelope tends to be wider than the corresponding set of pointwise intervals, but has the advantage that it gives a true representation of uncertainty about the location of the entire continuous FRF within a given range of frequencies.

The second contribution of this paper is to introduce the multivariate GP emulator as a tool for performing such probabilistic uncertainty analyses. In the early stages of development of the SFE method it was considered adequate to compute low-order statistics of the variables of interest, but uncertainty analysis for FE methods has become increasingly sophisticated in recent times. The current state-of-the-art requires estimates of more complex quantities such as measures of reliability, which often can only be computed via Monte Carlo methods. The GP emulator approach introduced in this paper is ideally suited to such applications, since traditional Monte Carlo methods are usually prohibitively expensive in large FE models. The GP emulator has two distinct advantages over other types of metamodel:

- The GP emulator is a form of nonparametric regression that exactly interpolates the training data, so there is no error or uncertainty about the
output at input points where the FE model has been run.

- The Bayesian approach means that the uncertainty about the output at new input points is quantified and propagated through the rest of the analysis, giving credible intervals for the bounds on the pointwise intervals and the uncertainty envelope.

In a practical example we have demonstrated that GP emulators can give more accurate predictions than linear and quadratic response surfaces. We have also demonstrated that a multivariate GP emulator is better at quantifying uncertainty in multiple outputs than a collection of independent univariate GP emulators. This is because there are dependencies between the outputs, and modelling the uncertainties in them jointly results in a significant reduction in the uncertainty that is propagated through the subsequent analyses. As such, we have shown the multivariate GP emulator to be a very useful tool in the study of multiple output FE models. Further work is needed to extend this approach to consider the problems of overlapping modes of vibration, and uncertain structural damping.
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Figure 1: Illustration of an emulator. Depicted are the true function (solid line), the training data (bullets), the posterior mean (dotted line passing through the data points) and the 95% posterior credible intervals (grey regions enclosed by dashed lines).

Figure 2: Illustration of the Monte Carlo procedure for uncertainty analysis using an emulator. (a) True function with emulator training data. (b) Sample from the input distribution (crosses and dotted grey vertical lines) and four draws from the emulator posterior (dashed black lines). (c) Estimates of $S(Y) = \mathbb{E}[Y]$, calculated using each of the realisations (plotting symbols correspond to those in (b)). The true value of $S(Y) = \mathbb{E}[Y]$ is shown by the solid circle and dashed horizontal line.
Figure 3: Illustration of the HPD \( \alpha \)-envelope algorithm. (a) Sample from the input space distribution. (b) Sample mapped to modal parameter space using a single draw from the emulator posterior. Black dots are the points identified as having the highest probability density. (c) FRFs corresponding to each of the black points in (b) (solid lines), with the resulting uncertainty envelope (dashed line).

Figure 4: FE model of the Garteur SM-AG-19 Testbed. (a) Undeformed model, showing the degree-of-freedom (DOF) used for the frequency response function. (b-d) First three modes of structural vibration.
Figure 5: Standardised RMS prediction errors for each structural mode of vibration.

Figure 6: Predictions of validation points. Depicted are $\hat{m}_i, \hat{k}_i$ cross-sections of the output space, comparing the four metamodels.

Figure 7: Prediction of a typical validation point. Depicted are $\hat{m}_i, \hat{k}_i$ cross-sections of the output space, comparing the four metamodels. Light grey regions: 95% credible regions for $GP_{Mv}$. Dark grey regions: 95% credible regions for $GP_{MV}$. 

20
Figure 8: Pointwise analysis. Left panels correspond to $GP_{IND}$; right panels correspond to $GP_{MV}$. (a)-(d): 95% and 50% pointwise uncertainty intervals (grey regions) and 95% credible intervals for the bounds on the pointwise uncertainty intervals (black regions). (e)-(f): 95% credible intervals for the pointwise median (black regions).
Figure 9: Pointwise analysis with data. 95% pointwise uncertainty intervals as in Figures 8a and 8b, with the 50 training data and 20 validation imposed behind (dashed lines).
Figure 10: Uncertainty envelope analysis. Left panels correspond to $GP_{IND}$; right panels correspond to $GP_{MV}$. (a)-(d): Estimated HPD uncertainty envelopes $E_{0.95}$ and $E_{0.5}$ (grey regions) and 95% credible intervals for the bounds on those envelopes (black regions). (a)-(b): 95% credible intervals for the estimated maximum probability FRF, $E_0$ (black regions).
Figure 11: Uncertainty envelope analysis with data. 95% HPD uncertainty envelopes as in Figures 10a and 10b, with the 50 training data and 20 validation superimposed (dashed lines).