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Design of Ge–SiGe Quantum-Confined Stark Effect Electroabsorption Heterostructures for CMOS Compatible Photonics
Leon Lever, Zoran Ikonić, Alex Valavanis, Jonathan D. Cooper, and Robert W. Kelsall

Abstract—We describe a combined $6 \times 6 \mathbf{k} \cdot \mathbf{p}$ and one-band effective mass modelling tool to calculate absorption spectra in Ge–SiGe multiple quantum well (MQW) heterostructures. We find good agreement with experimentally measured absorption spectra of Ge–SiGe MQW structures described previously in the literature, proving its predictive capability, and the simulation tool is used for the analysis and design of electroabsorption modulators. We employ strain-engineering in Ge–SiGe MQW systems to design structures for modulation at 1310 nm and 1550 nm.

Index Terms—Modulation, quantum-confined Stark effect, quantum well devices.

I. INTRODUCTION

The development of modulators that can be monolithically integrated with CMOS electronics is extremely desirable for applications including interconnects, high-speed networks and fiber-to-the-home (FTTH). Existing Mach–Zehnder modulators which exploit the plasma dispersion effect are large (several millimeters in length) and dissipate considerable amounts of power [1]. As such, there exists the requirement for compact low-power modulators that can be monolithically integrated with CMOS electronics [2].

The quantum-confined Stark effect (QCSE) is a shift in the absorption edge of a quantum-well heterostructure device under the application of an external electric field. Because of the reduced dimensionality of the system, the exciton binding energy is increased, and the excitonic peaks are preserved at room temperature [3], resulting in a higher achievable contrast in the absorption coefficient than is possible with the bulk Franz-Keldysh effect. The QCSE is an extremely rapid process, with intrinsic response times that are less than one pico-second [4]. Since the absorption coefficient of the multiple quantum well (MQW) material is large, the devices can be compact. Because of the compactness and the fact that no charge carrier accumulation or depletion is required, we can expect high bit-rates and low power consumption.

MQW electroabsorption modulators (EAMs) in III-V heterostructure systems can be monolithically integrated with semiconductor lasers and are widely used for optical-fibre telecommunications [5]–[8]. Ge–SiGe heterostructures can be epitaxially grown on Si substrates using reduced-pressure chemical vapour deposition (RP-CVD). Due to the lattice mismatch between Si and Ge it is necessary to grow the MQW stack on a relaxed SiGe virtual substrate. The QCSE in Ge–SiGe MQW systems was first observed in 2005 [9], where a contrast in the absorption coefficient of a factor of 4.69 was reported. The important wavelengths for telecommunications applications are 1310 nm and 1550 nm, and the operating wavelength for that device was $\sim$ 1450 nm. Here we describe a simulation tool for calculating absorption spectra in Ge–SiGe MQW structures and report on device designs for EAMs where strain engineering is employed to target specific applications-oriented wavelengths (i.e., 1310 nm and 1550 nm). The paper is organized as follows. First, we describe the modelling technique used to calculate the bandstructure and absorption in the MQW active regions. Second, we compare our simulated data to experimentally measured data. Third, we describe the simulated absorption spectra of two devices—one designed to operate at 1310 nm and one at 1550 nm—and we examine the expected performance of waveguide-integrated devices based on these structures.

II. BANDSTRUCTURE

Optical absorption in Ge–SiGe MQW systems has been modelled previously using tight-binding [10], $\mathbf{k} \cdot \mathbf{p}$ [11], and tunnelling-resonance models [12]. The modelling method described here expands on these previous works, as we include interdiffusion of the Ge and SiGe layers, excitonic lineshapes based on the measured lifetimes of the electronic states, and the indirect absorption in the Ge quantum wells. A $6 \times 6 \mathbf{k} \cdot \mathbf{p}$ method [13] was used to calculate the valence bandstructure. The conduction band edge at $\Gamma$, $L$ and $\Delta$ was determined using model-solid theory [14], [15], and the confined wavefunctions were calculated using a one-band effective mass model, which includes non-parabolicity of the conduction band.

Interdiffusion of the Ge and SiGe layers was accounted for by describing the Ge fraction as a function of position along the growth axis, $x(z)$, according to the following form [16]:

$$x(z) = \frac{1}{2} \sum_{j=1}^{N} \frac{x_{j}}{I_{d}} \left[ \text{erf} \left( \frac{z - z_{j} - L_{d}}{I_{d}} \right) - \text{erf} \left( \frac{z - z_{j}}{I_{d}} \right) \right] + \frac{x_{0}}{2} \left[ \text{erf} \left( \frac{z - z_{N} - L_{d}}{I_{d}} \right) - \text{erf} \left( \frac{z - z_{0}}{I_{d}} \right) \right]$$

(1)
where \( \varepsilon (x) \) is the error function, \( I \) denotes the index of a given layer in the heterostructure, \( x_0 \) is the nominal Ge fraction of that layer, \( x_0 \) is the Ge fraction at the start and end of the system, and \( L_d \) is a characteristic diffusion length.

To find the energies of the band edges, we first consider the unstrained case. The average energy of the light-hole (LH), heavy-hole (HH) and spin-orbit split-off (SO) valence band edges, relative to the average valence band edge in bulk Si (in electron volts), can be determined from [17]

\[
E_v^H = 0.55x_t.
\]

This energy serves as a reference level, because it is strain invariant, and onto this we can add on terms for the bandgap, split-off energy, and energy shifts due to strain. In a strain-compensated Ge–SiGe MQW stack, because of the lattice mismatch, the Ge quantum wells will be compressively strained and the SiGe barriers will be tensile strained. Compressive strain splits the HH and LH bands such that the HH bands are higher in energy. Additionally, the confinement effective mass for the HH states is larger than the LH states. Consequently, we can expect the energy of the absorption edge to be determined by the energy of the HH quantized states. The HH band edge is given by

\[
E_v^{HH} = E_v^H + \frac{1}{3} \Delta_{SO} + \delta E_v^{Hyd} + \frac{1}{2} \delta E_v^{Sh}
\]

where \( \Delta_{SO} \) is the split-off energy, \( \delta E_v^{Hyd} \) is the shift in the valence band energy due to hydrostatic strain, given by

\[
\delta E_v^{Hyd} = a_v(2\varepsilon || + \varepsilon \perp)
\]

where \( \varepsilon || \) is the in-plane strain, \( \varepsilon \perp \) is the strain perpendicular to the growth plane, \( a_v \) is the valence band hydrostatic deformation potential, and \( \delta E_v^{Sh} \) is the shift in the valence band energy due to shear strain, given by

\[
\delta E_v^{Sh} = 2b(\varepsilon \perp - \varepsilon ||)
\]

where \( b \) is the valence band shear deformation potential.

The \( \Gamma \)-valley conduction band edge is located at

\[
E_c = E_v + \frac{1}{3} \Delta_{SO} - \delta E_c^{Hyd} + [E_{c1}^{Si}(1-x) + E_{c1}^{Ge}x - \delta_c x(1-x)]
\]

where \( E_{c1}^{Si} \) is the Si \( \Gamma_2 \) bandgap, \( E_{c1}^{Ge} \) is the Ge direct bandgap, \( \delta_c = 0.23 \) eV is the direct bandgap bowing parameter [18], and \( \delta E_c^{Hyd} \) is the shift in the conduction band energy due to hydrostatic strain, given by

\[
\delta E_c^{Hyd} = a_c(2\varepsilon || + \varepsilon \perp)
\]

where \( a_c \) is the conduction band hydrostatic deformation potential.

The \( L \)- and \( \Delta \)-valley conduction band edges were calculated similarly, and the relevant bandgap and deformation potential data is given in Table I, which summarizes the parameters used in the bandstructure calculation. The \( \Delta \)-valley band edges are split so that there are four valleys with major axes in the growth plane, and two valleys with the major axis in the growth direction.

The electron wavefunctions were calculated using a one-band effective mass approximation, where the conduction band effective mass in the heterostructure is determined according to

\[
m_e(z) = x(z)m_e^{Ge} + [1 - x(z)]m_e^{Si}
\]

and non-parabolicity was included using the method found in [19]. Linear interpolation was used to find the material parameters of the SiGe alloy layers, with the exception of the lattice constant, \( a_{latt} \), where a bowing factor of 0.000188 nm was used [20].

### III. Optical Absorption

We considered three contributions to the optical absorption—direct band-to-band transitions from valence subband states to \( \Gamma \)-valley subband states, which is evaluated at all in-plane wavevectors; indirect optical absorption, where valence electrons undergo a transition to a short-lived “virtual” \( \Gamma \)-valley conduction band state, and are scattered into a (much longer lifetime) \( L \)-valley state, which was also evaluated at all in-plane wavevectors; and excitonic contributions, where an electron–hole bound state is formed.

The band-to-band contribution to the absorption was calculated from [32]

\[
\alpha_{bb}(\omega) = C_0S_{2D} \frac{1}{2L} \frac{1}{4\pi} \int \int |\mathbf{e} \cdot \mathbf{p}|^2 dk_x dk_y
\]

where \( L \) is the periodicity of the MQW system (i.e., the well width plus the barrier width), \( |\mathbf{e} \cdot \mathbf{p}| \) is the momentum matrix element between the electron and hole wavefunctions, \( k_x \) and

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Si</th>
<th>Ge</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_1 )</td>
<td>4.22 [20]</td>
<td>13.4 [20]</td>
</tr>
<tr>
<td>( \gamma_2 )</td>
<td>0.39 [20]</td>
<td>4.25 [20]</td>
</tr>
<tr>
<td>( \gamma_3 )</td>
<td>1.44 [20]</td>
<td>5.09 [20]</td>
</tr>
<tr>
<td>( \Delta_{SO} ) (eV)</td>
<td>0.041 [20]</td>
<td>0.296 [20]</td>
</tr>
<tr>
<td>( a_{latt} ) (nm)</td>
<td>0.533 [20]</td>
<td>0.5637 [20]</td>
</tr>
<tr>
<td>( m_1^L )</td>
<td>0.156 [21]</td>
<td>0.042 [22]</td>
</tr>
<tr>
<td>( m_2^L )</td>
<td>0.17 [23], [24]</td>
<td>0.12 [25]</td>
</tr>
<tr>
<td>( m_1^S )</td>
<td>0.916 [26]</td>
<td>0.95 [26]</td>
</tr>
<tr>
<td>( m_2^S )</td>
<td>0.19 [26]</td>
<td>0.2 [26]</td>
</tr>
<tr>
<td>( E_L ) (eV)</td>
<td>4.0 [12]</td>
<td>0.8 [12]</td>
</tr>
<tr>
<td>( E_A ) (eV)</td>
<td>2.01 [27]</td>
<td>0.66 [28]</td>
</tr>
<tr>
<td>( E_A ) (eV)</td>
<td>1.11 [28]</td>
<td>0.931 [27]</td>
</tr>
<tr>
<td>( a^1 ) (eV)</td>
<td>-11.39 [29]</td>
<td>-8.97 [30]</td>
</tr>
<tr>
<td>( a^2 ) (eV)</td>
<td>-3.12 [14]</td>
<td>-2.78 [14]</td>
</tr>
<tr>
<td>( a^3 ) (eV)</td>
<td>1.72 [14]</td>
<td>1.31 [14]</td>
</tr>
<tr>
<td>( a^4 ) (eV)</td>
<td>2.46 [20]</td>
<td>1.24 [20]</td>
</tr>
<tr>
<td>( b^1 ) (eV)</td>
<td>a + a_c</td>
<td>a + a_c</td>
</tr>
<tr>
<td>( b^2 ) (eV)</td>
<td>-2.1 [31]</td>
<td>-1.88 [30]</td>
</tr>
<tr>
<td>( b^3 ) (eV)</td>
<td>9.61 [14]</td>
<td>9.42 [14]</td>
</tr>
</tbody>
</table>
where $\omega$ is the angular frequency of the light and $N_r$ is the real part of the refractive index of the material, where a linear interpolation between Si and Ge was used to describe the refractive index of a material with an average composition of the MQW system. $S_{2D}$ is the Coulomb enhancement factor, which is given by [33]

$$S_{2D} = \frac{e^{\pi / \sqrt{\Delta}}}{\cosh(\pi / \sqrt{\Delta})}$$

(11)

where $\Delta$ is the total excess kinetic energy of the electron–hole pair normalized to $E_b/4$, where $E_b$ is the exciton binding energy. Since there is no straight-forward dispersion relation for holes, the excess kinetic energy of electrons only was used. This is justified because the effective mass of the $\Gamma$-valley electrons is much smaller than that for holes.

The absorption calculation was implemented as a numerical integration over finite in-plane wavevectors. For each finite region of $k$-space and for each pair of subbands, a Gaussian-broadened contribution to the spectra was found, and these were summed to generate the resultant spectra. This Gaussian broadening both facilitates the numerical calculation and allows us to incorporate the inhomogeneous broadening that occurs due to fluctuations in the dimensions of the quantum wells throughout the structure. There is no literature value for this, and so it is effectively a fitting parameter. We used a half-width-at-half-maximum (HWHM) of 5 meV, which was chosen to match the experimental data discussed in Section IV.

Indirect absorption was included based on the method described in [34], and is given by

$$\alpha_{\text{in}}(\omega) = C_0 S_{2D} \frac{2}{L} \frac{\hbar D_q}{2\omega \omega_i} \frac{N_{\text{val}}}{2} \left[ N \rho_{L} \left( E_{kF} + \hbar \omega_i \right) \right] (N + 1) \rho_{L} \left( E_{kF} - \hbar \omega_i \right) \int \left[ F \cdot \mathbf{p} \right]^2 \left( E_{kF} \right) \mathbf{d}k_x \mathbf{d}k_y$$

(12)

where $D_q = 4.2 \times 10^8$ eV/cm is the deformation potential for $\Gamma \rightarrow L$ scattering [35], $N_{\text{val}} = 4$ is the number of destination valleys, $\omega_i = 28$ meV/$\hbar$ is the phonon angular frequency [35], $\rho$ is the mass density, $N$ is the Bose-Einstein factor for the intervalley phonon, $\rho_{L}$ is the density of states in the $L$-valley and $E_{kF}$ is the kinetic energy of the $L$-valley final state. The term $E_0$ is the energy of the direct optical transition, and must be modified from the bulk case according to

$$E_0 = E_{\Gamma} + E_e + E_h$$

(13)

where $E_{\Gamma}$ is the Ge $\Gamma$ bandgap (which here accounts for the effects of strain), and $E_e$ and $E_h$ are $k$-space dependent electron and hole states energies for a given $\Gamma$-valley subband (i.e., the confinement energy of the subband minima plus the kinetic energy). Note that the value of $S_{2D}$ will differ from that in (9) because the kinetic energy of the electron–hole pair is that of an $L$-valley electron and because the exciton binding energy is larger because of the larger effective mass of the $L$-valley electrons.

The $L$-valley conduction bad edge is approximately 140 meV lower in energy than the $\Gamma$-valley. In the range of photon energies close to the absorption edge we can expect that there will be multiple subbands available in the indirect absorption process. Therefore, the density of states in the destination $L$-valley will be well approximated by a bulk description, and $\rho_{L}$ was calculated assuming a three-dimensional parabolic dispersion relation and using an effective mass of 0.22 $m_0$ [36].

When the photon energy approaches $E_0$, the perturbation theory upon which (12) is based breaks down. Therefore, for the range of photon energies where the direct contribution to the absorption exceeds the indirect contribution, we consider only the former.

The excitonic contributions to the spectra were found using a variational energy minimization approach [37], [38]. The exciton wavefunction was assumed to be of the form

$$\phi(r) = \sqrt{\frac{2}{\pi \lambda}} e^{-r/\lambda}$$

(14)

where $r$ is a parameter describing the separation of the electron and hole wavefunctions, and $\lambda$ is the variational parameter (which can be thought of as the Bohr radius of the exciton).

In III-V quantum well systems, the lifetime of the $\Gamma$-valley states is greater than 1 ps, and so the lifetime broadening is much less than 1 meV and the dominant contribution to the linewidths for optical transitions is due to structural disorder. Consequently, the exciton lineshapes can be described by a Gaussian [39]. In Ge–SiGe systems however, there is rapid $\Gamma \rightarrow L$ scattering, and the lifetime of the $\Gamma$-valley confined states is much shorter, which means that the lifetime broadening of the excitons becomes significant. We do not consider lifetime broadening of the direct band-to-band optical absorption term $\alpha_{\text{ph}}$ because this effect is accounted for in the indirect absorption. However, virtual excitonic states do not feature in the calculation of $\alpha_{\text{in}}$, and so we include a homogeneous broadening component in the exciton lineshapes.

Excitonic lineshapes were modelled according to the Voigt profile, and we included a lifetime (Lorentzian) broadening HWHM of $\Gamma_L = 3$ meV, which corresponds to a $\Gamma$-valley conduction band lifetime of 110 fs [40], and an inhomogeneous (Gaussian) HWHM of $\gamma = 5$ meV. The resulting excitonic contribution to the absorption spectrum due to each pair of electron and hole subbands is then given by

$$\alpha_{\text{ex}} = \frac{2C_0}{L} \int \left[ F \cdot \mathbf{p} \right]^2 \frac{2}{\pi \lambda^2} V(E_{kF} - E_h, \hbar \omega, \Gamma_L, \gamma)$$

(15)

where $E_{kF}$ is the energy difference between a given pair of subband minima, $E_h$ is the exciton binding energy, and $V(\cdot)$ is the Voigt profile, which was modelled numerically using the method found in [41].

IV. RESULTS

We compared our simulated data to the experimental data in [9]. The MQW section of that device consisted of 10-nm-thick Ge quantum wells and 16-nm-thick Si$_{0.15}$Ge$_{0.85}$ barriers, and
A comparison between the measured absorption spectra and our simulated data is shown in Fig. 1 at a range of applied biases. We find very satisfactory agreement in the position of the excitonic peaks and the observed Stark shift.

Recent studies [43], [44] have shown that CVD grown Ge thin films on Si substrates are tensile strained. This residual tensile strain arises because the bulk thermal expansion coefficient of Ge is larger than that of the Si substrate, and as the structure cools from the growth temperature the Ge epilayer is constrained to shrink by the amount that the substrate shrinks. Ge that is grown on an Si substrate by CVD (and allowed to cool to room temperature) typically experiences a tensile strain of 0.15%–0.2%, which results in bandgap shrinkage of 20–30 meV [43]–[46]. Ishikawa et al. showed that the residual tensile strain in Ge thin films increases approximately proportionally with the growth/annealing temperature and saturates at 750°C. The 0.15–0.2% tensile strain value given above corresponds to samples that were grown/annealed above 750°C; however, the virtual substrates (and we can expect the MQW region to be lattice-matched to the virtual substrate) in [9] were grown and annealed at 700°C. Additionally, the virtual substrates were composed of Si$_{0.1}$Ge$_{0.9}$. These two considerations mean that we may expect approximately 80% of the bandgap shrinkage that was observed in the samples in [43]–[46] (i.e., 0.12–0.16% tensile strain). We find agreement with the position of the absorption edge if a residual tensile strain of 0.1% is included, which is in reasonable agreement with the analysis just presented.\footnote{Furthermore, the virtual substrate used by Kuo et al. was doped, and so this may have some additional effect on the residual tensile strain \textit{cf.} the undoped samples in [43]–[46].}

Fig. 2 shows the simulated absorption spectra as a function of the interdiffusion length, \( L_d \). As \( L_d \) is increased, we see an increasing blue-shift of the absorption edge. Interdiffusion has a larger effect on the energy of the confined electron wavefunctions than energy of the hole wavefunctions because the effective mass of electrons is much smaller. Since the confined electron states have energies near the bottom of the well, we can think of increasing \( L_d \) as making the well narrower, hence increasing the energy of the subband minimum. Note that it is possible to achieve agreement with the position of the absorption edge (i.e., \( \text{I}_{11} \rightarrow \epsilon_1 \) exciton) using 0.15%–0.2% residual tensile strain together with a larger value of \( L_d \). However, this would result in less compressive strain in the Ge quantum wells and so a smaller LH/HH splitting, and we would lose agreement with the energy of the \( \text{I}_{11} \rightarrow \epsilon_1 \) exciton. We have chosen \( L_d = 1 \) nm and 0.1% tensile strain to best reproduce the experimental data.

The calculated sub-band-gap absorption coefficient is approximately a factor of three smaller than the data in [9], which shows a significant low-energy tail to the absorption spectra. This was attributed to indirect absorption, however, as is clear from Fig. 1 our calculated indirect contribution to absorption is weaker than the total measured sub-band-gap absorption coefficient. A possible explanation for the discrepancy is absorption due to lattice defects. Highly-strained heteroepitaxial samples of III–V compounds on Si substrates have large threading dislocation densities (TDDs), and this results in considerable sub-band-gap absorption (for example, GaAs with a TDD of \( 3 \times 10^{9} \) cm$^{-2}$ had a sub-band-gap absorption coefficient of around 5000 cm$^{-1}$) [47]. SiGe virtual...
substrates such as were used for the epitaxial growth of the samples in [9] have threading dislocation densities of the order of $1 \times 10^7$ to $1 \times 10^8$ cm$^{-2}$ [48], and so this defect population may account for the additional component of the sub-band-gap absorption. Absorption spectra in similar Ge–SiGe quantum well structures employing thick graded buffers [40] show a sub-band-gap component that is smaller than that in [9], and in better agreement with the modelling results described here. Hence, there may be scope for optimizing the sub-band-gap absorption, and TDDs may be an important factor in this. Any reduction of sub-band-gap absorption is significant because it improves both the insertion loss and extinction ratio of an EAM device.

V. MQW DESIGN USING STRAIN ENGINEERING

Many fiber-optic telecommunications systems exploit the spectral ‘window’ at 1310 nm, which corresponds to zero dispersion in standard single-mode optical fibers. Passive optical network architectures typically use 1310 nm for upstream signals [49], and so compact, low-cost and low-power modulators operating at 1310 nm that can be integrated into Si electronic-photonic integrated circuits would be extremely desirable for emerging FTTH applications.

1310-nm light corresponds to a photon energy of 946 meV. This requires a considerable blue-shift of the absorption edge compared to that of bulk Ge, so that the system can be transparent in the on state (i.e., transmitting, with a low or zero electric field). This can be achieved by using extremely narrow quantum wells; however, it would require a very large electric field to produce a significant Stark shift. Alternatively, using SiGe quantum wells would result in an increase of the direct bandgap; however, very precise control over the Si content would be required. The third option is to use strain engineering.

Compresive strain results in an increase of the Ge direct band-gap, and the Ge layers will experience larger compressive strain as the Si content of the virtual substrate is increased. The growth of the Ge epilayer on the SiGe virtual substrate results in the accumulation of energy in the strained layer, and each layer must not exceed the critical thickness, $h_c$, beyond which it becomes energetically favourable for the strain to relax via dislocations in the crystal structure. Fig. 3 shows the combination of substrate composition and well dimensions required to achieve a detuning of the absorption edge of 25 meV from 946 meV (i.e., to increase the zero-field absorption to 971 meV). Also shown is $h_c$ calculated according to two methods described in [50]. The electric field required to achieve a given Stark shift is larger for narrower quantum wells, hence it is preferable to use wider quantum wells. However, to ensure $h_c$ is not exceeded, we are constrained to choosing combinations of material parameters that lie on the right-hand side of the dotted line in Fig. 3.

Our design uses a Si$_{0.6}$Ge$_{0.7}$ virtual substrate with 9-nm-wide Ge QWs and Si$_{0.4}$Ge$_{0.6}$ barriers, and strain-compensation [13] requires that the barriers are 12-nm-wide. Fig. 4 shows the bandstructure for the MQW system. In the valence band there is considerable splitting of the HH and LH states, and in the conduction band we can see that the quantum wells are type-I in both $L$ and $\Gamma$, and are type-II at the $\Delta$ points. Fig. 5 shows
the simulated absorption spectra for the MQW system. The increased strain-splitting of the HH and LH states can be seen in the spectra, and only $\hbar \gamma_1 \rightarrow e_1$ is significant near to the absorption edge. A difference in the simulated absorption coefficient at 1310 nm of 2220 cm$^{-1}$ is observed between applied fields of 40 kV/cm and 120 kV/cm.

The $\Gamma$-valley conduction band offset at the GeSi$_{0.4}$Ge$_{0.6}$ interface is large, almost 800 meV. This may be expected to lead to difficulties in extracting electrons, limited by thermionic emission over the barriers. However, as has already been discussed, the $\Gamma$-valley electrons are rapidly scattered to lower-lying $X$ and (in particular) $L$ valleys, and as we can see from Fig. 4, these are much more weakly bound even with the relatively large Si fraction in the barriers, and therefore we can expect no such problems with extraction of electrons.

1550 nm corresponds to the minimum loss in standard single-mode optical fibres, and so is an attractive wavelength for telecommunications applications. The direct bandgap of Ge changes with temperature, and EA modulation at 1550 nm has been achieved using an elevated temperature of 100°C in an MQW system with 15-nm-thick Ge quantum wells and Si$_{0.15}$Ge$_{0.85}$ barriers on a Si$_{0.4}$Ge$_{0.6}$ virtual substrate [51].

A system with less compressive strain in the Ge quantum wells was demonstrated at an elevated temperature of 90°C, with 12.5-nm-wide Ge QWs, Si$_{0.175}$Ge$_{0.825}$ barriers, and a Si$_{0.075}$Ge$_{0.925}$ virtual substrate [52]. The room-temperature absorption edge of that device was 1456 nm (which is in excellent agreement with our simulated value of 1455 nm) and shifted to 1508 nm when the temperature was increased to 90°C. By increasing the width of the quantum wells to 16 nm we find that the simulated room-temperature zero-field absorption edge shifts to 1490 nm and that EA modulation is expected at 1550 nm, which is consistent with the analysis presented in [11]. However, we also find that the simulated absorption coefficient at 1550 nm with an applied electric of 80 kV/cm falls to only 1100 cm$^{-1}$. This means that a long device would be required to achieve absorption in the off state and, given the additional losses in the system, means that poor performance would be expected. This is because the wider quantum wells result in larger spatial separation of the electron and hole wavefunctions when the electric field is applied.

Narrower wells can be used to improve the contrast in the absorption coefficient between the on and off states. To target 1550-nm light an increase in the Ge fraction of the substrate is required. Fig. 6 shows absorption spectra for 14-nm-wide Ge quantum wells with 6-nm-wide Si$_{0.15}$Ge$_{0.85}$ barriers on a Si$_{0.025}$Ge$_{0.975}$ virtual substrate. The increased Ge fraction of the virtual substrate reduces the strain-splitting of the heavy-hole and light-hole states. This results polarization-independent operation at 1550 nm, and we find a difference in the absorption coefficient of approximately 2420 cm$^{-1}$ in both polarizations.

When using such a high Ge fraction in the virtual substrate there are two design challenges that must be carefully considered. First, the absorption edge of the virtual substrate itself becomes close to the carrier wavelength. We can determine the direct bandgap of the (relaxed) Si$_{0.025}$Ge$_{0.975}$ virtual substrate from the term in square brackets in (7), which gives 863 meV, and is considerably larger than the photon energy. The data in [53] suggests that the Si$_{0.025}$Ge$_{0.975}$ virtual substrate will have losses of approximately 60 cm$^{-1}$ at 1550 nm. Second, strain compensation requires that the Si$_{0.15}$Ge$_{0.85}$ barriers are 2-nm-thick. Such thin barriers will result in hybridization of the wavefunctions belonging to adjacent quantum wells, and the interaction energy will lead to a broadening of the absorption edge. Such behaviour is not desirable, and it is preferable to use thicker barriers to isolate the wavefunctions belonging to adjacent quantum wells. We performed tunneling linewidth calculations [54] using a scattering matrix method [55] within the $\mathbf{k} \cdot \mathbf{p}$ framework employed here to determine the additional broadening. Fig. 7 shows the tunneling linewidths as a function
Fig. 7. Tunnelling FWHM linewidths of the $h_1$, $h_2$ and $e_1$ states in a $\text{Si}_{0.125}\text{Ge}_{0.875}$ double-barrier structure surrounding a 14-nm Ge quantum well on a $\text{Si}_{0.025}\text{Ge}_{0.975}$ virtual substrate.

of the barrier width for the 14-nm quantum wells. These additional linewidths were added to the Gaussian component of the exciton linewidths to calculate the absorption spectra shown in Fig. 6, where 6-nm-thick barriers were used.

The Matthews-Blakeslee formula gives a critical thickness of 16 nm for the $\text{Si}_{0.125}\text{Ge}_{0.875}$ barriers. Although this is not exceeded by a single 6-nm-thick barrier, an MQW stack containing ten quantum wells and eleven barriers would accumulate almost three times more strain energy than a single $h_2$-thick layer. On high-purity substrates, the Matthews-Blakeslee critical thickness can be exceeded, and a metastable regime is formed where relaxation is inhibited by the kinetic barrier to defect formation; however, this is not the case for SiGe virtual substrates because of the large defect density [50]. More importantly, in multi-layered compressive/tensile strained structures, the metastable limit is extended [56], and accumulated strain in compressive/tensile structures has been shown to be equivalent to six times the (metastable) critical thickness [57]. Consequently, we can expect that the structures we propose will be mechanically stable.

VI. EXPECTED DEVICE PERFORMANCE

To evaluate the performance of these structures for use in waveguide-integrated EAMs, we calculated the fundamental modes in a cross section of a device using finite element method (FEM) modelling [58]. A mesa-etched device was modelled, with a 400-nm-thick $p$-type Si substrate with a doping level of $5 \times 10^{18}$ cm$^{-3}$, a 500-nm-thick $p$-type virtual substrate with a doping level of $5 \times 10^{18}$ cm$^{-3}$, a 50-nm-thick intrinsic spacer layer, the MQW stack, a second 50-nm-thick spacer layer, a 100-nm-thick $n$-type Ge layer with a doping level of $1 \times 10^{19}$ cm$^{-3}$, and a top contact layer. The spacer layers are included to maintain a constant electric field across the whole of the MQW stack, and we have modelled ten quantum wells and eleven barriers giving a $\sim$ 200-nm-thick active region. No coupling loss to the incoming and outgoing Si waveguides was considered, and it was assumed that the incoming waveguide excites only the fundamental mode of the structure.

The losses in each semiconductor layer are listed in Table II. Free-carrier losses were found using the Drude model [13], the band-to-band absorption of the virtual substrate was estimated using the data in [53], and the MQW absorption coefficients were taken from the simulated data in the previous section. While the best performance can be achieved by considering the difference between the zero-field absorption, to reduce the peak-to-peak drive bias we chose to use the absorption at 40 kV/cm for the 1310 nm device and 30 kV/cm for the 1550 nm device.

The fundamental TE mode profile in the waveguide device is shown in Fig. 8 at 1310 nm. The losses in the Cu top contact were taken as 860 000 cm$^{-1}$ [59]. We find total waveguide losses for the 2-$\mu$m-wide etched structure of 200 cm$^{-1}$ in the on state and of 645 cm$^{-1}$ in the off state. For a 40-$\mu$m-long device, this corresponds to an extinction ratio of 7.7 dB and an insertion loss of 3.5 dB.

In order to obtain polarization independence at 1550 nm, the Cu top contact layer in the device was replaced with a doped polysilicon top contact, because the metal layer results in a significant difference between the mode profiles of the two polarizations. We assumed losses of 5000 cm$^{-1}$ in the polysilicon layer. The mode profile is shown in Fig. 9. We find waveguide losses of 155 cm$^{-1}$ in the on state and of approximately 740 cm$^{-1}$ in the off state for both TE and TM polarizations. For a 40-$\mu$m-long device, this corresponds to an extinction ratio of approximately 10.2 dB and an insertion loss of 2.7 dB in both polarizations.

The response time of these EAM devices can be estimated by treating them as parallel-plate capacitors. The 80-$\mu$m$^2$ mesa
devices with a 300-nm-thick intrinsic region will have a capacitance of approximately $C = 35 \text{ fF}$. If we assume a 50-Ω load resistance, this will result in a time constant $RC = 1.8 \text{ ps}$, making the devices suitable for operation at 40 Gbps.

The devices will dissipate power both due to the photo-generated charge carrier pairs, and to losses associated with the capacitance. For high bit-rate EAM applications the photocurrent results in losses that are small compared to the capacitive losses [60]. The energy per bit can therefore be estimated from $1/2CV_{pp}^2$, where $V_{pp}$ is the peak-to-peak drive voltage. For the 1310 nm device, $V_{pp} = 2.4 \text{ V}$, and so we can expect the power consumption to be approximately 100 μW/bit. For the 1550 nm device, $V_{pp} = 1.66 \text{ V}$, and so we can expect the power consumption to be approximately 50 μW/bit.

VII. CONCLUSION

We have described a combined $6 \times 6 \kappa \rho$ and one-band effective mass model to calculate the absorption spectra of Ge–SiGe MQW heterostructures. Using the simulation tools, Ge–SiGe quantum well structures on SiGe virtual substrates were identified to target the spectral windows at 1310 nm and 1550 nm by exploiting the strain due to epitaxial growth on the SiGe virtual substrate. The expected performance of waveguide-integrated devices based on these MQW heterostructures was analysed, and we can expect small footprint devices ($< 100-\mu m^2$ device area) with a power consumption of the order of 100 μW/bit and capable of operation at data rates of 40 Gbps.
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