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Abstract—The maximum likelihood estimation of a dynamic spatiotemporal model is introduced, centred around the inclusion of a prior arbitrary spatiotemporal neighborhood description. The neighborhood description defines a specific parameterization of the state transition matrix, chosen on the basis of prior knowledge about the system. The model used is inspired by the spatiotemporal ARMA (STARMA) model, but the representation used is based on the standard state-space model. The inclusion of the neighborhood into an expectation-maximization based joint state and parameter estimation algorithm allows for accurate characterization of the spatiotemporal model. The process of including the neighborhood, and the effect it has on the maximum likelihood parameter estimate is described and demonstrated in this paper.
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I. INTRODUCTION

DYNAMIC spatiotemporal systems can be represented using models which describe the correlation information found in observations of the system. A typical assumption is that this correlation is local in nature, with the implication that global behavior in the observations is an emergent property of local interactions.

A popular technique to describe local correlations is to define a neighborhood which limits the modeled correlation to a local spatio–temporal region. Lattice based spatio–temporal models such as cellular automata [1] and coupled map lattices [2] use this technique, where the neighborhood is defined in terms of a spatio–temporal translation operator [3]. However, these models are restricted to data sets with a regular lattice structure [4].

The spatio–temporal autoregressive moving average (STARMA) model [5]–[7] avoids the restriction of lattice based models whilst maintaining the neighborhood structure. This motivates their use for real-world system identification [8], where spatially correlated signals are often gathered which, whilst being regularly sampled in time, are irregular in space [9].

STARMA models represent the spatio–temporal process using a set of correlated time series, an approach which lends itself to systems which are observed at a reasonably small number of observation locations but which are heavily sampled in time. For example, in oesophageal station manometry [10], a small number of pressure sensors are placed in the oesophagus in order to record the pressure across time at several locations during peristalsis. Similarly, although on a different spatial scale, multielectrode probes make ensemble recordings of neural activity at a number of different spatial locations over time [11]. A third example is given by [12] wherein measurements of truck flows were made monthly at eight locations on the Mexico-Texas border over a period of three years. In each of these cases, STARMA models are applicable as models of the underlying processes.

This paper’s aim is to introduce the idea of a neighborhood description to the dynamic state space framework to model spatially correlated time series. The estimation of the state space model consists of using the observed field to estimate the hidden field and model parameters, both of which are constrained by the neighborhood description. From the point of view of estimation these unknown quantities are conditionally dependent, so an iterative technique is used to solve the joint estimation problem.

In a maximum likelihood framework, the natural solution to such a problem is to use the well-known expectation-maximization (EM) algorithm. The application of the EM algorithm to linear dynamic systems [13] has potential advantages over the more popular subspace methods [14], [15]. Importantly, the maximum-likelihood construction allows direct inclusion of a neighborhood-based parameterization of the state-space model which can subsequently be used to estimate the hidden field. In this context, the algorithm utilizes the Kalman Smoother [16] to perform expectation with respect to the hidden field, before analytically maximizing the resulting likelihood function.

This paper introduces a principled method of including this neighborhood information using a neighborhood-based parameterization mapping, and describes the resulting estimation algorithm within the EM framework. Section II describes the spatio–temporal model, the neighborhood definition and an algorithm to generate the necessary parameterization mapping. Section III describes the EM-based algorithm for estimation of the spatio–temporal model. Section IV illustrates the developed techniques using a selection of synthetic models. Finally, Section V concludes.

II. SPATIO–TEMPORAL MODEL

The spatio–temporal process to be modeled exists in the space formed by \( S \times T \) where \( S \) is the spatial domain of interest and \( T \) is the temporal domain. The temporal domain is always assumed to be one dimensional and the process is assumed to be causal. The spatial domain can be up to three dimensions with...
no inherent causality. These fundamental properties give structure to the spatio–temporal problem, leading to much discussion about symmetry and separability of representation [17].

The spatio–temporal system is observed as a set of spatially arranged and correlated time series. This motivates the use of a spatio–temporally indexed hidden variable, such that the current hidden field is comprised of current and past filtered values of the time series, where the number of included past values depends on the maximum autoregressive order of the spatio–temporal process. Let \( n_t \) denote the maximum temporal autoregressive order of the process and let \( x(s, t) \) be a hidden variable at a specific spatio–temporal location \((s \in S, t \in T)\).

Assumption 1: The dynamics of the hidden field are represented by

\[ x_{t+1} = Ax_t + Wu_t \]  

(1)

where \( x_t \in \mathbb{R}^{n_x} \) denotes the state vector

\[ x_t = [x(s_1, t), x(s_2, t), \ldots, x(s_{n_y}, t)] \]

\times [x(s_1, t-1), x(s_2, t-1), \ldots, x(s_{n_y}, t-1)]

\times [x(s_1, t-2), \ldots, x(s_{n_y}, t-n_t+1)]^T \]

(2)

where \( n_y \) is the number of observation locations and where the superscript T symbol denotes the transpose operator. The state matrix is arranged in the following canonical form

\[ A = \begin{bmatrix} \bar{A} & I \\ I & 0 \end{bmatrix} \]

(3)

where \( \bar{A} \in \mathbb{R}^{n_y \times n_t} \) contains parameters and \( I \) and \( 0 \) denote the identity and zero matrices respectively, such that \( A \in \mathbb{R}^{n_y \times n_x} \). The \( n_x \) by \( n_y \) matrix \( W = [I \ 0]^T \) maps the state disturbance \( u_t \in \mathbb{R}^{n_y} \) onto the next state. The disturbance on the state is modeled using Gaussian white noise \( u_t \sim N(0, \Sigma_w) \) where \( \Sigma_w \in \mathbb{R}^{n_y \times n_y} \) and \( N(\mu, \Sigma) \) denotes a Gaussian distribution with mean \( \mu \) and covariance \( \Sigma \). The collection of states up to time \( T \) is defined as \( X = \{x_1, \ldots, x_T\} \).

Assumption 2: The mapping between elements of the hidden field and the observed field is given by

\[ y_t = Cx_t + v_t \]  

(3)

where \( t \in T \subset \mathbb{Z} \) denotes discrete-time. The \( n_y \) by \( n_x \) observation matrix \( C = [I \ 0] \) is constructed so that the current output is a noise corrupted version of the hidden variables \( \tilde{x}_t \). The observation vector \( y_t \in \mathbb{R}^{n_y} \) is formed from the current value of the time series associated with each observation location

\[ y_t = [y(s_1, t), \ldots, y(s_{n_y}, t)]^T \]

(4)

where \( s_i \in S \subset \mathbb{R}^{n_x} \) is a spatial location and \( n_x \) is the number of spatial dimension. The observation disturbance is denoted \( v_t \in \mathbb{R}^{n_y} \) and is modeled by Gaussian white noise with distribution \( v_t \sim N(0, \Sigma_v) \) where \( \Sigma_v \in \mathbb{R}^{n_y \times n_y} \). The collection of observations up to time \( T \) is defined as \( Y = \{y_1, \ldots, y_T\} \) and the collection of both the states and the observations is denoted \( Z = \{X, Y\} \).

Assumption 3: The system is assumed to be stationary in time.

The above assumptions define the model of the spatio–temporal system and have a number of implications. The construction of \( W \) in Assumption 1 implies that state disturbance \( u_t \) is only associated with the current value of the filtered time series \( x(s_1, t), \ldots, x(s_{n_y}, t) \) and not with the past time series values which together construct the hidden field at time \( t \). This is due to the canonical structure of the model. Assumption 3 implies that the parameters of the model are time invariant. Note that this does not imply that the field to be modeled is completely homogeneous. Rather, each hidden variable dynamical process has spatial-location specific parameters, but these parameters remain invariant over time.

By partitioning the state vector into current and past hidden variables

\[ x_t = [\tilde{x}_t^T \ 0]^T \]

(5)

where the partition

\[ \tilde{x}_t = [x(s_1, t), x(s_2, t), \ldots, x(s_{n_y}, t)]^T \]

(6)

and the remainder of the state vector is denoted \( \tilde{x}_t \) allows the model to be written

\[ \tilde{x}_t = \tilde{A}\tilde{x}_{t-1} + w_t \]

(7)

where \( \tilde{A} = \bar{A} \tilde{x}_{t-1} + w_t \)

(8)

This structured form of the model is observable and unique [18].

A. Neighborhood

Definition 1: The neighborhood associated with a hidden variable at spatio–temporal location \((s, \tau) \in S \times T\) is known as a subregion of \( S \times T \). Hidden variables which fall within the neighborhood of \( x(s, \tau) \) are known as neighbors of the variable at \((s, \tau) \). The set of neighbors associated with the hidden variable \( x(s, \tau) \) is denoted \( N(x(s, \tau)) \).

As an example neighborhood, consider the esophageal peristalsis example mentioned in Section I. Station manometry allows the collection of time series at locations along the length of the esophagus, as shown in Fig. 1. As a patient swallows, sensors measure the pressure as the peristaltic wave travels down the esophagus. Due to this downward direction of the peristaltic wave, a reasonable assumption is to choose a neighborhood that describes the hidden variable at a particular location in relation to those above it. If the spatial location is measured as the distance from the top of the esophagus, such a neighborhood could be described using

\[ N(x(s, \tau)) = \bigcup_{i=1}^{n_t} \{x(s, \tau-i) : d_i < s < c_s\} \]

(7)

where, at each lag \( \tau-i \), a spatial area above \( c_s \) with upper bound \( d_i \) defines the neighborhood of \( x(s, \tau) \).

Assumption 4: A hidden variable is conditionally independent of all variables outside its neighborhood, such that

\[ p(x(s, \tau) | x(s, \tau); (s, \tau) \in S \times T) \]

(8)

where \( \tau \in T \).
same shape for each hidden variable; shown on the diagram is the neighborhood of \( x(s_3, t) \). Any variable outside the neighborhood implies a zero-valued element on the third row of \( \mathbf{A} \). The neighborhood shown in Fig. 1 would generate

\[
\mathbf{A} = \begin{bmatrix}
  a_{11} & 0 & 0 & 0 & a_{15} & 0 & 0 & 0 \\
  a_{21} & a_{22} & 0 & 0 & 0 & 0 & a_{25} & 0 \\
  0 & a_{32} & a_{33} & 0 & 0 & 0 & 0 & a_{37} \\
  0 & 0 & a_{43} & a_{44} & 0 & 0 & 0 & a_{48}
\end{bmatrix}
\]

were \( \Delta \) would be constructed via the algorithm given in Table I as

\[
\Delta = [e_1, e_2, e_6, e_7, e_{11}, e_{12}, e_{16}, e_{17}, e_{22}, e_{27}, e_{32}].
\]

### III. Estimation

The EM algorithm provides a well-known framework for approaching the joint state and parameter estimation problem for the general, linear state-space model. Introduced by Shumway and Stoffer [13] and recently revisited by Gibson and Ninness [19], it presents an alternative to subspace-based, dual filtering, and gradient descent techniques. In the context of the spatio–temporal model outlined earlier, the construction of the likelihood for the EM algorithm’s M-step presents an opportunity to include the neighborhood information into the estimation procedure, without losing the beneficial properties of the estimator as described by Gibson and Ninness. This section describes the inclusion of the canonical form and spatio–temporal neighborhood based parameterization into the estimator and presents an algorithm to estimate the states and parameters of the spatio–temporal model described earlier.

#### A. The Likelihood Function

Maximum likelihood estimation seeks to find parameters

\[
\phi_{ML} = \arg \max_{\phi} \mathbb{P}(Y; \phi)
\]

The EM algorithm approximates \( \mathbb{P}(X, Y; \phi) \) with respect to a prior parameter estimate and, once approximated, a closed form solution to \( \phi^* = \arg \max_{\phi} \mathbb{P}(X, Y; \phi) \) can be found. By exploiting the relationship between \( \mathbb{P}(X, Y; \phi) \) and \( \mathbb{P}(Y; \phi) \) it is possible to generate a sequence of parameter estimates that converges on the maximum likelihood parameter estimate [19]. The complete-data log-likelihood is defined as

\[
\ell(\phi) = \ln \mathbb{P}(X, Y; \phi)
\]

which can be written in terms of the model’s component densities by repeated application of Bayes’ rule

\[
\ell(\phi) = \ln \mathbb{P}(x_0) + \sum_{t=1}^{T} \ln \mathbb{P}(y_t | x_t)
\]

\[
+ \sum_{t=0}^{T} \ln \mathbb{P}(x_{t+1} | x_t) + \sum_{t=0}^{T} \ln \mathbb{P}(x_{t+1} | x_t)
\]

### B. Structure in \( \mathbf{A} \)

The neighborhood definition introduces extra structure into the parameter matrix \( \mathbf{A} \) where, following Assumption 4, parameters representing relationships between non-neighboring states are known to be zero-valued. A mapping from the (known and unknown) parameter space defined by \( \mathbf{A} \) to the unknown parameter space is developed.

Let \( n_u \) denote the number of unknown parameters in \( \mathbf{A} \) and let the unknown parameter vector be denoted \( \phi \in \mathbb{R}^{n_u} \) such that \( n_u = n_x n_y \) with equality when the neighborhood does not introduce structure to the \( \mathbf{A} \) matrix.

**Definition 2:** Given an arbitrary neighborhood \( \mathcal{N} \) the corresponding mapping \( \Delta \in \{0, 1\}^{n_x n_y \times n_u} \) between the unknown parameter vector \( \phi \) and the matrix \( \mathbf{A} \) is defined by

\[
\mathfrak{w}(\mathbf{A}) = \Delta \phi
\]  

Let \( e_k \) be drawn from the usual \( n_y n_x \)-dimensional Euclidean basis, such that the \( k \)th element of \( e_k \) is equal to 1 and zero otherwise. Then \( \Delta \) can be constructed using the algorithm given in Table I.

To further extend the oesophageal example, consider the scenario depicted in Fig. 1. Pressure measurements are taken at four locations within the oesophageal body. The system is considered to be homogenous, therefore, the neighborhood is the
noting that \( \mathbf{r}_t \) and \( \hat{\mathbf{r}}_t \) are conditionally independent and where the component densities are written

\[
\begin{align*}
    p(x_t) &= \mathcal{N}(\mu_t, \Sigma_t), \\
    p(\mathbf{r}_t|x_{t-1}) &= \mathcal{N}(\mathbf{A}x_{t-1}, \Sigma_w), \\
    p(\hat{\mathbf{r}}_t|x_{t-1}) &= \delta(I_0), \\
    p(y_t|x_t) &= \mathcal{N}(C_t x_t, \Sigma_u).
\end{align*}
\]

where \( \delta(\cdot) \) denotes the Dirac delta function \( \delta(\mathbf{r}_t - \mathbf{r}) \). Note that only \( p(\mathbf{r}_t|x_{t-1}) \) is a function of \( \phi \).

**B. The M-Step**

The problem of concurrently estimating both the parameter set and the state sequence is solved by the EM algorithm through taking expectations of \( \ell(\phi) \) with respect to an estimate of \( \hat{X} \), conditional on the current parameter set \( \phi^{(i-1)} \).

**Definition 3:** The so-called Q-function is given by

\[
Q(\phi, \phi^{(i-1)}) = \mathbb{E}[\ln p(X, Y; \phi)]
\]

where the expectation is taken with respect to the distribution \( p(X|Y; \phi^{(i-1)}) \).

After evaluating the expectation, the Q-function becomes a deterministic function of \( \phi \), which can be maximized. To introduce the neighborhood structure into the parameter estimation problem, the Q-function is expressed in terms of the parameter vector \( \phi \) and the known neighborhood mapping \( \Delta \).

**Lemma 1:** The Q-function in Definition 3 for the spatio–temporal model (4–6) can be written in the following form

\[
Q(\phi, \phi^{(i-1)}) = \alpha + 2 \mathbb{E}[\phi^{(i-1)}] (\mathbb{E}_{\mathcal{X}} \otimes \mathbb{E}_{\mathcal{Y}}) \mathbb{E}[\mathcal{Z}]
\]

where \( \otimes \) denotes the Kronecker product, \( \mathbb{E}_{\mathcal{X}} \) and \( \mathbb{E}_{\mathcal{Y}} \) denote the inner product gives

\[
\langle F_z, z \rangle = (\Delta^T \mathbb{E}_{\mathcal{X}} \otimes \mathbb{E}_{\mathcal{Y}}) \mathbb{E}[\mathcal{Z}] = (G_{\mathbf{u}} \mathbf{u}) > 0
\]

since \( G \) is positive definite, where \( \mathbf{u} = \Delta z \). The inequality holds only for nonzero \( \mathbf{u} \), which is guaranteed as long as \( \text{rank}(\Delta) \geq \text{dim}(z) \). By Definition 2, \( \text{rank}(\Delta) = \text{dim}(z) \), hence \( F \) is positive definite, and thus invertible, completing the proof.

**Theorem 1:** The estimate of the unknown parameters \( \hat{\phi} \) that locally maximizes the Q-function of the spatio–temporal model described by (4–6), (9) is given by

\[
\hat{\phi} = \mathbb{E}[\ln p(X, Y; \phi)],
\]

Following Lemma 1 the Q-function can be written in terms of the vectorized \( \mathbf{A} \) matrix

\[
Q(\phi, \phi^{(i-1)}) = \alpha + 2 \mathbb{E}[\phi^{(i-1)}] (\mathbb{E}_{\mathcal{X}} \otimes \mathbb{E}_{\mathcal{Y}}) \mathbb{E}[\mathcal{Z}]
\]

where \( \otimes \) denotes the Kronecker product, \( \mathbb{E}_{\mathcal{X}} \) and \( \mathbb{E}_{\mathcal{Y}} \) denote the inner product gives

\[
\langle F_z, z \rangle = (\Delta^T \mathbb{E}_{\mathcal{X}} \otimes \mathbb{E}_{\mathcal{Y}}) \mathbb{E}[\mathcal{Z}] = (G_{\mathbf{u}} \mathbf{u}) > 0
\]

since \( G \) is positive definite, where \( \mathbf{u} = \Delta z \). The inequality holds only for nonzero \( \mathbf{u} \), which is guaranteed as long as \( \text{rank}(\Delta) \geq \text{dim}(z) \). By Definition 2, \( \text{rank}(\Delta) = \text{dim}(z) \), hence \( F \) is positive definite, and thus invertible, completing the proof.

**Definition 3:** The so-called Q-function is given by

\[
Q(\phi, \phi^{(i-1)}) = \mathbb{E}[\ln p(X, Y; \phi)]
\]

where the expectation is taken with respect to the distribution \( p(X|Y; \phi^{(i-1)}) \).

After evaluating the expectation, the Q-function becomes a deterministic function of \( \phi \), which can be maximized. To introduce the neighborhood structure into the parameter estimation problem, the Q-function is expressed in terms of the parameter vector \( \phi \) and the known neighborhood mapping \( \Delta \).

**Lemma 1:** The Q-function in Definition 3 for the spatio–temporal model (4–6) can be written in the following form

\[
Q(\phi, \phi^{(i-1)}) = \alpha + 2 \mathbb{E}[\phi^{(i-1)}] (\mathbb{E}_{\mathcal{X}} \otimes \mathbb{E}_{\mathcal{Y}}) \mathbb{E}[\mathcal{Z}]
\]

where \( \otimes \) denotes the Kronecker product, \( \mathbb{E}_{\mathcal{X}} \) and \( \mathbb{E}_{\mathcal{Y}} \) denote

\[
\langle F_z, z \rangle = (\Delta^T \mathbb{E}_{\mathcal{X}} \otimes \mathbb{E}_{\mathcal{Y}}) \mathbb{E}[\mathcal{Z}] = (G_{\mathbf{u}} \mathbf{u}) > 0
\]

since \( G \) is positive definite, where \( \mathbf{u} = \Delta z \). The inequality holds only for nonzero \( \mathbf{u} \), which is guaranteed as long as \( \text{rank}(\Delta) \geq \text{dim}(z) \). By Definition 2, \( \text{rank}(\Delta) = \text{dim}(z) \), hence \( F \) is positive definite, and thus invertible, completing the proof.
The vectorized $\bar{A}$ matrix can be written in terms of the unknown parameter vector and the known mapping $\Delta$ by substituting (9) into (12), thereby enforcing the neighborhood definition

$$Q(\phi, \phi^{(i-1)}) = \alpha + 2\text{vec}(I)\text{T} (\Xi_x \otimes \Sigma_w^{-1}) \Delta \phi - \phi \Delta^\text{T} (\Xi_{xx} \otimes \Sigma_w^{-1}) \Delta \phi.$$ 

Differentiating the $Q$-function with respect to $\phi$ gives

$$\frac{dQ}{d\phi} = 2\text{vec}(I)\text{T} (\Xi_x \otimes \Sigma_w^{-1}) \Delta - 2\phi \Delta^\text{T} (\Xi_{xx} \otimes \Sigma_w^{-1}) \Delta.$$ 

Equating the above to zero and rearranging gives

$$\text{vec}(I)\text{T} (\Xi_x \otimes \Sigma_w^{-1}) \Delta = \phi \Delta^\text{T} (\Xi_{xx} \otimes \Sigma_w^{-1}) \Delta.$$ 

The result follows by premultiplying both sides by $(\Delta^\text{T} (\Xi_{xx} \otimes \Sigma_w^{-1}) \Delta)^{-1}$. The second derivative of the $Q$-function is given by

$$\frac{d^2Q}{d\phi^2} = -2\Delta^\text{T} (\Xi_{xx} \otimes \Sigma_w^{-1}) \Delta,$$

which, by Lemma 2, is negative definite and, therefore, the derived estimate is located at a local maximum of the $Q$-function.

There are three special cases which remove the dependence of the estimate of $\phi$ on $\Sigma_w$, given in the following corollaries.

**Corollary 1**: If each hidden variable is subject to uncorrelated disturbance from the same distribution, then the parameter estimate that maximizes the $Q$-function is given by

$$\hat{\phi} = (\Delta^\text{T} (\Xi_{xx} \otimes I) \Delta)^{-1} (\Delta^\text{T} (\Xi_x \otimes I) \text{vec}(I)).$$

**Corollary 2**: If no spatial neighborhood structure is defined the maximum likelihood estimate of the unknown parameters is given by

$$\hat{\phi} = \text{vec} (\Xi_{xx}^{-1} \Xi_x).$$

**Corollary 3**: If the neighborhood transformation matrix is restricted to $\Delta = \Delta \otimes I$ where $\Delta \in \mathbb{R}^{n_x \times (n_o/n_0)}$ is constructed from the $n_x$-dimensional Euclidean basis, then the parameter estimate reduces to

$$\hat{\phi} = \text{vec} ((\Xi_x^\text{T} \Delta) (\Delta^\text{T} \Xi_{xx} \Delta)^{-1}).$$

The proofs of the above corollaries follow from direct substitution and algebraic manipulation. The use of $\Delta$ in Corollary 3 implies a restricted neighborhood which introduces vertical bands of parameters in $\bar{A}$. This implies that the same subset of variables in the hidden field at time $t - 1$ affects each hidden variable in $\bar{Y}_t$. As an example, consider a process which is monitored over time at a large number of observation locations, and suppose that the majority of the dynamic process behavior can be explained by the observations at a subset of those locations. Then a neighborhood constructed as in Corollary 3 can be used to create a model of the process that only depends on the subset of informative observation locations, while still allowing the state of the process at all the observation locations to be estimated.

### C. The E-Step

The expectation step consists of evaluating the $Q$-function, given the current parameter set $\phi^{(i-1)}$ and the observed field. Practically, this involves calculating the expectations in $\Xi_x$ and $\Xi_{xx}$, given in the following Lemma.

**Lemma 3**: Conditional on the current parameter set $\phi^{(i-1)}$ and the hidden field $Y$, the values of $\Xi_x$ and $\Xi_{xx}$ are given by

$$\Xi_x = \sum_{t=1}^{T} \mathbb{E} [x_{t-1} x_t^\text{T}]$$

$$\Xi_{xx} = \sum_{t=1}^{T} \mathbb{E} [x_{t-1} x_{t-1}^\text{T}].$$

Using the definition of covariance and linearity of the expectation operator it is straightforward to show that

$$P_t = \mathbb{E} [x_t x_t^\text{T}] - \hat{x}_t \hat{x}_t^\text{T}, \quad M_t = \mathbb{E} [x_t x_{t-1}^\text{T}] - \hat{x}_t \hat{x}_{t-1}^\text{T}.$$ 

The result follows by partitioning $M_t$ such that

$$\mathbb{E} [x_t x_{t-1}^\text{T}] = \bar{M}_t + \hat{x}_t \hat{x}_{t-1}^\text{T}.$$

Given the model and observed field, the expected value of the state at a given time can be calculated using the standard Kalman Smoother, with an extra recursion to calculate the covariance $M_t$ [21]. This algorithm is given in Table II, where the notation $\hat{x}_t \hat{x}_{t-1}$ denotes the expected value of $x_t$ given information up to time $t - 1$.

### D. The Estimation Algorithm

The E- and M-steps of Sections III-C and B are iterated until convergence. The algorithm requires a method to initialize either an initial parameter set or an initial state sequence. Typically, a mean-squared error parameter estimation technique is employed to generate an initial parameter set, however here the structure of the $C$-matrix can be exploited to populate a state sequence using the observed values of $Y$. This is then used in an M-step to generate an initial parameter set. Following [22], the change in a function of parameter values is used to generate stopping criteria. The algorithm will halt when

$$|\lambda^{(i)} - \lambda^{(i-1)}| > \epsilon$$

(18)
The change in $I(\phi^{(i)})$ over each iteration of the algorithm in Table III is given by
\[ I(\phi^{(i)}) - I(\phi^{(i-1)}) = \{Q(\phi^{(i)}), \phi^{(i-1)}) - Q(\phi^{(i-1)}), \phi^{(i-1)})\} + \{E[ln p(Z|Y; \phi^{(i)})] - E[ln p(Z|Y; \phi^{(i-1)})]\}

which is always nonnegative as $E[ln p(Z|Y; \phi^{(i)})] > E[ln p(Z|Y; \phi^{(i-1)})]$ following the standard application of Jensen’s inequality [23] and $Q(\phi^{(i)}), \phi^{(i-1)}) \geq Q(\phi^{(i-1)}, \phi^{(i-1)})$ by Theorem 1, hence, $I(\phi^{(i)})$ is an increasing function of $i$.

By Theorem 1 and Definition 3 $Q(\phi^{(i)}, \phi^{(i-1)})$ is continuous in both arguments, satisfying the condition of [24, Theorem 2], application of which demonstrates convergence of the sequence \{$I(\phi^{(i)}), I(\phi^{(i+1)})\}…$ to a local maximum $I(\phi^*)$.

The equality $I(\phi^{(0)}) = I(\phi^{(i-1)})$ is clearly true if $\phi^{(i+1)} = \phi^{(i)}$; the “only if” condition is demonstrated for a general dynamic state space model in [19, Corollary 5.1], and, hence, for the parameterized model (1), (3) completing the proof.

### IV. Simulation Examples

This section illustrates the above approach to modeling spatio–temporal systems via a set of simulated examples. First, a simple, homogeneous 2-D, four-state system is shown, followed by a homogeneous 2-D, 12-state system and a heterogeneous 3-D, eight-state system. All the examples use 500 simulated time points and a convergence threshold of $1 \times 10^{-10}$. As a measure of parameter bias, the same norm used in the convergence criteria is used and is referred to as the $\lambda$-value, that is $\lambda = \max (\text{eig}(A^T A))$. The reported bias is the percentage error in the $\lambda$-value, namely $1 - (\lambda/\lambda^*)$ where $\lambda$ and $\lambda^*$ are the estimated and true $\lambda$-values respectively.

#### A. Estimation of A 2-D, Homogeneous, Four-State System

Initially a simple spatio–temporal model with two observation locations and four states is used. Fig. 2 represents this graphically where the shaded area describes the neighborhood of $x_1(t+1)$.

The disturbance and noise covariances are chosen to be $\Sigma_w = 0.8 \times I$ and $\Sigma_v = 0.2 \times I$. To demonstrate consistent behavior, the algorithm was run until convergence 10 times with different noise realizations each time. Fig. 3 shows the parameter bias at each iteration for each run. The algorithm converges in an average of 26 iterations.
Table IV presents the best, median and the worst parameter estimates of the 10 runs of the algorithm shown in Fig. 3.

Fig. 4 displays the sensitivity of the parameter estimate to changes in $\Sigma_{yw}$ used in the estimator. Here, 100 random $\Sigma_{yw}$ matrices were generated by choosing a random matrix $R$ via Matlab’s `rand()` function then setting $\Sigma_{yw} = 0.1 R^T R$ to ensure a positive definite covariance matrix. Using the same state sequence, each randomly chosen $\Sigma_{yw}$ was presented to the maximization routine (16). This figure demonstrates the insensitivity of the algorithm to errors in the state disturbance covariance matrix. This is an important numerical property of the estimator, as $\Sigma_{yw}$ may not be well characterized in practice.

Table IV presents the best, median and the worst parameter estimates of the 10 runs of the algorithm shown in Fig. 3.

<table>
<thead>
<tr>
<th>True Parameters</th>
<th>Parameter Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
</tr>
<tr>
<td>1.3</td>
<td>1.29</td>
</tr>
<tr>
<td>-0.8</td>
<td>-0.78</td>
</tr>
<tr>
<td>0.9</td>
<td>0.93</td>
</tr>
<tr>
<td>1.2</td>
<td>1.30</td>
</tr>
<tr>
<td>-0.5</td>
<td>-0.54</td>
</tr>
</tbody>
</table>

Table IV. True and estimated parameters corresponding to three cases shown in Fig. 3.

B. Estimation of a 2-D, Homogeneous, 12-State System

In order to emphasize the benefits of the neighborhood definition, Table V presents a comparison of the estimation of a standard vector-AR (VAR) model using least-squares with the result using the algorithm of Table III. The system has $n_x = 12$ states, $n_y = 4$ observations locations and a neighborhood definition as shown in Fig. 5. The neighborhood shape is the same for each hidden variable in $R_{t+1}$. The disturbances are the same as for the previous example where $\Sigma_{yw} = 0.8 \times I^{n_y}$ and $\Sigma_{yw} = 0.2 \times I$.

Shown in the table are only the nonzero parameters and their estimates. Here, an estimate for the parameter vector of the VAR model is found using least squares on the original data set without the neighborhood definition and is displayed next to the result using the algorithm given in Table III.

The combination of the filtering inherent in the Kalman smoother and the dimension reduction in the parameter estimation problem due to the neighborhood definitions produces the overall increase in accuracy. Table V also indicates that...
automatic neighborhood detection is infeasible by naively inferring $\Delta$ from zero-or small-valued parameter estimates from a nonparameterized system identification procedure.

To demonstrate the effect of the neighborhood mapping on the algorithm, note that the least-squares step applied above is of order $O(n_{x}^2) + O(Tr(n_y^2))$ and one M-step of Theorem 1 is of order $O(n_{x}^2) + O(n_{y}^2n_{x}^3) + O(Tr(n_y^2))$, noting that the product associated with the neighborhood mappings can be considered a sorting operation. The order of the least-squares computation is typically lower, depending on the neighborhood parameterization. The E-step is typically less complex than the M-step unless number of model parameters is significantly reduced by $\Delta$ and the observation sequence is either very long or consists of only a small number of observation locations). The complexity of the algorithm increases linearly with the number of iterations. For the example given above, a G4 PowerPC takes $\sim3$ s each for the E-step and the M-step, and $\sim2.7$ s for the least squares computation.

C. Estimation of a 3-D, Heterogeneous, Eight-State System

A 3-D example is shown in Fig. 6. Here $n_{x} = 8$, $n_{y} = 4$ and the parameters of $\Delta$ are given in Table VI. Again, the noise covariances $\Sigma_{w} = 0.8 \times I$ and $\Sigma_{v} = 0.2 \times I$. The neighborhood for each hidden variable in $\pi_i$ is defined separately, rather than being translated versions of one another, creating a heterogeneous system whose behavior is dependent on the absolute spatial location. Using the algorithm given in Table I, this neighborhood generates a transformation matrix

$$\Delta = \begin{bmatrix} e_1 & e_2 & e_6 & e_8 & e_{10} & e_{11} & e_{14} & e_{15} & e_{16} & e_{17} & e_{18} & e_{19} & e_{20} & e_{21} & e_{26} & e_{28} & e_{29} & e_{32} \end{bmatrix}$$

leaving 18 unknown parameters to be estimated. The algorithm converges in 27 iterations.

The parameter estimates generated are shown in Table VI, compared with the estimated parameters of the VAR model. In this example, the VAR model parameters are estimated using a state sequence that has been smoothed using the true parameter values. The VAR parameter estimates still suffer due to the much larger space from which to select the parameter vector. This demonstrates the clear benefit of the model structure via incorporation of the neighborhood definition.

V. Conclusion

This paper has presented a framework to estimate the states and parameters of a spatio–temporal state space system. The emphasis has been on the neighborhood definition, how this
neighboring effects the maximum likelihood parameter estimation problem and how it improves the modeling accuracy. The class of model put forward can be considered nonstationary-in-space and stationary-in-time. Both the neighborhood and the associated parameters can be different at different points in the field at a given time, i.e., the homogeneity assumption can be broken without affecting the linearity or Gaussian assumptions and, therefore, without affecting the accuracy of the estimator. This class of model is also suitable for modeling processes observed at locations which are distributed irregularly across space.

The price paid for this flexibility is the potential loss of parsimony and an increase in computational complexity over standard techniques. In applications with a high number of observation locations a different mapping between the observed and hidden fields is required. However, for applications which use a low number of observation locations but which are detailed in time, the neighborhood based spatial time-series model provides a conceptually clear and easily implementable framework. The increase in complexity introduced by the neighborhood mapping is mitigated by the accuracy of the parameter estimates.

A number of extensions to the presented framework can be considered. A fully heterogeneous system could be modeled by considering nonstationary parameters, which would incorporate the standard Kalman smoother. Attention could also be paid to considering nonstationary parameters, which would incorporate the standard Kalman smoother. Attention could also be paid to the parsimony issue; techniques such as making simplifying assumptions on the space to be modeled could allow for a greater number of observation locations to be dealt with before having to make the compromise for a more complex model. Finally, as in the coupled map lattice literature [25], the need for a systematic neighborhood detection scheme is clear, meaning that the neighborhood need not be treated as prior information.
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