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Abstract

This paper considers the errors that arise in using outdated accident prediction models in road safety scheme evaluation. Method:
to correct for regression-to-mean (RTM) effects in scheme evaluation normally rely on the use of accident prediction models. However,
because accident risk tends to decline over time, such models tend to become outdated and the estimated treatment effect is then exaggera

A new correction procedure is described which can effectively eliminate such errors.
© 2003 Published by Elsevier Ltd.

Keywords:Road safety; Regression-to-mean; Trend in risk; Correction for bias

1. Introduction whereNry is the change due to national trends in accidents
over the period of observation arising as a result of the com-
The task of estimating the effect of a road safety scheme bined effect of trends in risk and in flow§r the change in 42
on the mean frequency of accidents is not straightforward. accidents due to local changes in flow other than those at-
While observations of accidents before and after treatmenttributable to trend but unrelated to the study schemeNgnd 44
can establish the change in mean accident frequency, it isis the change in accidents due to the RTM effect. 45
unlikely that all of the observed change can be attributed The change in accidents attributable to the scheme may
to the effects of the scheme. The primary task in schemebe in part due to the effect of the scheme on accident rigk
evaluation is then that of separating scheme eff&tspom (accidents per unit of exposuregg, and in part due to the 4s
the changes that would have occurred without the schisme,  effect of the scheme on flo. Thus 49
Inarecent papeHirst et al., in pregsthe authors considered
in detail the various factors that can have a confounding §
effectin the evaluation of road safety schemes and suggested,
a simple additive model to describe these.
The three main non-scheme sources of change in ob-B = Sg + S + Nt + Nr + Ng 52
served accident frequencies are regression-to-mean (RTM)
effects; trends in accidents; and local changes in flow (due The authors iirst et al., in presshave proposed a mod-s3

to transport or land use changes unrelated to the scheme unlfication to current methods which allows the reduction iss
der study). The observed change in annual accidentzan accidents attributable to each of the five causal factors to &e

= SR+ Sk 50

51

be written as separately evaluated. The proposed approach, in commen
with others that include a correction for RTM effects (seey
B=S+N for example Hauer, 1997; Elvik, 1997 relies on the avail- ss
ability of suitable predictive accident models. These are a-

The non-scheme effects are then sumed to represent the relationship between mean accident

frequency and various explanatory variables (typically traé:
fic flow and site characteristics) during the scheme evalua-
"+ Corresponding author. Tek+44-151-794-5226:; tion period. The p_ro_blem is that, in practice, this assumptian
fax: +44-151-794-5218. will rarely be satisfied because of the effects of trends b
E-mail addressi.mountain@liv.ac.uk (L.J. Mountain). accidents. 65

N = Nt + Nr+ Nr

0001-4575/$ — see front matter © 2003 Published by Elsevier Ltd.
doi:10.1016/j.aap.2003.05.005
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2 W.M. Hirst et al./Accident Analysis and Prevention xxx (2003) XXX—XXX

2. Outdated accident prediction models (or regional) flow in the after period, then the expected flawe
in the after period if flows at the study site had changed:i3
To appreciate the problem, it is useful to briefly consider line with general trends;,, can be estimated using 114
the nature of the evaluation process. In order to estimate
the true scheme effect, it is necessary to estimate what the,/ _— (M)
expected accident frequency in the period after treatment OB_NAT/B
would have been had the scheme not been implemented. A
common approach is to use an empirical Bayes (EB) method
(see, for exampleMaher and Summersgill, 1996; Hauer,
1997; Elvik, 1997. In this the mean accident frequency
in the before period is estimated as a weighted average of
observed accidents before treatmefy, and a predictive
model estimate of expected accidents given the nature of

115

f the observed flow in after periodja, differs fromgj, 116
then there have been local changes in flow at the site other
than those attributable to trend. If, on the basis of locat
knowledge, these are judged to be due to transport or lared
use changes unrelated to the scheme under study, thenzthe
expected accidents in the after period in the absence ofithe

: . scheme is 122
the site and the level of traffic flow. The general form of
predictive accident models is . . (AanaT) (gn )\’
Ma=Mp| — ||~
AB_NAT / \4qp 123

i =Cdf
) o ) If, on the other hand, the local flow changes are judgedite
whereC is a constant for each site (incorporating the rele- pe 5 consequence of the scheme itself, then 125

vant site characteristics for the particular model usgg)a
measure of traffic flow in the period before treatment gnd  ~ i (AANAT>
is the predictive model coefficient for flow. The predictive ~ ~ — AB_NAT
model estimate ofotal accidents in a before period tf
years is then

126

If Xa accidents are observed at the scheme site in the after

period, the scheme effect is estimated as 128
B = 1BfL .

S (Xa/tp) — (Mp/tp)
Generally such predictive models assume that the random™ — XB/t8 129
errors are from the negative binomial (NB) family.Kfis
the shape parameter for the NB distribution, the EB estimate &"d the non-scheme effects as 130
of total accidents in the before periotfg, is calculated as . (Ma/t8) — (Xg/18)
Mg = afig + (1 — a)Xp XB/tB 131
where It is clear that the EB approach implicitly assumes that the

predictive model represents the relationship between acgi-
i -1 dents and flows in the before period at the study site. Equalty,
«= <1+ 7) the comparison group approach implicitly recognises that
there can be an underlying trend in risk within the study pee
The EB estimate of expected accidents in the after period in riod. However, no allowance is made for the effects of tremd
the absence of the scheniéa, can then be estimated. The n risk between the time period used for modelling and ti
effects of general trends in risk and flow on accidents during time period used for scheme assessment: this in spite ofitihe
the study period can be accounted for by using a comparisonfact that available models are typically derived using histase
group ratio of accidents ical data, often for a period of time many years prior to the:
study period used for scheme assessment. 142
The standard form of the available predictive models as
sumes that the risk of accidents, per unit of exposure,144
whereAg_nar is the total national (or regional) accidents in ¢, is constant over time. The value Gfrepresents the av-145
the before period dfs years andda_naT is the total national erage risk per unit of exposure during the modelled periacs
(or regional) accidents in the after periodtafyears. In practice we do not expect accident risk per unit of expr7
The use of a comparison group ratio implicitly assumes sure C) to remain constant over time: the whole purpose nf
that flows at the study site have changed in line with national many road safety initiatives is to reduce risk at a regionalias
or regional trends. To take account of the effects of any national level. Measures such as improvements in road user
local flow changes, while avoiding double counting, it is training, national road safety awareness initiatives, and spead
necessary to have a representative measure of traffic flowenforcement campaigns are all believed to reduce accident
at the scheme in the after periogy, together with flow risk per unit of exposure. In the UK there is evidence to sugs
data for the comparison group.@s_nar: total national (or gest that accident risk as a function of exposure has been
regional) flow in the before perioda_nar: total national declining over time. For example, for the years 1975-1995;

ApA_NAT
AB_NAT
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based on national data, the average rate of decline in accitraffic counts for each year treated as separate observatians.
dent risk was found to be 2% per year while for a subset of In addition, the disaggregation of the data presents diffiz
roads in six English counties over the period 1980-1991 the culties for traditional model fitting procedurellgher and 212
rate of decline was estimated to be 5% per year on link sec-Summersgill, 1996Lord and Persaud, 20D0The aim in 213
tions and 6% per year at major junctiondduntain et al., this study was therefore to produce a correction for the bias
1997, 1998. It has recently become recommended practice introduced by using the more commonly available form ofs
in the UK (DfT, 2002 to allow for trends in accident risk, model: an outdated accident prediction model with no trend
with the predicted annual change depending on the location.term. 217
For most urban roads (speed limit40 mph) the predicted
decrease in risk is 1.6% per year, with a decrease of 0.09%
at major urban junctions and 2.4% at minor junctions.

If it is accepted that there are trends in risk over time then
it must also be recognised that predictive models that do not  The underlying assumption is that the trend model outs
allow for trend in risk will rapidly become outdated: they lined above is the correct form of model. If a predictiveo
represent the average accident risk per unit of exposure onlyaccident model of the formi, = Cqof is fitted when there 221
over the modelled period. As a consequence, if the beforejs actually a trend in risk, the model is mis-specified. It is
period for the scheme to be evaluated is not contained within necessary to consider what implications this may have far
the modelled period, the estimates of accidents in the beforeestimates of expected accidents. 294
period will be biased. Since predictive models are generally |t js assumed, for a sample of sites, that accident ansl

based on historical data, the elapsed time between the modfiow data are available for each year ofmgiear modelling 226
elled period and the before period (and hence the effects of B

) period. Accidents will have a mean ofy = Cogqg in the 227

ET(”3)rbr2iys\i/\rllzllleb§alﬁir§gév|\:/2; %gr;splvevé? Ejyeprli\clzldn:;?:glj f;)(r: first year of the study period & 0) and in the final year 2zs

. . . “(t =n—1) amean ofu 1 = Coy™ Vg’ . . The model 220
cident data for a_5-year-per|_od from April 1983 to March without trend is normaflly éerived using (a” sﬁ]gle estimate zb
1.988 Summersgll_l and _Layﬁeld, 1996The m_odgls_rou- the mean observed flow in the model periggdand thus, for 231
tinely used to predict accidents at UK intersectidBimfiing, the totaln-year-period, the fitted model is o3
1996, 200D are based on accident data for the 6-year-period ’
1974-1979 in the case of four-arm roundabouts and for the n—1 n—1 n—1
period 1984-1989 in the case of urban priority intersections. Cz°n ~ NB (Z“i’ K> , Wherezm = COZy’qﬁg
While it would, of course, be theoretically possible to up- =0 =0 =0
date predictive accident models at regular intervals, this is
not normally done in practice because of the high cost of
carrying out such studies.

A more appropriate form of predictive model would be
one which allows for trend in risk. One such modglaher C
and Summersgill, 199Gakes the form

3. Biasarising from using the model without trend 218

233

A simple rearrangement of the model equation and the tatal
true accident mean gives 235

/ CoY" 3V’
gfn

mean accidents

(mean flow? 236

ThusC could be estimated as a function of mean acciderts
and flows. It can be assumed that the mean of accidentsand
the mean of flows occur at approximately the middle of tb@
modelled period (at time = (n — 1)/2). This is illustrated 240
for a specific example ifrig. 1 In line with the results of 241
Mountain et al. (1997the example is for a 12-year modellegh2
period (1980-1991) for a site with typical flows witfy = 243

= CO)/[‘];3

whereji, is the expected number of accidents in yedt
the risk in year Oy the factor by which risk changes from
year to year andj is the flow in yeat.

This model is a marginal model that avoids modelling

the year-to-year variation but allows for trend in risk based
on an annual change factgr)( The merits of various trend
models are discussed thyrd and Persaud (200®ut this
form of model is perhaps the most fruitful to consider here
since the change in risk from year to year is fixed, allowing
predictions beyond the modelled period.

While models which allow for trend have been fitted
to accident dataMountain et al., 1997, 1998; Lord and
Persaud, 20Q0such models are not widely available: for

3,8 =0.61 andy = 0.95. It can be seen that the mean of4
accidents and of flows both occur close to the mid-pointzaé
the modelled periods (= 5.5 in this example). 246

In practice, the mean flow will only occur at the mid-poir7
of the modelled period if flows follow an arithmetic progregss
sion but this assumption should not be unreasonable if flows
are not changing too dramatically over time. The assumg
tion that the mean of accidents occurs in the middle yearsds
also not likely to be strictly true since it is assumed that the

most site types in most regions the only available predictive decline in risk follows a geometric progression while flowess
accident models do not include a trend term. This is in part are increasing: again if flows are not changing too dramatis
because suitable data are not readily available: ideally acci-cally over time, and is reasonably close to 1, this assumpss
dent and traffic counts for many years are needed, with thetion should not be unreasonable. Under these assumptiesss,

AAP 1003 1-13
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Fig. 1. Accidents for 1980-1991 (typical UK link flow witdp = 3, y = 0.95 andg = 0.61).

it is possible to equate the models at the middle of the mod- the middle of the modelled period and the middle of the:
elling period ¢ = (n — 1)/2). If it is also assumed that the before period can be estimated. For this it is convenientts
power of flow (8) is the same for both models (not neces- shift the time datum pointz(= 0) to the middle of the 2se
sarily true since available models have a range of values formodelling period. With this time datum, at= 0, o = ch 287
B and estimates g8 andC are not independent) then and for subsequent yeats = Cy’qf. The last year of the2ss
Coy"—D/258 (1-1)/2 modelled period occurs at= 5.5 (i.e.t = (n — 1)/2), the 289
C= — 5 = Coy last year of the gap between the end of the modelled periad
4 and the start of the before period will be a= 105 (i.e. 291
Assuming thailC = Coy™~D/2, Fig. 2 shows how the pre-  t = ((n—1)/2) + g, whereg is the duration of the gap). Thes2
dicted before mean accident frequengg] for a study site middle of the before period will occur in the second year oz
some years after the modelled period would be affected bythe 3-year-period at = 12.5. More generally, iftg is the 294
trend in risk. In this hypothetical example, the scheme site duration of the before period as before, 295
has a before period of 3 years (1997-1999) and the mod-
elled period is 12 years (1980-1991) as before. There is; — (”__1> fo+ (tB i l) — g+ (” i ’B>
thus a gap of 5 years (1992-1996) between the end of the 2 2 2
modelled period and the start of the before period. Traffic
flows are assumed to increase arithmetically over time (in
line with the actual growth in traffic flow in the UK over the
period 1980-1999). Thus the model without a trend in risk
term shows an increase in expected accidents in each yea

e e e Mode. Thus, more general fg i esimated using s
9 mis-specified predictive model which makes no allowanas

flows together with the declining accident risk £ 0.95). : N .
. . . : fort th timatgi@ t
The overall effect in this case is a decrease in expected ac-Or rend, the estima NOTREND) Can be corrected usingios

GidentSiovertime. _ _ [lBCORRECTED= ¥ [lB NO TREND 305
The two models, under these assumptions, are equivalent

at the mid-point of the modelled period. Assuming that, for wherey is the factor by which risk changes from year to yeads

the 3-year before period at the scheme, the mean of flowsandt the elapsed time between the middle of the modellisg

also occurs in the middle year, the effects of trend betweenand study periods- g + (n + 18)/2. 308

296

For this example, the estimated meafig Or /itg) obtained 297
using the models with and without trend would differ by as
factor of 125 (the trend model giving the smaller estimateeo
. This result leads to the possibility of a correctiogo
procedure which could be applied to any mis-specifiex

AAP 1003 1-13
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Fig. 2. Accidents for 1980-1999 (typical UK link flow withy = 3, y = 0.95 and8 = 0.61).

This definition of the expected bias arising when fitting (1995-1997), a 1-year investigation and treatment peried,
a model without a trend in risk term to data which exhibits and a 3-year after period (1999-2001). The underlying pogs-
trend relies on a number of assumptions. No attempt hasulation characteristics for the trend mod€b( 8, y andK) 337
been made to mathematically derive these suggested resultsvere fixed in advance. The true parameters were chosemso
and instead justification is now sought via simulation. thatCo = 3 (reflecting an average value for treated sites ceds
rently under investigation in a research project at the Usde
versity of Liverpool), withg = 0.61 andK = 1.92 (in line 341
with the Mountain et al. (1997model for link data). The 342
annual change in risk was set at 2.5 and 5%=(0.975 and 343
0.95): in line with the UK national trend in risk over the pesa

Simulations were carried out to assess the relationshipsriod 1980-2001 (3%) and with thelountain et al. (1997, 345
suggested above. The aim in the simulations was to reflect1998)model for link data for 1980-1991 (5%). The numbets
the conditions that might be encountered in a typical acci- of sites (nmod) in the sample used to estimate the mogel
dent study. It was thus necessary to select typical time peri- parameters was also fixed at 100 (chosen to represent afyp-
ods; typical accident model parameters; and typical accidentically sized data set such as that usedSyymmersgill and 349
trends. It was also necessary to generate observed accidertayfield (1996) and at 1000 (roughly the size of the data s&b
data for typical safety scheme study sites: sites which areused byMountain et al. (1997)o fit trend models for link 3s1
normally selected (at least partially) on the basis of a high data). The different combinations of time period, number wt
accident frequency in a particular time period and thus sub- sites and values of meant that eight individual simulatiorss3
ject to a RTM effect in a subsequent time period. studies were carried out. 354

Each simulation study followed a pre-defined time pe-  Each simulation consisted of 500 realisations. For eactssf
riod. This comprised a modelling period of either 5 years the 500 realisations, nmod sites were generated from the tsae
or 12 years ending in 1991, a gap of 3 years between theunderlying population characteristi€, g, y andK. Each 3s7
end of the modelling period and the study period, and a of the nmod sites followed a randomly generated subsetssf
7-year study period for new sites under investigation. The the model period. 359
5-year modelling period is typical of the periods used to de-  In order to calculate the mean accidents at each site it aas
rive models with no trend term; the 12-year-period was that necessary to simulate traffic counts. This was done so taat
used byMountain et al. (1997) derive a model with trend.  overall flows followed an arithmetic progression (the best
The 7-year study period comprised a 3-year before period fitting model to UK national flow data for the hypotheticasks

4, Simulation studies to determine the magnitude
of bias

AAP 1003 1-13
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study period) and so that the overall total flows for the nmod the scheme and non-scheme effe§s &, N1, Nr andNg) 413
sites increase by a factor of 1.9 from 1975 to 2000 (again in (Hirst et al., in press The bias in the EB estimate is 414
line with UK national flow data), although annual flows at R R

individual sites could vary from this relationship fromyearto ~_  Ms _ (KTrRuE + uTrUE) (K + XB)/itB

year. The distribution of flows across sites was generated to°  MgTrue (K + /i)(KTRUE + XB)/ATRUE 416
reflect the observed flows used by L'ayfleld and Summersgill (KTRUE + 1TRUE) (K + X8)

(1996) to derive a model for urban single carriageway roads. = —
Once a flow vector for each of the nmod sites had been ((K/7) + nTrRUE) (KTRUE + XB)
generated, the.true underlying mean accidents for that siteif & ~ Ktrye then

was known. This, together with the NB shape parami€ter

was used to generate observed accidents at the site from % ~ (KTRUE + ATRUE)

NB distribution. ((K/7) + UTRUE) 419

The models with and without a trend term were then fit- The bias in the EB esti for individual si din the
ted to the observed data for the nmod sites, giving estimates e bias in the estimates for individual sites, and in t

o, Brrenn andy for the trend model an@ andBno TReND estimates of the effects of regression-to-meldR)( trend 421

for the model without trend. Estimation for the trend model (Nr) and treatment eﬁectﬁé an(_j Sr) were examined fpng
was achieved via the algorithm outlined tyaher and each of the 500 studies of 100 sites. (It was assumed in this

417

418

Summersgill (1996)This is an approximate fit based on Study thatVe =0, 424
linearising the predictors using constructed variables (see,
for example Atkinson, 1985; Cook and Weisberg, 1982 5. Results from the smulation studies .

For each of the eight simulations (consisting of 500 model
realisations), 100 study sites were generated following an

overall average (but not individually fixed) observed change X )
in accidents of either-50% or—75%. Observed accidents PeWeenCo andC was consistent with that suggestedt: 427

in the before period were generated from the true mean, Cor""~/?) and the estimate o8 from both models was2s
LrUE for each study site. An unknown, but definite RTM unbiased. The bias in the predictive model estimate of mean

effect was achieved by rejecting any generated before periodacmdents in the bef(_)re period was thus also consistent with

accidents less than twice the true mean and re-sampling (i.e "3t suggested previously. Thus 431

sites withXpg < 2uTrug rejected, as might typically be the L n+tg

case in selecting candidate sites for safety schemes). E(r)=y~", wherer =g+ < > ) -
For both the correctly specified trend model and the

mis-specified model without trend, the bias in the estimate A simple correction to the estimate from the model withouts

of the true mean was defined aswhere trend is therefore to multiply the estimated before mean fram

the mis-specified model by the inverse of the expected bias

The simulation studies demonstrated that the relationstp

TIUTRUE = 1B R R 1

LB CORRECTED= iBNOTREND (E(7)" ") 436
For the model without trend

which is equivalent to the correction procedure proposegt,

g (P NO TREND namely .

. _ ABNOTREND _

t B
HTRUE Co)_reBeFORE PERIOD 4! /1B CORRECTED= ¥' [LB NO TREND 439

For the model with trend Clearly this correction requires an estimatejofif total 440

N P ~r BTREND annual flows Onar_;) and accidentsAnar_;) are available 441

r— MBTREND _ Co)_icBEFORE PERIOD 41 for an appropriate comparison group over the relevant tinae
HTRUE C0Y.,cpEFORE PERIODY' 4! period, then an estimate gf can be obtained by fitting as43
model of the form 444

For the trend model (if the parameter estimates are un-
biased) i_t would be expecte.d that the meanrofould ANAT i = Aoy OnaTi fori=0,...,(n—1) +g+sh ass
be 1 while, for the model without trend (for a study pe-
riod after the modelled period), it would be expected that Table 1summarises the bias in the predictive model estis
t >1. The main reason for examining any bias resulting mates of mean accidents in the before peripg)(and the 447
from a correctly specified trend model was to examine bias in the EB estimates{g) obtained using the three apsss
the stability of the approximation in estimating the model Proaches: the trend model, the mis-specified model withest
parameters. trend and the proposed correction procedure. Using a data
It is important to examine the biases that may arise, not et of 1000 sites and a modelling period of 12 years, the
only in the predictive model estimategg), but also in the estimates obtained using the trend model were as expected,
EB estimates{/g). This is used to estimatéfp and hence ~ Wwith the mean and median of the biasgenp) close to 1. 4s3

AAP 1003 1-13
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Table 1
Bias in the predictive model estimates of mean accidents in the before pejiadd the EB estimates)
y, model period  TTrReND TNO TREND TCORRECTED PTREND PNO TREND PCORRECTED

ears),n > - - - - -
4 ) Mean Median S.D. Mean Median S.D. Mean Median S.D. Mean Median S.D. Mean Median S.D. Mean Median
0.95, 5, 100 3.97 1.07 11.6 1.44 1.43 0.16 1 1 0.11 0.92 1.01 0.27 1.05 1.04 0.03 1 1
0.95, 5, 1000 1.14 1.01 0.58 1.43 1.43 0.05 1 1 0.03 0.99 1 0.08 1.05 1.04 0.03 1 1
0.95, 12, 100 1.16 0.98 0.70 1.72 1.71 0.19 1 1 0.11 0.97 0.99 0.14 1.09 1.07 0.05 0.99 1
0.95, 12, 1000 1.02 1.01 0.18 1.72 1.72 0.06 1 1 0.03 1 1 0.04 1.09 1.07 0.05 1 1
0.975, 5, 100 3.31 0.93 7.9 1.2 1.19 0.13 1 1 0.11 0.9 0.99 0.26 1.02 1.01 0.03 1 1
0.975, 5, 1000 1.14 1.02 0.59 1.2 1.19 0.04 1 1 0.04 0.99 1 0.07 1.02 1.02 0.01 1 1
0.975, 12, 100 1.18 1.01 0.79 1.31 1.3 0.15 1 1 0.11 0.98 1 0.11 1.03 1.03 0.03 0.99 1
0.975, 12, 1000 1.02 1 0.17 1.3 1.3 0.04 1 1 0.03 1 1 0.03 1.04 1.03 0.02 1 1

Mean: mean of bias; med: median of bias; S.D.: standard deviation of the bias. Results are shown to two decimafpiagedias in predictive model estimates using trend modgb Trenp: bias
in predictive model estimates using model without trengyrrecTes bias in predictive model estimates using correction procedufigsnp: bias in EB estimates using trend modejjo trenp: bias in

EB estimates using model without trene;orrecTes bias in EB estimates using correction procedure.
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Fig. 3. Density of 500 estimates ¢f for four cases in the simulation study (whefg = 3, 8 = 0.61 andy = 0.95). The dashed lines represent the true

value ofy = 0.95.

However, the algorithm for fitting the trend model proved for 100 sites introduced more bias than the model withaet
inefficient using a data set of only 100 sites or a modelling trend. For example, in the case pf= 0.95 (withn = 5 482
period of only 5 years: the distribution of bias was skew, and nmod= 100), the model with trend led to a meamss
with the mean bias tending to be much greater than 1. Thisunder-estimate ofifg of 8% (rrenp = 0.92) compared 4s4
is illustrated inFig. 3. It can be seen that, with = 5 and with a mean over-estimate of 5% using the model withotst
nmod= 100, in the extremes of the distribution the before trend ¢noTrenD = 1.05). Again the correction proceduress
mean can be greatly under- or over-estimated. This resultproved extremely effective in estimating the before mean
would suggest that the successful fitting of a trend model of (MB), with tcorrecTED® 1 in all cases. 488
the type used here requires data for a large number of sites The distribution of estimates of scheme and non-scheme

over many years.
As expected, the bias in the model without trend
(tnoTREND) IS substantial, particularly whepis apprecia-
bly less than 1 and (and hencd) is large. For the case of
y = 0.95 andn = 12 (t = 10.5), the mean over-estimate of

effects for studies of nmoe= 1000 are shown iTable 2 490
for y = 0.95 andTable 3for y = 0.975. The use of theaso
model without trend tended to result in under-estimatessaf
regression-to-mean effectdf) and over-estimates of treat4s3
ment effects §r + Sg), although the bias is not particularlyes

g using the model without trend was 72%. The correction large. The correction procedure was successful in eliminat-

procedure proved extremely effective in estimating the be-

fore mean: both the mean and mediant@brrecTeED are
1 for all cases.

The results for the distribution of bias in the EB esti-
mates Table 1) show that, using the model without trend,
the before mean Mg) was consistently over-estimated
(onoTREND > 1) although the bias was much closer to 1
than that in the estimates @fs (tnoTreND)- IN the most
extreme case, withy = 0.95 andn = 12, the model with-
out trend over-estimated/g by 9%. Although the model
with trend ¢trenp) performed well when the model period

ing bias in all cases: even when the underlying trend 4
risk was large, the correction consistently estimated the tsore
treatment effect. 498

6. Application of correction method to real data 499
The uncorrected and corrected models without trend were
also applied to a group of 50 real sites at which a varietysof
speed management measures had been applied. Totalsper-
sonal injury accidents and fatal and serious accidents weee

was 12 years, the trend models derived from 5 years dataanalysed. All of the sites were in 30 mph speed limits asd
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Table 2
The distribution of estimates of scheme and non-scheme effects for studies of=nd@@D withy = 0.95
Properties Model type B =-05 B =-0.75
NR Nt B R NR NT 5§ R
Model time =5 years, True data —0.07 {-0.07} [0] —~0.13 {-0.13} [0] —0.03 {-0.03} [0] —0.26 {—0.26} [0.04] —0.07 {—0.07} [0] ~0.13 {-0.13} [0] —0.03 {-0.03} [0)] —0.51{-0.51} [0.02]
size of model data Trend model —0.08 {-0.07} [0.05] —0.13 {-0.13} [0.01] -0.03 {-0.03} [0]  —0.25 {-0.26} [0.06] —0.08 {—0.07} [0.05] —0.13 {-0.13} [0.01]  —0.03 {-0.03} [0]  —0.5 {—0.51} [0.05]
set = 1000 Without trend —0.04 {—0.04} [0] -0.14 {-0.14} [0] —0.03 {—0.03} [0] —0.29 {-0.29} [0.04] —0.04 {—0.04} [0] —0.14 {-0.14} [0] —0.03 {-0.03} [0] —0.54 {—0.54} [0.02]
Corrected model —0.07 {—0.07} [0.01] ~ —0.13 {-0.13} [0] —0.03 {—0.03} [0] —0.26 {—0.26} [0.04] —0.07 {-0.07} [0.01] —0.13 {-0.13} [0] —-0.03 {-0.03} [0] —0.51 {—0.51} [0.02]
Model time = 12 years,  True data —0.1 {-0.1} [0] —0.13 {-0.13} [0] —0.03 {-0.03} [0] —0.24 {-0.24} [0.04] -0.1 {-0.1} [0] —0.13 {-0.13} [0] —0.03 {-0.03} [0] —0.49 {—0.49} [0.03]
size of model data Trend model -0.1 {-0.1} [0.03] —0.13 {-0.13} [0] —0.03 {—0.03} [0]  —0.23 {-0.24} [0.05] 0.1 {—0.1} [0.03] -0.13 {-0.13} [0] —0.03 {—0.03} [0]  —0.49 {-0.49} [0.03]
set = 1000 Without trend —0.04 {—0.04} [0] —0.14 {-0.14} [0] —-0.03 {-0.03} [0] —0.29 {-0.29} [0.04]  —0.04 {—0.04} [0] —0.14 {-0.14} [0] —-0.03 {-0.03} [0] —0.54 {-0.54} [0.03]
Corrected model 0.1 {—0.1} [0.01] —-0.13 {-0.13} [0] —0.03{-0.03} [0] —0.24 {—0.24} [0.04] —0.1 {-0.1} [0.01] -0.13 {-0.13} [0] —0.03 {—0.03} [0]  —0.49 {-0.49} [0.03]

Cells contain the arithmetic meaqmediar} and [standard deviation] of the distribution of each estimate to two decimal plBcesbserved proportional change in annual accideNgg; RTM effect; Ny: trend in accidents within study perio@e: scheme
effect attributable to a change in flovgg: scheme effect attributable to a change in risk.
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The distribution of estimates of scheme and non-scheme effects for studies of=nt@@D withy = 0.975

B =-05

B =-0.75

NR

Nt

S

R

NR

Nt

S

R

Table 3

Properties Model type

Model time =5 years, True data
size of model data Trend model

set = 1000 Without trend
Corrected model
Model time = 12 years, True data
size of model data Trend model

Without trend
Corrected model

set = 1000

—0.08 {—0.08} [0]
—0.09 {—0.08} [0.05]
~0.07 {-0.07} [0]
—0.08 {—0.08} [0.01]

—0.1 {-0.1} [0]

~0.1 {~0.1} [0.02]
—0.07 {—0.07} [0]
—0.1 {-0.1} [0.01]

—0.05 {—0.05} [0]
—0.05 {—0.05} [0]
—0.05 {—0.05} [0]
—0.05 {—0.05} [0]

—0.05 {—0.05} [0]
—0.05 {—0.05} [0]
—0.05 {—0.05} [0]
—0.05 {—0.05} [0]

—0.03 {—0.03} [0]
—0.03 {-0.03} [0]
—0.04 {—0.04} [0]
—0.03 {—0.03} [0]

—0.03 {—0.03} [0]
—0.03 {—0.03} [0]
—0.04 {—0.04} [0]
—0.03 {—0.03} [0]

—0.33 {—0.34} [0.05]
—0.33 {~0.33} [0.07]
~0.35 {~0.35} [0.05]
—0.33 {—0.34} [0.05]

—0.33 {—0.33} [0.05]
—0.32 {—0.33} [0.05]
—0.35 {—0.35} [0.05]
—0.33 {—0.33} [0.05]

—0.08 {—0.08} [0]
~0.09 {—0.08} [0.05]
~0.07 {-0.07} [0]
—0.08 {—0.08} [0.01]

—0.1 {-0.1} [0]
~0.1 {~0.1} [0.02]
—0.07 {—0.07} [0.01]
—0.1 {-0.1} [0.01]

—0.05 {—0.05} [0]
—0.05 {—0.05} [0]
—0.05 {—0.05} [0]
—0.05 {—0.05} [0]

—0.05 {—0.05} [0]
—0.05 {—0.05} [0]
—0.05 {—0.05} [0]
—0.05 {—0.05} [0]

—0.03 {—0.04} [0]
—0.03 {-0.03} [0]
—0.04 {—0.04} [0]
—0.03 {—0.03} [0]

—0.03 {-0.03} [0]
—0.03 {—0.03} [0]
—0.04 {—0.04} [0]
—0.03 {—0.03} [0]

—0.58 {—0.59} [0.03]
—0.58 {—0.58} [0.05]
~0.6 {~0.6} [0.03]

—0.58 {~0.58} [0.03]

—0.57 {-0.57} [0.03]
—0.57 {—0.57} [0.03]
—0.59 {—0.59} [0.03]
—0.57 {-0.57} [0.03]

Cells contain the arithmetic meafmediar} and [standard deviation] of the distribution of each estimate to two decimal

effect attributable to a change in flovgg: scheme effect attributable to a change in risk.

plBcesbserved proportional

change in annual accideNig; RTM effect; NT: trend in accidents within study perio&e: scheme

0T
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the schemes included both speed cameras and a variety ofiod and the study period leads to under-estimates of the
traffic calming measures. There were a total of 733 personalregression-to-mean effedig), with over-estimates of thesss
injury accidents in the before period, with 434 in the after scheme effectsS). The impact of the correction procedurese
period, and the mean durations of the before and after periodswas particularly important for fatal and serious accidentso
were 2.98 and 2.75 years, respectively. There were 131 fatalthe estimated effect of treatment on fatal and serious aegi-
and serious accidents in the before period with 67 in the dents using the correctior-@2%) is only half that obtaineds42
after period. The mean of the before period for the 50 sites assuming a constant risk-43%). The estimates of theas
occurred in September 1997. regression-to-mean effect with and without the correctisna
The predictive accident models used were the modelswere —20.2 and +3.42% respectively. This is a rathesas
without trend presented bMountain et al. (1997with a greater impact than might have been anticipated from the
modelling period of 12 years (1980-1991). Hence the meansimulation results. The simulations, however, were based
time difference from the mid-point of the modelling period on a representative value Gf for total accidents. As fatalsas
to the mid-point of the before periods was roughly 12 years. and serious accidents represent only a proportion of all ao-
Correcting for the effects of trend in risk from the model pe- cidents, the value ofg for fatal and serious accidents wilbso
riod to the study period was therefore desirable. The estimatebe smaller than for total accidents (with correspondingis
of y used in the correction procedure was obtained from a smaller values ofig and Xg). The models presented bys2
comparison group consisting of UK accidents and flows for Mountain et al. (1997also give an estimate of the negativess
the years 1980-2001: the entire study period for modelled binomial shape parameteK) of 2.65 for fatal and serioussss
sites and scheme sites. This gave- 0.97 for all accidents  accidents compared with 1.92 for total accidents. These
and y = 0.94 for fatal and serious accidents. Calcula- factors will clearly affect the EB estimation process aneb
tion of traditional confidence intervals for the scheme and may indicate that for fatal and serious accidents the need
non-scheme effects was achieved by buomtstrap(Efron for the correction procedure is greater. Further simulatissa
and Tibshirani, 1998 This is a Monte-Carlo technique studies (withCo = 0.75, i.e. only a quarter of the valuess
where samples (of the same size as the original sample) araised in the original simulation studies) have indeed shosen
taken from the data with replacement and the statistic of this to be true. 561
interest (saysR) is calculated for each sample. The distribu-
tion of the estimates from (say 1000 samples) is then used to
calculate the standard error of the estimate and the 2.5th and’. Discussion 562
97.5th percentiles give an empirical 95% confidence inter-
val. The results for the 50 sites are summarisetahble 4 The majority of available models assume that the ums
As was predicted by the simulation studies, ignoring derlying risk of accidents per unit of exposure is constant
the effects of trend in risk between the modelling pe- over time and yet, if road safety programmes are effective,

Table 4
Estimates of scheme effects at 50 sites

Method

Accident type Estimate

Scheme effectS (standard error)
{95% empirical bootstrap ¢I

Non-scheme effectV (standard error)
{95% empirical bootstrap Gl

All accidents

Fatal and serious
accidents

Simple before and after comparison

EB with comparison group and flow
correction—model without trend

EB with comparison group and flow
correction—corrected modej (= 0.97)

Simple before and after comparison

EB with comparison group and flow
correction—model without trend

EB with comparison group and flow
correction—corrected modej (= 0.94)

S=-36.0% (5.8){—46.3,—24.4}
S=-32.1%

S = —27.1% (5.3){—36.6, —15.8}
S = —5.0% (1.3){-7.8, 2.7}
S=-28.3%

S = —23.4% (5.6){—33.5,—11.4}
S = —4.9% (1.3){—7.5, —2.5}

S = -48.8% (9.3){—65.1,—28.3}

S=-42.8%

Sk = —37.9% (7.4){—51.5,—23.2}
S = —4.9% (1.3){-7.6, —2.5}
S=-22.2%

S = —18.0% (7.4){—31.6,—1.9}
S = —4.2% (1.2){-6.7, -2}

Nr = —4.2% (1.2){—6.5, 1.8},
Nr = 0.3% (2.0){—3.5, 4.4

Nr = —8.3% (1.5){—11.5,—5.6},
Nr =0.6% (1.9){—2.9, 4.6

Nr = +3.4% (6.3){-7.3, 17.8,
Nr = —9.5% (1.8){—13, —6}

Ng = —20.2% (5.3){—29.6,
—9.4}, Ny = —6.4% (1.6){—9.2,
3.1}

S scheme effectsk: scheme effect attributable to a change in riSk; scheme effect attributable to a change in flaw;: trend in accidents within
study period;Nr: RTM effect.
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a decline in risk per unit of exposure would be expected. ther investigations involving other possible representatians
The results of simulation studies show that trend in risk of flow (such as a geometric progression or a sigmoid cueee
can lead to substantial errors in predictive model estimatesfor flows over the study period) have shown that the correes
of mean accident frequencies if the period for which esti- tion is still valid. 624
mates are required is several years after the modelling pe- It is perhaps also worth noting that if the true valueyofe2s
riod (as is typically the case). The simulation studies also is close to 1 (i.e. trend in acciderisk is negligible) then 626
show that, if there is a trend in accident risk, the use of a observed trends in accidents will be entirely attributableeo
model which ignores trend will result in errors in estimates trend inflow. In this case it could be preferable to estimates
of both the regression-to-mean effect and the treatment ef-expected accidents in the after period using the actual betase
fect. The size of these errors will depend on the size of the and after flows at the study site rather than observed aesi-
factor by which risk changes from year to yea) énd on dents for a comparison group in the before and after periesgls
the elapsed time between the mid-points of modelling pe- (which might not be truly representative of the site undee
riod and the study periodt)( The errors also tend to be investigation). However, if the true value pfis close to 1 633
larger for sub-groups of accidents (such as fatal and seri-it would raise questions about the effectiveness of currest

ous accidents) for which the observed and predicted acci-road safety strategies. 635
dent frequencies are smaller, and the NB shape parameter is
larger.

Given a reliable estimate of the factor by which risk 8. Conclusions 636

changes from year to yeap), the correction procedure out-
lined in this paper allows an appropriate adjustment fortrend  This paper has considered the problems of bias wheneas-
in risk to be made to any accident prediction model. Indeed, ing a mis-specified predictive model in the estimation ef
for models derived from data for a relatively small number confounding factors in before and after studies of road safefy
of sites over a short time period (say 100 sites over 5 years),schemes. Under the assumption of a genuine change ineisk
it could be preferable to use the correction procedure ratherover time simulations showed that, if this is ignored, the es:
than attempting to fit a model incorporating a trend term: timation of RTM and treatment effects can be biased. Hosz
the simulations show that it is not possible to reliably fit a ever, the nature of the bias in the predictive model was es-
trend model of the type considered here to such data. Sincetablished and a simple correction procedure outlined. Taae
the majority of existing models are derived from data for correction procedure was effective in eliminating bias and
relatively small number of sites over short time periods, this was also shown to be easily applicable to real data inea&
is an important result. analysis of 50 treated sites. 647
Clearly the quality of the estimates obtained using the
correction for trend will rely on the quality of the estimate
of y. The trend models presented Bypuntain et al. (1997)  Acknowledgements 648
for the period of 1980-1991 for link accidents estimptas

0.95 and 0.98 for total accidents and fatal and serious ac- The authors gratefully acknowledge the financial stgas
cidents, respectively. This was based on data for 1268 sitesport of EPSRC and the assistance of the staff of the loeal
and hence the simulations presented here suggest these estiythorities, their consultants, and the police forces that ses-
mates should be stable. There is clearly a discrepancy, how-p"ed data for this project. The areas for which data haase
ever, between these estimates and those obtained using nayeen provided include: Blackpool, Bournemouth, Bradfords
tional data for the period 1980-2001 which gave estimates Bridgend, Buckinghamshire, Cambridgeshire, Clevelanss
of y of 0.97 and 0.94 for all accidents and fatal and serious peyon, Doncaster, Durham, Essex, Gloucestershire, Hese-
accidents, respectively (and which were used in the correc-fordshire, Lancashire, Leicestershire, Lincolnshire, Livess
tion for the 50 real sites). Discrepancies between the trend oo, Norfolk, Northamptonshire, North Yorkshire, Nottingss?
estimates for individual links and the national data could be hamshire, Oxfordshire, Poole, Rotherham, Sheffield, Soeth

due to various factors: the national data may not be repre-Tyneside, Strathclyde, Suffolk, Swansea, Thames Valley,
sentative of link sites (the accident totals include all acci- \\akefield, and Worcestershire. 660

dents not just those on links); the sample of link sites used

by Mountain et al. (1997jnay not be representative of na-

tional trends (the data were for only six of the English coun- References 661
ties); the factor by which risk changes from year to yegr (

may not be constant over time. There is a need for this to Atkinson, A.C., 1985. Plots, Transformations, and Regression: An Int662
be addressed in future research. duction to Graphical Methods of Diagnostic Regression Analysés3
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