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Abstract

Service Level Agreements (SLAs) are explicit statements

about all expectations and obligations in the business part-

nership between customers and providers. They have been

introduced in Grid computing to overcome the best effort

approach, making the Grid more interesting for commercial

applications. However, decisions on negotiation and system

management still rely on static approaches, not reflecting

the risk linked with decisions. The EC-funded project ”As-

sessGrid” aims at introducing risk assessment and manage-

ment as a novel decision paradigm into Grid computing.

This paper gives a general motivation for risk management

and presents the envisaged architecture of a ”risk-aware”

Grid middleware and Grid fabric, highlighting its function-

ality by means of three showcase scenarios.

1 Introduction

Grid research [17] has been ongoing for a number of years

and Grid technologies have reached a high level of devel-

opment [28]. However, shortcomings relating to risk and

dependability remain an obstacle to adoption for commer-

cial applications and services.

Risk management is a discipline that addresses the possi-

bility that future events may cause adverse effects [15] and

is important in a diverse range of fields such as statistics,

economics, biology, engineering, systems analysis, and op-

∗This work has been partially supported by the EU within the 6th

Framework Programme under contract IST-031772 ”Advanced Risk As-

sessment and Management for Trustable Grids” (AssessGrid).

erations research. While risk is traditionally seen as a nega-

tive force, modern risk management recognises its positive

aspects. In contrast to risk avoidance strategies, accepting

certain risks could be also benficial. A typical modern-day

example would be that of professional poker players, who

have to evaluate the chances of win and of loss. They expect

to make a long-term profit but with extremely high variance

[30]. Analogous are day-traders who aim to profit by mak-

ing statistically profitable decisions in stock market trading.

Current state-of-the-art Grid computing does not incorpo-

rate risk management and current Grid infrastructures still

follow a best-effort approach. This is insufficient for attract-

ing commercial end-users to use the Grid. Envisage a sce-

nario where a user is looking to pay a Grid resource provider

(or providers) to execute his or her application. This appli-

cation may consist of a single job or a workflow with a num-

ber of sub-jobs. Users negotiate for resource usage through

a Grid resource broker which queries resource providers on

their behalf to find suitable resources. They require a job

execution with a desired level of priority and quality. For

example they may have a deadline for the completion of

their application which, if not met, may lead to financial

loss. Consequently, users may want to negotiate for Service

Level Agreements (SLAs) to define all aspects of the busi-

ness relationship between themselves and the Grid resource

provider(s). An SLA specifies the performance of the re-

source provider as well as a penalty fee which the provider

has to pay if it does not perform as contracted. Accordingly,

contracted performance and penalty fees are of particular

importance when the user is paying for the resource usage.

A number of research projects address the issue of SLA

negotiation in a Grid environment [29, 13]. However,

providers are still cautious on adopting such a system, since
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the agreement to meet the objectives specified in an SLA

is a business risk. SLA violation can be caused by many

events like network or resource failure or even operator un-

availability. Without a means of assessing the risk of agree-

ing an SLA, providers are only able to make uncertain de-

cisions regarding suitable SLA offers. Similarly, end-users

would like to know the risk of an SLA violation by a Grid

resource provider so that they can make appropriate deci-

sions in relation to acceptable costs and penalty fees. A

broker which is acting on behalf of a user to search for suit-

able resource providers may also require risk assessment

mechanisms. Risk assessment enables the broker to eval-

uate the overall risk involved in mapping a workflow con-

sisting of a set of possibly inter-dependent sub-jobs onto

a number of resource providers. Further, the capability to

evaluate the reliability of risk assessments presented by re-

source providers is important. This new functionality will

be valuable for avoiding contracts with unreliable providers

and significantly enhances the service of a broker. The

goal of the AssessGrid project is to address the key prob-

lem of risk by introducing a framework for supporting risk

assessment and management for all three Grid actors dis-

cussed here (end-user, broker and resource provider). The

new system components are introduced in the architecture

to support risk management. For an accurate risk assess-

ment a consultant service supports the provider with statis-

tical information. The ability to assess the risk associated

with a specific SLA offer enables a resource provider to

build a schedule according to risk information. In the Grid

middleware the broker relies on a confidence service to as-

sess the reliability of risk assessments received by resource

providers. This is based on historical statistics relating to

previous SLAs. A workflow assessor supports the broker

by providing an assessment of risk for an entire workflow.

By presenting the AssessGrid’s system architecture and de-

scribing the future directions of this project, the idea of in-

tegrating risk management into the Grid is presented to the

Grid community.

The paper is organised as follows: Related work is dis-

cussed in the following section. Section 3 presents key risk

management concepts and their relationship to the Grid.

This is followed in section 4 by a presentation of the sys-

tem architecture, considering the end-user, broker, and re-

source provider layers. Section 5 presents three showcase

scenarios to illustrate the usage of the system, highlighting

requirements and demonstrating component functionality.

In section 6, conclusions are presented and the plans for

proceeding with the research in AssessGrid are discussed.

2 Related Work

The introduction has described the idea and usage of risk

assessment and management. Risk assessment and man-

agement are not integrated into any contemporary Grid so-

lution. The idea of estimating the risk of violating an SLA

is an obvious consequence of current research topics. The

importance of SLAs to Grid commercialisation has lead to a

drive to standardise SLA negotiation in the Grid. Within the

Global Grid Forum (GGF), this work has been lead by the

Grid Resource Allocation Agreement Protocol (GRAAP)

working group, resulting in two draft standards for SLA de-

scription (WS-Agreement [9]) and SLA negotiation (WS-

Agreement Negotiation). Other definitions exist which fo-

cus on economics [5] and job submission descriptions [6].

SLAs have been used in the process of negotiation and ac-

quisition of resources and services using the Service Nego-

tiation and Acquisition Protocol (SNAP) [13].

Grid resource scheduling and brokering have received in-

creased attention over the last few years [7]. An overview

of some current Grid scheduling efforts is found in [25].

A SNAP based resource broker [19, 13] addresses the prob-

lem of reserving resources before job submission, for ap-

plications requiring resources on demand. It achieves this

by providing a transparent means of meeting end-users’ ap-

plication requirements through the use of SLAs. The Grid

Resource Broker [8] provides a portal interface through

which users can specify and view resource information and

tasks. It does not provide automated resource discovery and

decision-making is left to the user. In addition, resources

are not secured before task submission.

Condor-G [18] is a system which allows users to take advan-

tage of dedicated and non-dedicated CPU cycles. Resources

are allocated using parameters that enhance system utilisa-

tion and throughput. Condor/G can manage resources for its

jobs but provides no support for co-allocation or site auton-

omy. In Nimrod/G [10] resource allocation adheres to the

user requirements and in preference to system utilisation the

utility of computation is enhanced. AppLeS (Application-

Level Scheduling) adaptively schedules and deploys ap-

plications in dynamic, heterogeneous, multi-user environ-

ments [14]. The EZ-Grid project [11] uses Globus services

[22] to make Grid resource usage easier and more transpar-

ent for the user. This is achieved by developing easy-to-use

interfaces coupled with brokerage systems to assist the re-

source selection and job execution process. The Portable

Batch System (PBS) is a batch queueing and workload man-

agement system useable for example with the MAUI sched-

uler. Grid sites can then define their own scheduling poli-

cies for running jobs in both time and space [27]. The Load

Sharing Facility (LSF), which is currently the most widely

used commercial job management system, comprises load

sharing and batch queueing software that manages, mon-

itors, and analyses the resources and workloads on a net-

work of heterogeneous computers [4]. None of these sys-

tems use risk information in the negotiation, scheduling, or

management of Grid resources. The gLite workload man-
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agement system is also worthy of mention since it uses his-

torical statistics to generate a reputability ranking for re-

source providers [1], which can be considered analogous to

the confidence service in AssessGrid.

In the Grid fabric, reservation and allocation of correspond-

ing resources are important to achieve the desired QoS. This

implies that candidate resources are selected by consider-

ing reliability, availability, cost, and performance. Foster et

al. [16] present a prototype for the Globus Architecture for

Reservation and Allocation (GARA). GARA supports dy-

namic discovery and reservation of heterogenous (in type

and administration) resources. However, it lacks risk man-

agement in the resource selection. Accordingly, reliability,

availability, cost, and performance are considered but with-

out an estimate of the risk of failure of the SLA. Early work

in the AssessGrid project [21], examines a provider’s re-

sponsibility in providing risk-aware resource reservations.

Further, a brief overview of the benefits of risk-aware mi-

grations has been published [31]. The paper presented here

aims to give a more general overview of the whole project,

considering all actors: the end-user, broker and provider.

If the risk of an SLA violation increases during job-runtime,

e.g. because of system outages, the resource provider can

initiate precautionary fault-tolerance actions. Precaution-

ary action enhances the fault-tolerance functionalities de-

veloped in the EC-funded HPC4U project [2]. Distributed

checkpointing and migration for single-node jobs are al-

ready realised in order to ensure the fulfilment of SLAs,

even in cases of system failures [20]. Combining the

HPC4U results with risk management functionalities will

enable taking actions before an outage. Accordingly, the

danger of an SLA violation is significantly reduced.

3 Applying Risk Management in the Grid

Risk is defined as “Hazard, danger, exposure to mischance

or peril” [3]. In the present context, risk corresponds to haz-

ardous events. As indicated in the introduction, the impor-

tance of evaluating and managing such events is recognised

in a wide range of disciplines.

In a Grid environment resource providers aim to assess and

manage the risk associated with offering an SLA to an end-

user (or broker acting on behalf of a user). Hence the haz-

ardous events in this perspective are any events which po-

tentially adversely affect the provider’s ability to ensure that

the SLA is fulfilled. The risk associated with such events

can be characterised using two key parameters: the prob-

ability of occurrence and the impact of occurrence. Con-

sider the example of a node outage affecting a compute re-

source on which a user’s job is running. In order to evaluate

the risk of failure, the provider must take into account the

possible causes of such an event and their likelihood of oc-

curring. For example, a node outage could be caused by a

power cut, a system crash, hardware failure, etc. Each of

these events must be accounted in order to enable a calcu-

lation of the probability of occurrence. In an ideal world

sufficient data and information would be available to en-

able a probabilistic statistical evaluation of risks. Hence, if

a database containing detailed statistics relating to previous

node outages and their causes is available, then this could

be used to support a probabilistic evaluation of this particu-

lar risk. Various approaches to probabilistic risk assessment

and discussions of different methods can be found in the

literature [24]. However, it is possible that detailed statisti-

cal information is not available and cannot be extrapolated

for all events that have been identified. For example, the

risk of an SLA violation may be higher if special operators

are not available because a resource outage could be reme-

died faster by specialists than by unqualified operators. If

information about the availability of specialists cannot be

extrapolated from available data, it is necessary to use soft

decision analysis techniques, relying on possibility theory

and fuzzy logic [12] for the risk assessment.

Different hazardous events have different impacts on an

SLA fulfilment. Accordingly, having assessed the proba-

bility of hazardous events it is also necessary to evaluate

their impact. Consider the example of a node outage dis-

cussed above. If the user has a tight deadline, it may be that

such an occurrence would result in an SLA violation with

no possibility of recovering from the situation. However,

if redundancy is built into the SLA (see discussion below)

or the job is regularly check-pointed and alternative free re-

sources are available then the impact may not be so severe.

Risk management strategies can also be applied to address

unacceptable levels of risk. For example, an SLA request

could be rejected (risk avoidance) or an application could be

executed redundantly on different compute resources (risk

reduction).

It is not only the provider that is concerned with risk as-

sessment. The end-user would like to know the risk asso-

ciated with agreeing an SLA on their application and may

not wish to rely solely on a risk assessment obtained from

the provider(s), since this would rely on the accuracy of the

resource provider(s) assessment. Consequently, an end-user

would prefer to have access to an independent and objective

evaluation. The user will make use of a resource broker that

negotiates with resource providers on his behalf. In this

case, it is desirable for the broker to have access to func-

tionality which can estimate the reliability of any resource

provider’s risk assessment. The end-user may have an ap-

plication that consists of a number of tasks. In this case, a

risk assessment of the entire workflow is needed. Ideally

the resource broker would also have access to such assess-

ments.

This research is addressing the needs outlined above by pro-

viding mechanisms for risk identification, risk assessment,
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risk management, and risk monitoring on all Grid layers.

The resource provider will be supported by risk assessment

tools and mechanisms to identify causes of previous SLA

violations in order to improve its system and reduce future

risks. The middleware layer is to be enhanced to enable the

broker to evaluate the reliability of risk assessments from

resource providers and to determine the risk associated with

workflow mappings, onto various resource providers. These

mechanisms assist end-users in assessing the risk of agree-

ing an SLA for an application, thereby enabling them to

make informed decisions when submitting their jobs.

4 System Architecture

The system architecture (Figure 1) has to take three actors

into account: an end-user, a broker, and a provider. The first

layer in the architecture represents the end-user. This layer

depicts an interface between the end-user and the provider,

broker, and confidence service.

end-user

RMS

resource

broker
confidence

service

consultant
service

resource resource

WS-A

WS-A

workflow 

assessor 

negotiation

scheduler

risk

assessmentRM

RM

......

...

risk 

assessor

risk assessment 

Figure 1. System Architecture of AssessGrid

The second layer illustrates the broker in the Grid middle-

ware. The broker supports the end-user by supplying SLA

offers from the provider based on the job requirements.

The broker negotiates with the provider on behalf of the

end-user. The broker’s role is supported by a risk assess-

ment module which contains a risk assessor and a work-

flow assessor with the functionality to compute risk assess-

ments for workflow orchestrations. In addition the broker

has access to a confidence service which provides statis-

tics to enable the reliability of providers’ risk assessments

to be determined. The confidence service also has access

to a database which contains information describing previ-

ous SLA offerings and fulfilments. A detailed description

is given in section 4.2. The third layer is the Grid fabric

in which the provider manages its resources. The consul-

tant service supports the provider’s risk assessment methods

with statistical information. Figure 1 illustrates communi-

cation between the components within the proposed archi-

tecture. Dashed lines represent communication which uses

an adaptation of the existing WS-Agreement protocol [9].

Solid lines represent communication between components

that will require new protocols which will be developed dur-

ing the project.

The next subsections provide an insight into the three layers

of the architecture.

4.1 End-User

AssessGrid supports the end-user with a graphical user in-

terface (GUI). Within this GUI the user can describe pre-

requisites for their jobs, such as hardware architecture, op-

erating system, amount of memory, and libraries, etc. The

user interface modifies the broker’s/provider’s SLA tem-

plate based on this input and sends it to the Grid broker

or resource provider in order to gather SLA offers. This

communication will be realised using the WS-Agreement

protocol [9].

The offers are returned in the form of completed SLAs and

can be visualised by the end-user. The user can select the

different SLAs and read their content, e.g. fee, risk of fail-

ure, penalty in case of failure, options to reduce the com-

puted risk, and the operation’s costs, etc. WS-Agreement

[9] will be used to represent SLA conditions.

To evaluate the provider’s reliability the end-user can ac-

cess a confidence service. It compares the providers’ risk

assessment with statistics about fulfilled SLAs in the past.

When the customer accepts an SLA, the user interface trans-

fers the job to the provider and supports the user with mon-

itoring information during the job execution. There are a

number of established support tools which provide job mon-

itoring within a Grid infrastructure [26].

4.2 Broker

The resource broker is responsible for enabling risk-aware

negotiation for resource usage and application execution.

This includes both applications which consist of single tasks

and those which involve workflow orchestration. The bro-

ker is deployed as a Grid service and the WS-Agreement

4
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protocol (WS-Agreement) [9] is used to establish SLAs.

The broker has the functionality to:

• negotiate with Grid resource providers on behalf of

end-users

• combine, from different resource providers offers into

a single package for end-users and map workflows

onto a number of resource providers

• rank offers and present them to end-users, based on

risk assessments obtained through interaction with a

risk assessment module

• agree SLAs with both end-users and resource

providers

• submit jobs to resource providers

As indicated above, the broker has access to a risk assess-

ment module which contains functionality to support two

key tasks. Firstly, this module contains a risk assessor with

risk assessment methods, which are supported by the confi-

dence service in order to adjust any risk assessment received

from a resource provider, on behalf of the broker. The con-

fidence service builds statistics about the ratio of offered

and fulfilled SLAs to estimate the provider’s reliability. The

risk assessor uses this historical information as well as static

and dynamic data to provide an accurate evaluation of the

provider’s risk assessment. If a provider typically underes-

timates the risk, then the confidence service’s statistics will

mark this provider as unreliable and the risk assessor will

return a higher risk value than the provider. If conversely

the provider typically overestimates the risk it will return

a lower value. The confidence service also provides an in-

terface to enable end-users to access its statistics about the

ratio of offered and fulfilled SLAs directly. Secondly, the

module enables a risk assessment of a workflow mapping to

be obtained, based on the providers’ risk assessments, ad-

justed if necessary by the confidence service. Specifically,

the broker receives from each resource provider an offer to

perform a single task containing a risk of failure . It is then

necessary to combine these into an overall risk for a partic-

ular workflow, using a workflow assessor, which makes use

of the risk assessment methods provided by the risk asses-

sor.

Both the workflow assessor and the confidence service func-

tionality is supported by risk assessment methods (provided

by the risk assessor). These have access to a database con-

taining data relating to all previous SLAs (both accepted

and rejected) submitted to the broker. The database contains

information such as number of SLA requests, accepted, re-

jected, failed and (where available) reasons why an SLA

has failed. This database is regularly updated by the broker.

The risk assessment methods may also access external data

such as the Globus Toolkit 4 information services [23] and

the Network Weather Service [26].

4.3 Provider

AssessGrid’s functionalities for risk assessment and risk

management will enhance a state-of-the-art Resource Man-

agement System (RMS). In addition to a module for risk as-

sessment, a consultant service (CS) will be developed as an

extension to the Grid fabric. The risk management function-

alities will be integrated into the RMS modules (scheduler,

negotiation module,. . . ).

A consultant service has access to all monitoring informa-

tion obtained by the provider. This data includes static,

dynamic, and historic information about the provider’s re-

sources and submitted jobs. Examples of such information

are current workload, system outages, temporary perfor-

mance shortages, monitored network traffic, experts’ avail-

ability, or general information regarding number of incom-

ing jobs. Mechanisms for accurate storage and access will

be developed during the project. With the use of tools to

compute risk and data mining methods, the provider can as-

sess:

• the risk or probability of fulfilling a given job de-

scribed by a specific SLA. The RMS at the provider

site can use this knowledge to optimise its negotiation

and scheduling strategy

• the risk of failure for the overall infrastructure

and for individual components (network, compute

nodes/resources, experts’ support, backup, etc.)

• dynamic changes in risk for an SLA violation dur-

ing job execution. Monitoring can detect significant

changes and therefore the RMS can thereafter decide

to use fault-tolerance mechanisms, e.g. increase the

checkpoint frequency for the running jobs, block free

resources as potential spare resources, or initiate a pre-

cautionary replication of data, which enables a more

efficient job migration at a later point of time

Based on this information the provider can improve capac-

ity planning, administration, and management of its Grid

site. This leads to higher, cost-effective productivity of

virtualised resources. Thus performance and quality of a

Grid provider depends directly on the underlying consul-

tant service and risk assessment. Enriching the Grid fabric

with risk management methods will in this way improve the

provider’s reliability.

5 Showcase Scenarios

In this section three showcase scenarios are described, rep-

resenting typical use case scenarios in an AssessGrid en-
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abled infrastructure. The scenarios illustrate the function-

ality that must be supported within its infrastructure. Each

of these scenarios are discussed from the differing perspec-

tives of broker and provider.

In the first scenario an end-user wants to submit a single

job to a Grid service provider maybe using a Grid broker.

In the second scenario, the user plans to submit a workflow

orchestration to a Grid environment. For this, the end-user

can contact a Grid broker as a mediator for finding suitable

resources for his workflow. The third use-case is similar

to the second, however here the broker is responsible for

the successful execution of the workflow. In contrast to the

second case, the broker agrees on an SLA with the end-

user, guaranteeing the overall success of the workflow. This

means, if the workflow fails due to a failed job, the broker

has to pay the penalty fee to the end-user since he is the

main contractor. For each sub-job the broker negotiates an

SLA with every provider.

5.1 Single-Job Scenario

If the end-user intends to submit a single job to an As-

sessGrid infrastructure, he can decide to contact a resource

provider directly or to ask a broker providing him a ranked

list of offers from various providers.

In the first case the contract will be defined through an SLA

between the provider and end-user. The end-user can also

query a confidence service directly to obtain a reliability

measure for the offering of a resource provider.

In the second case the AssessGrid broker will provide a

ranked list of offers from several providers to the end-user.

The broker only includes offers which fit the requirements

of the job, e.g. timing constraints, special hardware such as

Pentium CPUs, software like POSIX conform OS or spe-

cial libraries. In cooperation with the confidence service

and risk assessor, the broker will modify the offered risk of

the provider. The risk is reduced (increased) if the provider

typically overestimates (underestimates) the risk of failure.

The end-user will choose a provider based on price, trust-

worthiness, deadlines or confidence. The contract in this

case will be defined through an SLA between the provider

and end-user.

5.1.1 Broker View

The broker’s role in this scenario is to negotiate on be-

half of the end-user, resulting in an SLA between end-user

and a single resource provider. The broker passes the user

requirements to resource providers and receives offers in

return. Each of these offers has an associated provider’s

assessed risk for failure. The broker then uses the confi-

dence service to determine the reliability of these risk as-

sessments and the risk assessor to determine whether and

how providers’ assessments are changed. A ranking of the

offers is then returned to the end-user to make a selection.

5.1.2 Provider View

From the provider’s perspective it makes no difference if the

SLA has been negotiated between an end-user or a broker.

For the RMS there is a job bound to an SLA. The terms

within the SLA have to be fulfilled, regardless of the type

of contractor.

During negotiation the RMS has to take the risk of accept-

ing this new SLA request into account. This demand will

result in the development of a new scheduler which is used

in this negotiation process. When a new SLA request is re-

ceived by the negotiation module of the RMS, it contacts

the scheduler to check for the possibility of realising the

new job in the current system condition. If the scheduler is

able to realise the new job (for this decision, the scheduler

has to contact the CS to determine the impact of the new

job on the overall risk situation), the new job can be ac-

cepted. The scheduler returns a risk estimation for this new

job. This risk estimation is used by the negotiation manager

to negotiate on price and fee. The job will only be accepted

if price/fee and risk are acceptable to the provider.

During runtime the RMS is responsible for the job execu-

tion. It has to ensure that the job will finish according to

all terms fixed in the SLA. If necessary, the system has to

initiate actions when problems appear. This can either be

done reactively (i.e. after the problem has occurred, e.g. a

node failure) or pro-actively (i.e. before a problem has oc-

curred). For rating the system condition, the scheduler and

the monitoring components will use the services of the CS.

In case of node outages, the RMS has to ensure the adher-

ence with SLAs by using its fault tolerance mechanisms.

The RMS has the option of migrating a job to free spare

resources within its own machine, to migrate the job to an-

other resource within the same administrative domain, or to

find suitable resources on another Grid site able to resume

the job. The decision as to which action to initiate is taken

by fault tolerance mechanisms located in the scheduler of

the RMS. With the available mechanisms of AssessGrid the

scheduler will contact the CS to take the risk associated with

each alternative into account. In the case that a very im-

portant job has to be finished, the scheduler may decide to

migrate to a remote resource instead of continuing on local

spare resources. If these remote resources have significantly

lower risk than the internal ones, even additional costs are

acceptable.

5.2 Workflow Scenario with Broker acting as Me-
diator

In this case the end-user intends to submit a workflow con-

sisting of a number of jobs to AssessGrid. The broker will
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search for offers for each sub-job within the workflow from

various providers. Each provider which fits the require-

ments of the sub-job and is provided with the computed risk

from its own consultant service.

The end-user has to negotiate an SLA for every sub-job with

every provider involved. In case of failure of one sub-job

the end-user needs to intervene and find a new solution.

5.2.1 Broker View

In this scenario, the broker needs to find an appropriate

workflow mapping onto resource providers, taking account

of the overall risk associated with the workflow. The bro-

ker receives offers from resource providers for each indi-

vidual sub-job, with their associated risk assessment. As in

the previous scenario, the broker uses the confidence ser-

vice to evaluate the reliability of these risk assessments and

the risk assessor to make appropriate changes in the offered

risk. The additional step of assessing the overall risk for

different possible workflow mappings is required. This is

supported by the workflow assessor within the risk manage-

ment module, as discussed in Section 4.1. The broker may

suggest workflow mappings involving some redundancy,

where high-risk sub-jobs are carried out by more than one

resource provider to minimise risk. The possible workflow

mappings are then ranked and returned to the end-user to

make a selection. Once the end-user selects a particular

workflow, the SLAs are made between resource providers

and the end-user for each sub-job, with the broker acting as

a mediator. Hence the broker’s responsibility for the appli-

cation ends once the SLAs are agreed, pre-runtime.

5.2.2 Provider View

From the provider’s view there is no difference between

the first and this scenario since the RMS always negotiates

solely on single jobs and does not know about workflows.

5.3 Workflow Scenario with Runtime-responsible
Broker

In this case the end-user submits a workflow to the resource

broker which will provide the end-user with only one SLA

for the whole workflow. For every sub-job the broker will

search for appropriate providers and computes the associ-

ated risk, then it choose the best providers based on given

terms (fastest, cheapest, most trustworthy . . . ).

5.3.1 Broker View

The key distinction between this and the previous scenario

is that the broker is no longer acting solely as a mediator but

is instead offering a higher level of service to the end-user.

Once the broker has obtained a risk assessment associated

with each possible workflow, it must then make a workflow

selection on behalf of the end-user. The broker then agrees

a single SLA with the end-user and an SLA with each re-

source provider that is performing a sub-job. An important

consequence of this approach is that the broker is respon-

sible for ensuring the user’s requirements are met during

run-time. Otherwise the broker will need to pay a penalty

fee to the end-user. Hence if a sub-job fails or appears likely

to fail, it is in the broker’s interest to take steps to reduce the

risk of violating its SLA with the end-user. For example if

a resource provider informs the broker that it is experienc-

ing node outages and is unable to complete its sub-job the

broker needs to re-negotiate with other resource providers

in order to agree a new SLA for the sub-job to ensure the

workflow can be completed. The broker may also take such

a step if the risk of failure for a particular sub-job is high

enough to warrant this action, taking into account the cost

of submitting the sub-job to a new resource provider and the

penalty fee that would need to be paid to the end-user in the

event that the SLA between broker and end-user is not met.

5.3.2 Provider View

From the provider’s view there is no difference between

the first and this scenario, since the RMS always negotiates

solely on single jobs and does not know about workflows.

6 Conclusion and Future Directions

The AssessGrid project aims to integrate risk assessment

and management into Grid infrastructures. The combina-

tion of state-of-the-art Grid technologies and methods of

risk assessment will enhance the service of brokers and

providers. The resource provider will be able to estimate

the risk of agreeing an SLA. It can take into account the

business risk and offer adequate price and penalty terms.

Furthermore, during job execution the provider can use

risk management techniques to fulfil SLAs. Fewer violated

SLAs will lead to improved performance. Brokers will be

able to estimate the reliability and trustiness of resource

providers. In order to handle workflow jobs in a risk-aware

manner, they will also be enhanced by risk assessment func-

tionality. End-users will place more trust in Grid technolo-

gies if they know the risks involved before job submission.

Additionally, they will be supported by the confidence ser-

vice which measures the reliability and trustworthiness of a

providers offer. This will lead to a higher confidence of Grid

end-users and a cost-effective productivity of provider’s re-

sources. As a consequence we envision an increased use by

commercial users and enhancement of Grid economic mod-

els.

The AssessGrid project is at an early stage. A more detailed

system architecture definition is currently being developed,
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based on the recently completed requirements analysis. Fur-

thermore the specification and definition of risk assessment

and management functionality is under investigation.
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