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Temporal Self-regulation of Energy Demand
Akshay Uttama Nambi S. N., Evangelos Pournaras and Venkatesha Prasad R

Abstract—The increase in deployment of smart meters has
enabled collection of fine-grained energy consumption data at
consumer premises. Analysis of this real-time energy consump-
tion data bestows new opportunities for better demand-response
(DR) programs. This work offers a new perspective to study
energy demand and helps in designing novel mechanisms for
decentralized demand-side management. Specifically, a new con-
cept of finding the demand states using energy consumption
of consumers over time and, feasible transitions therein, are
introduced. It is shown that the orchestration of temporal
transitions between the demand states can meet broad range
of Smart Grid objectives. An online demand regulation model is
developed that captures the temporal dynamics of energy demand
to identify target consumers for different DR programs. This
methodology is empirically evaluated and validated using data
from more than 4000 households, which were part of a real-world
Smart Grid project. This work is the first one to comprehensively
analyze the temporal dynamics of demands.

Index Terms—Temporal analysis, demand regulation, data-
driven model, Smart Grid

I. INTRODUCTION

THE introduction of smart meters in large-scale offers new

opportunities for fine-grained real-time data collection.

This enables new demand-response (DR) programs wherein

consumers can self-regulate their energy demands with mini-

mum interventions from utility companies [1]. Data collected

can be used to understand consumption behavior and adjust

the demands to decrease energy cost, facilitate the use of

renewable energy resources, or prevent black-outs [2]–[4].

This work offers a new perspective to study energy demand

enabling the design of novel mechanisms for decentralized

demand-side energy management. Rather than only optimizing

the demand levels of each household so that it meets available

supply, the concept of computing the demand states of each

household and feasible transitions between these states are

introduced. The demand states measure one of the following

demand features: (i) demand level, (ii) demand variation and

(iii) demand peaks. In contrast to the related work [2]–[4], it is

shown that the orchestration of temporal transitions between

the demand states can meet a broad range of Smart Grid

objectives set by the utility companies. A generalized data-

driven methodology based on clustering of historic consump-

tion data (time-series) from each household is designed for a

local computation of the demand states at different aggregation
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Fig. 1: Computation of demand states.

granularity, e.g., daily, weekly, etc. This methodology can

capture the temporal dynamics of demand and can be used

to identify target consumers for DR programs. The proposed

methodology is decentralized, highly scalable and privacy-

preserving. This can be used to build effective real-time

recommendations for the self-regulation of demand. The data-

driven methodology is generic, domain-independent and can

be applied to a broad range of time series data. This can be

further applied to other time series data, especially resource

consumption data such as water and gas. This methodology

is evaluated and validated using data from a real-world Smart

Grid project consisting of more than 4000 households.

The main contributions of this work are the following:

(i) a generalized, domain-independent data-driven model and

methodology for the computation of demand states; (ii) four

metrics for measuring and evaluating demand adjustments;

(iii) evaluation of the methodology using demand data from

a real-world Smart Grid project and quantitative comparison

with related work; and (iv) an online self-regulation model

for the adjustment of demands by targeted consumers and its

validation using survey responses of consumers.

This paper is organized as follows: Temporal dynamics

of demand is modeled in Section II. Four metrics for mea-

suring and evaluating demand adjustments is introduced in

Section III. An online demand regulation model is illustrated

in Section IV. Experimental evaluation of the proposed models

is given in Section V. Comparison of the proposed model with

related work is in Section VI and finally, conclusion and vistas

for future explorations are outlined in Section VII.

II. MODELING TEMPORAL DYNAMICS OF DEMAND

A generalized data-driven model and methodology (illus-

trated in Fig. 1) for computing local demand adjustments

for each household is introduced in this section. An outline
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TABLE I: List of mathematical symbols used.

Symbols Description

l Number of historic demand time series

dj A demand time series at time j

T Number of measurements of a demand series

j Time index, e.g.,jth aggregation time period

dl+1 Forecasted demand series

d̂l+1 Regulated demand series

qj Quality of a demand series dj

u Quality feature e.g.,, AVG, RSD, LF

m Number of quality features

puj Demand property of feature u at time j

cou Cluster o for feature u

k Number of clusters computed

suj Demand state of a feature u at time j

su
l+1

Forecasted demand state for feature u

ŝu
l+1

Regulated demand state for feature u

au
j Demand adjustment for feature u at time j

z Number of state transitions

Tu
a→b

Transition probability from demand state a to b for feature u

θ Transition probability threshold

Mu
o Temporal membership of a demand state o for feature u

A(au
z ) Temporal adaptability on a demand adjustment au

z

Sux,y Temporal similarity between two consumers

x and y for a demand feature u

β, γ, σ Binary variables to compute temporal metrics

J Jaccard similarity coefficient

of mathematical symbols used in this article is given in

Table I. Each household is assumed to be equipped with an

information system that collects and stores real-time demand

measurements using smart meters [8]. The collected data

are aggregated at different granularity levels – daily, weekly

or seasonal. The information system manages l samples of

historic demand series d1,...,dl, with d1 being the most recent

historic time series and dl is the earliest. Each demand series

consists of T = |dj | demand measurements, therefore, T is the

number of measurements aggregated for a certain granularity.

The information system serves the DR program of the utility

companies by turning the forecasted demand series dl+1 to the

regulated demand series d̂l+1. Such an adjustment is achieved

by mining the historic demand series to infer and reason

about possible demand changes observed in each household.

Utility companies may introduce one or more features for

characterizing and assessing the quality of the forecasted and

regulated demand. The quality of the demand represents the

characteristics extracted from the demand time series. For

example, a household demand with low load factor shows

occasional high demand peaks resulting in low quality of

demand.

The quality qj of a demand series dj is defined by a set

of m measurable features qj = {p1j , ..., p
m
j }, where puj is the

property of a demand series dj according to the feature u

at time j. A property puj is defined as puj = fu(dj), where

fu(dj) is a function performed over the demand time series.

This paper focuses on m = 3 quality features of demand:

(i) average (AVG), (ii) relative standard deviation (RSD) and

(iii) load factor (LF).

The average (AVG) feature is defined as,

p1j = f1(dj) =
1

T

T
X

t=1

dtj , (1)

where, dtj 2 dj is the demand measured at time t within the

demand time series dj . This feature indicates the aggregate de-

mand over the time period T and does not provide information

about how demand is distributed over T . In contrast, relative

standard deviation (RSD) feature computes the homogeneity

of demand over the time period T and is defined as,

p2j = f2(dj) =
1

p1j

v

u

u

t

1

T

T
X

t=1

(dtj − p1j )
2, (2)

where, dtj 2 dj is the demand measured at time t within the

demand time series dj . Note that the average demand over the

time period T in demand time series dj is indicated in (1) by

the property p1j . Finally, the load factor (LF) [5] determines

the scale of demand peaks and is computed by the ratio of

average demand and maximum demand measured over a time

period T and is defined as,

p3j = f3(dj) =
p1j

maxdj

, (3)

where, the property p1j denotes the average demand over

the time period T . The maxdj = max(dtj), 8t 2 {1, .., T}
denotes the maximal element that corresponds to the maximum

demand peak during the time period T for the demand time

series dj .

Demand, and its quality features, can be forecasted by

analyzing the historic demand time series. For example, the

average demand p1l+1
at time period l + 1 can be predicted

by using the average demand p11,...,p1l during the past l time

periods. Although a broad range of data mining and machine

learning algorithms can be used for predicting future demands,

the main focus here is on clustering because of the following

reasons: (i) clustering is an unsupervised method that does

not require labeling of the demand data; (ii) future demand

predictions can be determined by analyzing the centroids of

the clusters and their corresponding sizes [6]; (iii) the possible

states, in which a feature of demand may be, can be extracted

via clustering. For example, by clustering the past average

demand p11,...,p1l into three clusters, the centers of the clusters

ranked from low to high indicate the low, medium and high

demand states of a household; and (iv) clustering provides

information about the temporal transitions between different

demand states that represent the center of the clusters. In this

way, the temporal dynamics of demand are modeled, since

clustering reasons about whether or when certain demand

transitions are feasible by each household.

Given l demand properties pu1 , ..., p
u
l of a feature u, clus-

tering to k clusters is defined as,

k
[

o=1

cou = pu1 , ..., p
u
l , (4)

where, cou is the cluster o containing demand properties for the

feature u. For each cluster cou, the center cou is computed by

the centroid or medoid [9]. Expectation Maximization (EM)

clustering [10] is employed here to determine the number of

clusters based on the demand properties.

When a demand property changes its membership from one

cluster to another, this is defined as a transition. A demand
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state suj = o 2 {1, .., k} is defined by the cluster index to

which the demand property puj belongs. States sul+1
and ŝul+1

represent forecasted and regulated demand states, respectively

for a feature u. A sequence of z transitions defines a demand

adjustment observed or triggered at time j and is given by,

auj = {suj , .., s
u
j+z}, (5)

where, auj is a sequence of transitions starting from state suj
of feature u at time point j to state suj+z with z = |auj |.

III. MEASURING DEMAND ADJUSTMENT

This section defines the following four metrics to measure

and evaluate demand adjustments, viz., (i) transition probabil-

ity, (ii) temporal membership, (iii) temporal adaptability and

(iv) temporal similarity.

A. Transition probability

It measures the probability of moving from a certain demand

state to another demand state. Given a quality feature u, the

average transition probability Tu
a→b from demand state a to b

is defined as,

T
u
a→b =

1

l − 1

l−1
X

j=1

βj ; βj =

(

1 if suj+1 = b | suj = a

0 if suj+1 6= b | suj = a
(6)

where, βj is a binary variable that equals ‘1’ if a transition

from demand state a to b occurs at time j or ‘0’ otherwise. It

holds that Tu
a→b 2 [0, 1].

B. Temporal membership

This metric evaluates the probability of a certain demand

state occurring over time. The temporal membership Mu
o of a

demand state o for feature u is defined as,

M
u
o =

1

l

l
X

j=1

γj ; γj =

(

1, suj = o

0, suj 6= o
(7)

where, γj is a binary variable that equals ‘1’ if the demand

state suj occurs at time j or ‘0’ otherwise.

C. Temporal adaptability

This metric measures the probability of a demand ad-

justment occurring over time. Temporal adaptability A(aul+1
)

of a demand adjustment aul+1
for feature u and with size

|aul+1
| = z  l is defined as,

A(aul+1) =
1

l − z + 1

l−z+1
X

j=1

σj ; σj =

(

1, auj = aul+1

0, auj 6= aul+1

(8)

where, σj is a binary variable that equals ‘1’ if the demand

adjustment aul+1
defines the same sequence of transitions as

the sequence of the demand states suj , .., s
u
j+z . Otherwise it

holds σj = 0.

D. Temporal Similarity

This metric evaluates the similarity between the demand

states of two consumers. Temporal similarity Sux,y between the

demand states of consumer x and consumer y for a feature u

is defined by the Euclidean distance as,

S
u
x,y =

v

u

u

t

l
X

j=1

(suj,x − suj,y)
2 (9)

where, suj,x, s
u
j,y represent the demand states of two households

x and y, respectively.

IV. ONLINE SELF-REGULATION OF DEMAND

A model that improves the quality of demand by a transition

from the forecasted state sul+1
to the regulated state ŝul+1

is introduced in this section. Demand quality is improved

by adjusting one of the demand properties (see Section II),

e.g., performing a transition to a demand state with reduced

demand, lower variation in demand or lower demand peaks.

A heuristic is presented to select consumers who can perform

such a transition. The heuristic employs the temporal adapt-

ability metric to quantify the probability of each consumer to

perform such a transition. The criterion for selection of target

consumers is governed by the threshold θ. For example, if a

consumer has θ = 0.2 and A(aul+1
) = 0.25 > θ, the model

reasons that this consumer can self-regulate its demand, i.e., it

can perform the change to regulated state using the forecasted

state. Otherwise, if A(aul+1
) < θ the consumer remains in

the forecasted state. This threshold can be selected by the

utility companies, each consumer or it can even be the result

of a negotiation between the two parties. For example, utility

companies can provide monetary incentives to consumers for

lower values of θ so that they increase the likelihood of

participation in DR programs in case of a high overload in

the power grid.

Algorithm 1 A heuristic for online self-regulation of demand.

Input: Demand properties pu1 , ..., p
u
l , the forecasted state sul+1 and

the threshold θ.

Training phase:
1. Compute the demand states by clustering pu1 , ..., p

u
l as in (4).

2. Compute the transition probability T
u
a→b for all possible tran-

sitions.
3. Compute the transitions from step 2 that satisfy the DR objective.
4. Compute the regulated state ŝul+1 from the transitions of step 3
with maximum T

u
a→b < θ.

Testing phase:

if au
l = {sul , s

u
l+1} satisfies the DR objective then

5. No demand regulation is required.
else

6. Change from forecasted state sul+1 to the regulated ŝul+1.
7. Compute efficiency: AVG reduction, RSD reduction or

increase in LF.
end if

Algorithm 1 illustrates the local heuristic that realizes the

online self-regulation model. The heuristic is executed by each
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Fig. 2: Dataset charcteristics.

household. It consists of a training and testing phase. In the

training phase, all possible demand adjustments that satisfy the

DR objectives are computed and ranked according to the tran-

sition probability metric. The training phase completes with

the computation of the regulated state, in case the constraint

for a maximum Tu
a→b < θ is satisfied. The testing phase

checks if the adjustment from the current demand state sul to

the forecasted demand state sul+1
satisfies the DR objective. If

the objective is satisfied, no regulation is required otherwise

the forecasted state is adjusted to the regulated state. Each

household is assumed to be equipped with an information

system that can translate the forecasted demand state to the

regulated demand state [11]. Based on this adjustment, the

efficiency of the heuristic can be computed by measuring the

AVG reduction, RSD reduction or LF increase, depending on

the selected quality feature.

The self-regulation model is online and the training model

proposed is adaptive, wherein the temporal metrics are updated

after each time period. To regulate the demand, households

have to only identify the current and forecasted demand states

at each time period.

V. EXPERIMENTAL EVALUATION

This section illustrates the experimental evaluation by em-

ploying a dataset [12] of 4,232 residential households to iden-

tify target consumers for the DR programs. The performance

of the proposed online self-regulation of demand is evaluated

empirically. Furthermore, the proposed methodology can be

applied to any Smart Grid dataset without modifying the

algorithm. The experimental evaluation is repeated with the

REFIT dataset [13] confirming the findings illustrated in this

paper and the results are available in [14].

A. Real-world smart meter data

CER dataset [12] collected during a smart metering trial in

Ireland is used for empirical evaluation. The dataset contains

energy consumption measurements from 4,232 households

every 30 minutes between July 2009 and December 2010 (75

weeks in total). The objective of the trial was to investigate

the effect of feedback on household electricity consumption.

Each participating household fills out a questionnaire before

and after the trial. The questionnaire contains questions about

the socio-economic status of the residential consumer, appli-

ance stock, properties of the dwelling, and the consumption

behavior of the occupants. Fig. 2(a) shows the distribution of

loads across households in the dataset. The x-axis represents

the percentage of the households having an appliance. Fur-

thermore, Fig. 2(b) shows the distribution of daily and weekly

average energy consumption across all households.

B. Cluster computation and evaluation

Expectation Maximization (EM) clustering [10], [15] is

employed to determine number of clusters based on the de-

mand properties. One of the major limitations with clustering

algorithms such as k-means clustering is its requirement of

prior knowledge on the number of clusters, k. EM clustering

iteratively refines an initial clustering model to fit the data

based on the principle of maximum likelihood estimation.

The number of clusters found for all the households is

7 and 5 for daily and weekly AVG features, respectively.

Similarly, 5 and 4 clusters are found for the RSD feature and,

5 and 5 clusters are found for the LF feature with daily and

weekly granularity, respectively. Members of Cluster 1, for

the AVG feature indicate households with low average energy

consumption. Similarly, members of Cluster 1 for the RSD

feature indicate households with low demand variation and

members of Cluster 5 for the LF feature indicate households

with low demand peaks.

The number of clusters computed with the unsupervised EM

approach is validated with two well-known cluster evaluation

metrics [16]: Davies-Bouldin Index (DBI) and Silhouette.

The cluster evaluation metrics verify the number of clusters

and confidence of EM method. More details on the cluster

evaluation metrics can be found in [14].

Summary: Clustering identifies the demand state of the

households. Cluster evaluation metrics such as DBI and

silhouette verify the accuracy of cluster formation.

C. Temporal dynamics of demand

Fig. 3 shows the average transition probability of all house-

holds for the AVG, RSD, and LF features. The higher the

gradient, the higher is the probability of transition from one

demand state to another. Households in a certain demand

state have higher probability to remain in the same state than

transiting to other demand states. This can be seen in Fig. 3(a)

and 3(b), where a household has a high probability to remain in

the same demand state, indicating a constant average demand.

However, for the RSD and LF features the transitions are more

rapid indicating the variations in demand and sudden peaks,

respectively. The transition probability from a high RSD state

to a low RSD state is low, indicating not so drastic variation

in the demand as seen in Fig. 3(c) and 3(d). Hence, DR

programs employed by utilities should consider step-wise re-

duction matching the variations instead of immediate reduction

in demand variation. Fig. 3(e) and 3(f) show the transition

probabilities for the LF feature. The households change their

load factor quite often as depicted by the transitions in low

demand states.
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Summary: The transition probability illustrates the tempo-

ral adjustments of demand. The results show that for the AVG

feature transitions are more fixed than the ones of RSD and

LF features, where households change their states frequently.

Fig. 4 shows the average temporal membership of all

households. The box plots describe the distribution of house-

holds for each demand state membership. The lowest line

segment indicates the minimum temporal membership value of

a household and the top line segment indicates the maximum

temporal membership value of a household. The rectangular

box indicates the distribution of temporal membership values
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for different households with the red line segment indicating

the median. The majority of the households belong to the

intermediate demand states (States 2, 3 and 4) as seen in

Fig. 4(a) and 4(b) for the AVG daily and weekly properties.

Indeed, less than 10% of the households belong to low

and high AVG state. Temporal membership reveals the most

favorable demand state of a household. Utilities can use this

information in order to provide tailored recommendations.

Fig. 4(c) shows that around 40% of households have high

membership probability in state 2 and 3 indicating the ma-

jority of the households having moderate demand variations.

However, Fig. 4(d) shows that around 80% of households

have high membership probability in demand state 1 and 2

indicating a low variation in weekly demand. Thus, weekly

demand variation of households is more stable compared to the

daily variation, which increases the membership probability

associated with the weekly properties. Hence, varying the

granularity level provides insights on how household demand

properties change over time. Fig. 4(e) and 4(f) show the

membership of households for the LF feature. The majority

of the households are distributed over low demand states,

indicating high demand peaks.

Summary: Temporal membership reveals the most prob-

able demand state of a household. With respect to the AVG

feature, only 10% of the households belongs to low demand

states indicating that the majority of the households are either

moderate or high energy consumers.

Fig. 5(a) show the average temporal adaptability of all

households for different quality features with transitions that

aim to reduce average energy demand, demand variation and

demand peaks. This work considers, (i) one step demand

adjustment – transition from one state to another (consecutive

or non-consecutive states); (ii) two step demand adjustment

– two consecutive transitions from one state to another; and

(iii) no transition – self-transitions to the same demand state.

An adjustment from a high demand state to a low demand

state for the AVG and RSD features indicates the reduction

in average demand and variation (e.g., transitions from State

5 to 1 (one step) or State 5 to 3 and then to 1 (two step)).

Similarly for the LF feature, demand adjustments from a low

LF state to a high LF state indicates reduction in demand

peaks. Fig. 5(a) shows around 30% of the households can

reduce AVG daily demand with one step demand adjustment.
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Fig. 6: Average temporal similarity for all households.

For the RSD and LF features, 30% of the households have

transitions that can result in reduction of demand variation and

demand peaks. The total number of households adaptable for

weekly granularity is around 15% for all the quality features.

This observation is due to stabilization of demand properties

over a week. Fig. 5(b) shows the number of households having

state transitions to the same state (for example, transition from

State 2 to itself). The households containing no/self-transition,

indicate the consumers who are not adaptable towards demand

regulations. Hence, utilities can use temporal adaptability to

identify households that can participate in the DR programs.

Summary: Temporal adaptability identifies households that

are potential target consumers for the DR programs. The

results show that around 30% and 15% of the households

can participate in the DR programs for daily and weekly

granularity, respectively.

Fig. 6 show the average temporal similarity of all house-

holds for the AVG, RSD and LF features. Around 25% and

10% of the households have similar demand state transitions

for the AVG feature with daily and weekly granularity re-

spectively. Similarly, for the RSD and LF features around

16% and 18% of the households have same transitions for

the daily demand. DR programs can use temporal similarity

to determine potential households, which have similar demand

variation for peak reduction and peak shifting.

Summary: The results show that, around 25%, 16% and

18% of households have similar demand state transitions

among the 4,232 households for daily AVG, RSD and LF

features, respectively.

D. Online self-regulation of demand

The online self-regulation model considers over a year

of energy consumption data for the training phase. Since

the proposed model is adaptive and online, the duration

of training data can be varied. Fig. 7 shows the demand

regulation for each quality feature with both daily and weekly

demand properties. The x-axis represents the threshold value θ

indicating the probability of having a demand adjustment that

satisfies the DR objective. The y-axis indicates the demand

regulation in percentage. The figure also illustrates the number

of households participating in the demand regulation.

Fig. 7(a) and 7(b) show the total energy reduction by all

households for daily and weekly AVG demand properties.

Each day around 3000 households have demand adjustments

that can support energy reduction, resulting in 33% daily

average energy reduction (this corresponds to 3.5kW of power)
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Fig. 7: AVG, RSD and LF regulation for daily and weekly

demand properties.

for threshold θ = 0.1. With the increase in θ, the number of

households participating in demand reduction decreases. This

means that not every household has a demand adjustment with

high probability, which can regulate the demand. Moreover,

the percentage of energy reduction decreases with the increase

in θ. For example, when θ > 0.9, even though around 400

households have state transitions that can regulate the demand,

the average energy reduction per day is low. This is because,

most of these households selected for θ > 0.9 have low

energy consumption. Hence regulating the demand of these

households results in low demand reduction. The θ value can

be used to select the households, which can participate in

demand reduction. Utilities can set a low θ value during the

peak period to select more households for demand regulation

and a high θ value during the off-peak period. Fig. 7(b)

shows the demand reduction for weekly demand properties

and it follows a similar trend like daily reduction. For all θ

values, reduction of 10% is achieved for daily AVG demand

properties.

Fig. 7(c) and 7(d) show the RSD regulation by all house-

holds for daily and weekly demand properties. Demand vari-

ation is reduced by 30% and 50% for daily and weekly RSD

feature when θ = 0.1. The RSD regulation is higher for the
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Fig. 8: Number of consumers participating in DR programs.

weekly demand than the daily demand. This indicates that

households prefer to adjust their demand properties during the

week as compared to the daily regulation. For all θ values,

the demand variation is reduced by 15% for weekly RSD

properties.

Fig. 7(e) and 7(f) show LF regulation by all households for

daily and weekly demand properties. Households regulate the

LF by reducing the peak demand. Load factor is increased

by 80% for both daily and weekly demand properties when

θ = 0.1. The number of households participating in demand

peak shaving gradually decreases, with the increase in θ. For

all θ values, LF increase of 15% is achieved for both daily

and weekly demand properties.

The results from the self-regulation model can be used

to identify the households that participate in different DR

programs. Furthermore, recommendations can be provided to

the utilities regarding their DR programs. For example, utilities

are encouraged to choose daily AVG demand properties over

weekly AVG demand properties for effective demand reduc-

tion program. Similarly, for an effective reduction in demand

variation, utilities need to select the weekly RSD demand prop-

erties over daily RSD demand properties. Utilities can either

select daily or weekly LF demand properties for the demand

peak shaving as they result in similar LF improvement.

Summary: The online demand regulation model enables

average reduction of 10% in daily average energy demand,

15% in weekly demand variation and 15% in daily demand

peak shaving for all θ values.

Fig. 8 illustrates the distribution of households participating

in a DR program for all θ values. Fig. 8(a) and 8(b) show

the households that participate either towards (i) reduction in

demand (AVG) or (ii) reduction in demand variation (RSD)

or (iii) reduction in demand peak (LF). The number of

households participating towards demand reduction (AVG) for

θ between 0.3 and 0.5 is comparatively higher than for other

θ values. This indicates that these households have frequent

Threshold 
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Fig. 9: Comparison of the proposed model against EPOS for

θ values in the range 0 and 1.

demand adjustments that regulate the average demand. A large

number of households participate in reduction of demand

variation when θ is greater than 0.4, indicating that these

households have frequent state transitions from low RSD

demand state to high RSD demand state. In contrast, more

number of households participate in demand peak shaving

when θ is lower than 0.5.

Fig. 8(c) and 8(d) show the households that participate

either towards (i) demand reduction (only AVG feature) or

(ii) demand variation and demand peak shaving (LF and/or

RSD features) or (iii) all the three DR objectives. The number

of households participating to all the three features reduce

as θ increases and is maximum when θ = 0.1. Utilities can

use these insights to choose the appropriate θ value for the

selection of households towards the DR program. For example,

incentives to consumers with lower values of θ can increase

the likelihood of their participation in DR programs. In [12],

consumers are incentivized to participate in DR program either

based on (i) time of use tariffs, (ii) weekend tariffs and (iii)

behavioral change in energy consumption.

Summary: The results show that the selection of θ plays

a crucial role in identifying the target consumers for the DR

programs.

Evaluating the proposed distributed methodology with other

related methodologies is a challenge and requires an equivalent

context, same dataset and experimental settings. However, this

paper contributes a constructive empirical comparison with

EPOS, the Energy Plan Overlay Self-stabilization system [4].

EPOS is a fully decentralized mechanism for planning and

optimizing demand, and employs the same CER [12] dataset

for its evaluation. The experimental evaluation settings of

EPOS are replicated1 and compared with the proposed model

for different values of θ.

Fig. 9 shows the performance of the proposed model against

EPOS for θ values in the range 0 and 1. Each colored

block indicates the model with the highest performance for

the corresponding θ value. The consumer associated with

regulation can be managed with a relevant choice of θ. This

means that the selection of this parameter is a trade-off and

can make the proposed methodology perform higher or lower

than other methodologies.

1Three selection functions of EPOS viz., MIN-Demand, MIN-Relative-
Deviations and MAX-Load-Factor are used for comparison. These three
functions corresponds to the proposed AVG, RSD and LF regulation.
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Fig. 10: Comparison of the proposed model with EPOS.

Fig. 10 shows the comparison of the proposed online model

against EPOS on two specific days viz., 19/01/2010 and

28/05/2010 for all features. Threshold value of θ  0.5 is

used to obtain the regulation results. The proposed online

self-regulation model has a higher performance than EPOS

across all quality features. Demand regulation can be further

improved by allowing higher θ values that implies higher

consumer tolerance in discomfort. EPOS studies a scenario

in which all households participate in the process of demand

regulation. In contrast, the online self-regulation model iden-

tify the households for DR program based on the temporal

characteristics of the demand. Consequently, only households

that have a valid transitions satisfying the DR objective is

selected.

E. Validation with survey data

The experimental findings derived are validated with the

survey data collected from the trial [12]. Each participant

is asked questions regarding the collection of energy data,

their attitude towards energy reduction, environment, etc. The

objective of this validation is to quantify how close the

data-driven analysis is to the survey data. Specifically, the

survey responses of consumers are compared with the demand

regulation results. The following questions are selected from

the survey questionnaire:

• Q1: I/we am/are interested in changing the way I/we use

electricity if it reduces the bill.

• Q2: It is too inconvenient to reduce our electricity usage.

• Q3: I/we am/are interested in changing the way I/we use

electricity if it helps the environment.

The answers to the above question is in the range [1,

5], where 1 stands for a strong agreement and 5 stands for

a strong disagreement. Questions Q1 and Q2 are used to

compare the results obtained for the AVG feature and Question

Q3 is used to compare results obtained for the RSD and

LF features. Consumer survey responses are grouped into

two categories, (i) households which agree towards reduction

(survey response: 1,2,3,4) and (ii) households which do not

agree towards reduction (survey response: 5). The hypothesis

here is that a survey response of strong disagreement (i.e.,

response 5) means the consumer has no interest towards DR

programs. Hence, any other response indicates the willing-

ness towards the DR program. Grouping of consumer survey

responses with different combinations is also evaluated, viz.,

(i) households with survey response (1,2,3) and households

with survey response (4,5); and (ii) households with survey

TABLE II: Comparison of survey data with analysis result.

Questions TP FP FN TN F1-score

Q1 0.68 0.12 0.02 0.17 0.90
Q2 0.63 0.20 0.02 0.15 0.85
Q3-RSD 0.69 0.13 0.09 0.09 0.86
Q3-LF 0.68 0.15 0.09 0.08 0.85

response (1,2) and households with survey response (3,4,5).

Jaccard similarity coefficient is used to compare the results

from the data analysis to the survey results. It is defined as,

J(Rs, Ra) =
| Rs \Ra |

| Rs [Ra |
, (10)

where, J(·) is the Jaccard similarity coefficient [17], Rs and Ra

are the set of households obtained based on the outcome of the

survey response and data analysis respectively. The similarity

coefficient is the ratio of intersection and union of these two

sets and takes a value [0, 1]. The output of J(Rs, Ra) indicates

the percentage of households, which are found both in the

survey and analysis results. To evaluate the similarity, the

following statistical measures are derived:

• True Positive (TP): The number of households that are

present both in survey and analysis. This is similar to

Jaccard similarity coefficient.

• False Positive (FP): The number of households that are

present in the survey, but are not present in the analysis.

• False Negative (FN): The number of households that are

not present in the survey, but are present in the analysis.

• True Negative (TN): The number of households that are

not present in both survey and analysis.

• F1-score: The measure of accuracy and is obtained by cal-

culating the harmonic mean of precision and recall [18].

Table II shows the TP, FP, FN, TN and F1-score for all

questions when compared to the data analysis results. The

analysis correctly identifies 70% of the consumers in the

survey data, who agree with the reduction. FP shows the

percentage of consumers who responded positively towards

reduction but are not found in the analysis. This observation

can be explained by the fact that survey response collected

is from only one occupant of a household and this opinion

may be different from the other occupants in the household.

Similarly, FN indicates the consumers who do not agree

towards reduction but are found participating in the analysis.

These households could be the potential new target consumers

for the utilities. The FN in the dataset for the AVG feature is

around 2% (85 households) and for the RSD/LF feature it is

around 9% (380 households). Overall, the analysis results are

around 87% accurate (F1-score) when compared to the survey

data. Due to paucity of space, results from different groupings

of consumer survey responses are not shown in detail.2

Summary: Validation results show 70% similarity among

the consumers identified in the data analysis and survey. New

potential target consumers close to 10% are determined for

the DR programs, which are not apparent in the survey data.

2When survey response (1,2,3) are grouped together, the TP for Q1,Q2,
Q3-RSD and Q3-LF is 0.64, 0.67, 0.69 and 0.69 respectively. Furthermore,
when survey response (1,2) are grouped together, the TP for Q1 is 0.65, Q2
is 0.55, Q3-RSD is 0.65 and Q3-LF is 0.63.
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VI. COMPARISON WITH RELATED WORK

Numerous DR programs [2]–[6] have been proposed to

motivate changes in the consumers’ power consumption. These

DR programs can be broadly classified into centralized and

decentralized schemes [19]. In centralized scheme, a central

controller collects all the demand information from consumers

for DR decisions [2], [3]. Decentralized scheme allows con-

sumers to coordinate directly with each other to participate in

DR programs [4], [7], [11].

Current investigations on DR programs do not consider

temporal resolution of energy consumption of households. The

growth of Internet of Things (IoT) in the recent years has

enabled not only monitoring energy consumption of appli-

ances in a household, but also understanding the behavior

of consumers vis-a-vis energy [20], [21]. Temporal analysis

presented in this work is used to understand demand adjust-

ments of households. In contrast with the state-of-the-art DR

algorithms, temporal modeling and metrics proposed here can

be used to reason whether or when a certain demand transition

is feasible by households. An online self-regulation model

for the adjustment of demands is presented for various DR

objectives. The model is empirically evaluated with one of the

largest publicly available dataset [12]. Furthermore, the anal-

ysis results are validated against survey data collected from

more than 4000 households. The proposed methodology is

highly scalable and privacy-preserving as the consumer energy

information is locally stored. Table III shows the comparison

of the proposed decentralized demand regulation scheme with

state-of-the-art techniques. Only a few DR programs take

into account preferences of consumers and often they need

to be specified explicitly [3], [4]. In contrast, the proposed

work derives preferences and characteristics of consumer from

their energy usage over time. Majority of the literature are

concerned with simulation or numerical analysis compared to

the real data employed here. This is one of the first ones to

comprehensively analyze the temporal dynamics of demands.

Optimization-based models are designed for DR programs

with various objectives. Zhu et al. derive optimal power

consumption, by taking into account loads that can shift

or adjust their consumption in successive time periods [2].

This centralized scheme requires consumers to communicate

their demand needs and usage patterns for each appliance.

In contrast, the proposed analyze the temporal demand of

households to derive consumer characteristics such as how

often the demand pattern varies and which consumers are

willing to participate in DR. Joe-wong et al. propose a

day-ahead device-specific scheduling that is based on task

schedules, which considers heterogeneity in appliance delay

tolerance [3]. This centralized model employs convex op-

timization to derive demand schedules. However, the main

problem is that it requires fine-grained appliance level energy

data and also continuous real-time communication between

the energy provider and the consumers. Recent work [4] shows

how to manage the energy demand of households by analyzing

historic aggregated energy consumption data. Pournaras et

al. propose a decentralized approach for demand-side self-

management [4], [27], where software agents represent the

TABLE III: Comparison of state-of-the-art techniques.

Work Method Consumer Study Temporal
preference type analysis

[2] Centralized No Simulation No
[3] Centralized Partial Simulation No
[4] Decentralized Partial Data-driven No
[7] Decentralized Partial Simulation No

[11] Decentralized No Simulation No

Proposed Decentralized Yes Data-driven Yes

demand preferences of consumers and control their demand

by selecting a plan according to the criteria defined by a

selection function. The decentralized approach enforces all the

consumers to select a plan that meets the DR objective set by

the utility. In contrast, this work identifies the target consumers

who can participate in different DR programs by analyzing the

temporal dynamics of demand. Baharlouei et al. propose a

decentralized scheme along with a fairness index to minimize

total generation cost with a smart billing mechanism [7]. This

approach assumes all consumers are flexible in participating

towards DR. In this work, the selection of consumers and the

discomfort associated with the demand regulation is governed

by the threshold parameter θ. Several insights obtained from

temporal analysis can be applied to develop more effective

consumer-centric DR programs.

Successful implementation of DR programs rely on the

identification and participation of the target consumers. The

majority of previous efforts on the identification of target

consumers relied on customer self-reported data [22], [23].

Large scale deployments of smart meters has paved the way

to analyze real-time energy consumption to provide insights

into energy usage of households [20], [24], [25]. Moss et al.

investigate the segmentation of consumers into groups based

on the similarity of energy usage [25], whereas, Chicco et al.

study different unsupervised clustering algorithms to classify

consumers, based on the load pattern shape [26]. The majority

of earlier work does not study the temporal transitions for

classification of households. This work analyzes the temporal

dynamics of demand by considering multiple quality features

such as AVG, RSD and LF.

VII. CONCLUSIONS AND FUTURE WORK

This paper concludes that a data-driven methodology for

understanding and measuring the temporal dynamics of energy

demand adjustments is promising. Based on this methodol-

ogy, an online self-regulation model was introduced that can

identify consumers who can adjust their demands to meet

various DR objectives. Since the time series analysis is used,

the approach could be generally applied to any application

domain that deals with such data. Experimental evaluation

with demand data from real-world Smart Grids shows that

around 30% and 15% of the consumers can be incentivized to

participate in daily and weekly DR programs. In this case,

DR programs achieve 10% reduction in the average daily

demand, 15% reduction in the weekly demand variations and

15% reduction in daily demand peak. The data-driven analysis

was also validated with the data from the survey.

The applicability of the proposed methodology in other

Smart Grid applications or even other domains is part of
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the future work. A broader range of techno-socio-economic

systems in which temporal dynamics play a crucial role in

their regulating complexity is the future applicability of this

research.
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