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Abstract10

In underwater acoustic (UWA) communications, the propagated signal undergoes severe Doppler and multipath11

distortions. The Doppler estimation/compensation and channel estimation/equalization techniques required to deal with12

these distortions contribute significantly to the overall complexity of UWA modems. In this paper, we propose a data13

packet structure for high data rate transmission in time-varying UWA channels with the channel dynamic modelled14

by velocity and acceleration between the transmitter and receiver. The data packet consists of superimposed data and15

periodic pilot sequences. The superposition allows achievement of a high spectral efficiency for data transmission. The16

repeated pilot symbols allow the use of a low-complexity multi-branch autocorrelation method for coarse estimation17

of Doppler parameters related to the velocity and acceleration. To refine these estimates, we further propose a low-18

complexity fine Doppler estimator based on dichotomous iterations. We also present a low complexity frequency19

domain channel estimator exploiting the channel sparsity. The proposed modem design has been evaluated using20

simulation and practical sea trials. The experiments demonstrate high detection performance of the proposed design,21

in particular in comparison with a more traditional design that ignores the acceleration between the transmitter and22

receiver.23

A part of this work was presented in the UCOMMS’2018 conference [1].
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Index Terms24

Channel estimation, data packet, Doppler estimation, low complexity, sparse channel, time varying channel,25

underwater acoustic communication.26

I. INTRODUCTION27

In underwater acoustic (UWA) communications, the propagated signal experiences severe multipath and Doppler28

distortions. The Doppler estimation, channel estimation and equalization techniques significantly contribute to the29

high complexity of UWA modems. Such complexity may depend upon the signal waveform structure. Modems30

with multicarrier modulation, such as Orthogonal Frequency Division Multiplexing (OFDM) [2]–[5], exhibit good31

performance and relatively low complexity channel estimation and equalization, as most of the signal processing is32

performed in the frequency domain. However, OFDM signals are sensitive to Doppler distortions in the channel,33

thus requiring complicated Doppler estimators [6]. OFDM signals also have a high peak to average power ratio34

(PAPR), which places severe demands on the power amplifier at the transmitter. Single-carrier transmission on the35

other hand is less sensitive to the Doppler effect and has lower PAPR. There are accurate and computationally36

efficient Doppler estimators proposed for single-carrier transmission in UWA channels, e.g. see [7]–[12]. These37

techniques are used for fine Doppler estimation and correction in the receiver. Such estimation is applied after38

the data packet has been detected and initial coarse (yet still sufficiently accurate) Doppler estimates have been39

obtained.40

One of most accurate methods for the initial coarse Doppler estimation in multipath UWA channels is based on41

computing the cross-ambiguity function (CAF) between the received and transmitted signals [13]–[15]. The CAF42

is computed on a two-dimensional (2D) grid of channel delay and Doppler compression factor. The position of43

the maximum CAF magnitude on the Doppler grid provides an estimate of the Doppler compression due to the44

transmitter/receiver velocity. However, a large number of Doppler estimation channels are required, which make45

the CAF method computationally intensive, even if the fast Fourier transform (FFT) and a two-step (coarse and46

fine estimation) approach are used to speed up the computations [5], [16], [17]. The CAF method is based on the47

assumption that the compression factor is time-invariant over the observation time interval, and therefore it may48

result in errors in scenarios with time-varying compression factor, e.g., due to transmitter/receiver acceleration.49
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In [18], [19], a technique based on computation of multi-branch autocorrelation (MBA) was proposed that provides50

accurate estimates of the Doppler compression caused by the transmitter/receiver velocity and acceleration and that51

requires significantly fewer computations than the CAF method. In this paper we exploit the MBA Doppler estimator52

and propose:53

• a data packet structure that allows design of low-complexity modems operating in dynamic propagation54

environments, in particular for high data rate transmission;55

• an example modem design for the proposed data packet structure, that can be implemented on real-time design56

platforms;57

• a low-complexity channel estimator for multipath sparse channels and a low-complexity fine Doppler estimator.58

We also present results from simulation and sea trials that illustrate excellent detection performance of the proposed59

design, in particular in comparison with the performance of a design using the more traditional approach to the60

Doppler estimation, based on computation of single-branch autocorrelation (SBA) [13], [17], [20]–[22], that ignores61

the acceleration.62

The paper is organized as follows. Section II introduces the proposed structure of the transmitted data packet.63

Section III describes the channel model. The receiver design is presented in Section IV with the frequency domain64

sparse channel estimator and the fine Doppler estimator presented in subsections IV-A and IV-B, respectively.65

Section V describes simulation and sea experiments. Section VI concludes the paper.66

II. STRUCTURE OF THE TRANSMITTED DATA PACKET67

In dynamic UWA channels, the complexity of Doppler estimation represents a substantial part of the overall68

complexity of the receiver. The Doppler estimation normally refers to the estimation of the time compression factor69

of the received signal compared to the transmitted signal. In practice, such estimation is often implemented by70

computing the CAF between the received and transmitted (pilot) signals or the SBA of the received signal, or their71

variants. The CAF estimator provides a higher accuracy, while the SBA estimator is less complicated. Note that72

both the estimation approaches are based on the assumption that the time compression factor is constant over an73

observation interval. This assumption may be applicable when the transmitter and receiver are moving with constant74

speeds in a time-invariant environment. In highly dynamic environments and/or with a non-zero acceleration between75

the transmitter and receiver, this assumption is not valid.76
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In [19], a multi-branch autocorrelation (MBA) Doppler estimator was proposed, which has been shown to offer77

performance similar to that of the CAF method in application to OFDM signals recorded in sea experiments, while78

being significantly less complicated. The MBA estimator is an extension of the SBA estimator; it estimates the79

Doppler time compression not only due to transmitter/receiver velocity but also due to the acceleration. This is80

achieved by introducing several processing branches in a similar way to the computation in the CAF method, but81

with fewer branches and thus with lower complexity.82

In the CAF method, the number of processing branches Nd is defined by the maximum speed vM between83

the transmitter and receiver. More specifically, Nd = γvM , where γ = fc/(c∆f ), fc is the carrier frequency,84

c = 1500 m/s is the sound speed, ∆f is a Doppler frequency step (typically chosen as ∆f = 1/Θ), and Θ is the85

signal duration. In the MBA method, the number of processing branches is defined by the maximum acceleration86

aM between the transmitter and receiver. More specifically, it is given by Nd = γ∆v , where ∆v is the maximum87

variation of the speed between the transmitter and receiver over the signal duration Θ: ∆v = aMΘ. Since, for most88

practical scenarios, ∆v ≪ vM , and the complexity of processing in a single branch is almost the same for both the89

CAF and MBA methods, the MBA method is significantly less complicated. However, the MBA estimator requires90

a specific structure of transmitted signals, namely, the signal should be repeated within the observation interval.91

Another consideration, when deciding on the data packet structure, is the efficient use of available time-frequency92

resources to achieve a high spectral efficiency. In practice, data transmission requires pilot signals and guard intervals,93

which can occupy a substantial part of the resources. The UWA channel is highly frequency-selective due to the94

wide delay spread of multipaths, and this requires dense pilot transmission in frequency. In highly dynamic (time-95

varying) UWA channels, dense pilot transmission in time is also necessary. Therefore, the resources left for the96

data transmission are significantly reduced.97

The superimposed transmission of the data and pilot signals in the same frequency bandwidth and in the same time98

interval, on the other hand, completely avoids wasting the time-frequency resources, though the energy resources99

are still required for transmitting the pilot signal. Such combining requires half of the signal energy to be allocated100

to the pilot, i.e., half of signal energy can be considered as wasted. The channel capacity however is proportional101

to the logarithm of the signal energy, whereas it is directly proportional to the available frequency bandwidth.102

Therefore, it is considered beneficial if the pilot does not waste the time-frequency resources. See more discussion103

on using resources in the superimposed transmission in [5], [23]–[25].104
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This approach however requires signal processing techniques in the receiver to cancel the self-interference from105

the data when estimating the channel and from the pilot signal when demodulating the data. The self-interference can106

be efficiently dealt with using turbo-iterations. This has been shown in application to multi-carrier transmission [5].107

Section IV describes the self-interference cancellation in the turbo-iterations and Section V shows its efficiency in108

the proposed modem.109

In the data packet, the transmitted signal s(t) represented by its samples s(i) at a sampling frequency fs is given110

by111

s(i) = ℜ
{

ej2π(fc/fs)i
N−1
∑

n=0

dp(n)g

(

i− n
fs
Fd

)

}

, (1)

where dp(n) is a sequence of superimposed data and pilot symbols, N the number of symbols in the data packet,112

g(i) a pulse-shaping waveform, fc the carrier frequency, Fd the symbol rate, and ℜ{·} denotes the real part of a113

complex number.114

In our example design, the superimposed symbols in the data packet are generated as115

dp(n) = p(n) + jd(n), n = 0, . . . , N − 1, (2)

where p(n) and d(n) are pilot and data symbols, respectively, and j =
√
−1. In the receiver, the pilot symbols p(n)116

are used for Doppler estimation, channel estimation, time synchronization, and estimation of the signal-to-noise117

ratio (SNR) in diversity branches. The pilot symbol sequence is given by118

p(n) = p0(n) + p0(n−Np), n = 0, . . . , N − 1, (3)

where p0(n) is a pseudo-noise sequence of length Np = N/2, p0(n) = 0 for n < 0 and n > Np − 1, and p0(n)119

and d(n) are BPSK symbols with values ± 1. More generally, the symbols p(n) and d(n) in (2) can be taken from120

different QAM constellations.121

To ease understanding of further material in this paper, here we present parameters of an example data packet:122

• the carrier frequency fc = 24 kHz;123

• the sampling frequency fs = 96 kHz;124

• the symbol rate Fd = 6× 103 symbols/s; thus, the original data rate is 6 kbps;125
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Fig. 1. Representation of the channel as a time-variant filter.

• the pulse shaping waveform g(i), i = −LRRC, . . . , LRRC of length 2LRRC + 1 is the impulse response of the126

truncated root-raised cosine (RRC) filter [26], LRRC = 80; the RRC roll-off factor [26] α = 0.2 and thus the127

frequency bandwidth of the transmitted signal is (1 + α)Fd = 7.2 kHz;128

• N = 6000, so that the packet duration is Θ = 1.00167 s, of which 0.00167 s accounts for the length of the129

pulse-shaping waveform;130

• convolutional coding at a code rate 1/2 with polynomials (561, 753) in octal [27] is applied to the transmitted131

data to generate the data sequence d(n); thus, a single data packet carries 3 kbits of useful data.132

In our experiments, we will be using this and some other data packet examples. Note that other data and pilot133

signals, including multi-carrier signals, can be used with such a data packet structure.134

III. CHANNEL MODEL135

The UWA channel is often modelled as a time-variant linear system with an impulse response h(t, τ) that describes136

both the multipath and Doppler spread. The noise-free signal at the receiver input is given by137

y(t) =

∫ ∞

−∞

h(t, τ)s(t− τ)dτ, (4)

and the received signal r(t) is given by138

r(t) = y(t) + n(t), (5)

where n(t) is a noise signal. To recover the transmitted signal, the receiver should equalize the channel. With a fast139

moving transmitter and/or receiver, direct equalization of the fast-varying impulse response h(t, τ) is complicated.140

In these scenarios, another approach is used.141

The dynamic UWA channel can be represented using two time-varying components, described by a fast-time-142

varying channel delay τd(t) and a slower-time-varying channel impulse response h̄(t, τ), as shown in Fig. 1 [5],143
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[19], [28]. This channel representation is often implicitly used for designing UWA receivers [2], [6], [8], [29]. The144

time-variant delay line described by the impulse response δ(τ − τd(t)), where δ(τ) is the Dirac delta function,145

is associated with the fastest channel variations caused by the varying distance between the transmitter and the146

receiver. However, it can be described by a few parameters, and therefore reliably estimated using a coarse Doppler147

estimator. In practice, this channel component is equalized via resampling, by introducing a compensating delay148

−τd(t) into the received signal, i.e., essentially the resampling is represented as a time-variant delay line with149

the impulse response δ(τ + τd(t)). However, different multipath components of the received signal experience150

different variations in their delays, i.e., different time-compressions. Therefore, the resampled received signal still151

contains residual Doppler distortions. These distortions are described in Fig. 1 by the component with the impulse152

response h̄(t, τ). This channel component incorporates differential variations in the lengths of acoustic rays due to153

the transmitter/receiver movement, and it is typically slower varying in time than the impulse response h(t, τ). In154

some cases, this component can be assumed to be time-invariant over the data packet.155

The delay τd(t) over an interval of interest is often represented as a linear function of time [3], [4], [17]:156

τd(t) = a0 + a1t, (6)

where a0 is a constant delay, normally associated with the time difference between the transmitter and receiver;157

and with perfect time synchronization, a0 = 0. The parameter a1 is associated with a constant velocity v between158

the transmitter and receiver, and, more specifically, a1 = v/c, where c is the sound speed (e.g., c = 1500 m/s).159

However, for highly dynamic movements of the transmitter and/or receiver, the linear model of τd(t) in (6) becomes160

inaccurate.161

A more accurate model is given by [19]162

τd(t) = a0 + a1t+ a2t
2, (7)

where a1 = v/c and v is the initial velocity at t = 0, a2 is associated with the acceleration a between the transmitter163

and receiver, and more specifically, a2 = a/(2c). We will show that, even in moderately dynamic UWA channels,164

the receiver developed using the model (7) can significantly outperform one based on the model (6).165

The second component of the channel representation, described by the impulse response h̄(t, τ), contains many166

parameters to be estimated, such as the multipath delays and complex amplitudes. However, these parameters are167
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Fig. 2. General structure of the receiver. The received signal r(t) is represented by samples r(i) at the high sampling frequency fs; the low-pass

equivalent (LPE) signal is represented by samples rLPE(n) at the lower sampling frequency Fds.

usually more slowly varying in time compared to the channel response h(t, τ). Consequently, equalization of this168

channel component is easier than the direct equalization of h(t, τ).169

In the receiver, we will model τd(t) as in (7). To simplify the signal processing algorithms in the receiver, they170

are developed assuming that h̄(t, τ) = h̄(τ) is time invariant over the packet duration. However, when testing the171

modem (see Section V), this assumption may not be applied to the UWA channel in the test.172

IV. RECEIVER173

The general structure of the receiver is shown in Fig. 2. The signal processing is performed at two sampling174

rates. The highest sampling rate fs is chosen to avoid distortions due to the analog-to-digital conversion of the175

received passband signal: fs > 2fc + (1 + α)Fd. The complex demodulation transforms the passband signal into176

a baseband (low-pass equivalent (LPE)) signal with overall bandwidth (1 + α)Fd at the lower sampling rate Fds,177

which, in our design, is set to Fds = 2Fd.178

The coarse Doppler estimation, based on the MBA method, provides estimates of the Doppler parameters a1179

and a2 for reasampling the LPE signal in the turbo iterations. It also provides the timing synchronization for180
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windowing the received data for further processing in the turbo iterations. After the turbo iterations, the equalized181

and demodulated symbols are decoded. Details of the processing are presented below.182

1) Complex demodulation and downsampling: The input signal r(t) to the receiver is represented by real-valued183

samples r(i) at the sampling rate fs. The LPE signal samples are computed as:184

rLPE(n) =

LRRC
∑

i=−LRRC

g(i)r(i− nK)e−j2π(fc/fs)(i−nK), (8)

where K = fs/Fds is the downsampling factor and n is the time index at the sampling rate Fds.185

In our realization, this processing requires about 2 × 106 real-valued MAC (multiply/accumulate) [30], [31]186

operations per second. This takes into account that the RRC filter has 161 taps and there are Fds samples per187

second. This also takes into account the specific ratio fs = 4fc, for which the real and imaginary parts of the188

complex exponential in (8) have 50% zeros and the remaining values are ±1. Note that low-power DSP processors189

can provide 200×106 MACs per second, e.g., see [32], therefore this processing can be easily implemented in real-190

time. More advanced DSP processors have FIR-accelerators [33] for efficient implementation of the computation191

in (8). This stage can also be comfortably implemented on an FPGA platform [34].192

2) Initial timing and coarse Doppler estimation: This processing is based on the MBA Doppler estimator [19].193

Its core function is the computation of the 2D autocorrelation function of the signal rLPE(n) on the grid of delay194

τ and frequency shift F for every time instant n:195

AMBA(τ, F, n) =

∑n
q=n−QNp+1 r

∗
LPE(q)rLPE

(

q + τ
∆τ

)

ej2πF∆τq, (9)

where τ
∆τ
∈ {QNp− τM

∆τ
, QNp− τM

∆τ
}, Q = Fds/Fd = 2, F = m∆f , m = −Na, . . . , Na, ∆τ is the delay step, and196

∆f is the frequency step on the grid; we set ∆τ = 1/Fds and ∆f = 1/Θ. The parameter τM is chosen to guarantee197

τM > vM/(cQNp), where vM is the maximum speed between the transmitter and receiver. The parameter Na is198

chosen to guarantee Na > ΘfcaM/(2c∆f ), where aM is the maximum acceleration between the transmitter and199

receiver.200
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Fig. 3. 2D autocorrelation in a multipath channel with v = 1 m/s and a = 0.2 m/s2 at the moment corresponding to the maximum in Fig. 4;

SNR = 20 dB. The data packet parameters are as presented in Section II. Grid resolution: ∆f = 1 Hz, ∆τ = 1/Fds = 83.3 µs.

Let201

I(n) = max
τ,F
|AMBA(τ, F, n)|, (10)

nmax = argmax
n

I(n), (11)

{τmax, Fmax} = argmax
τ,F
|AMBA(τ, F, nmax)|. (12)

Then estimates of the parameters a1 and a2 in the Doppler model (7) are given, respectively, by [19]202

â1 = 1− Θ

2τmax

+
Fmax

2fc
, (13)

â2 =
Fmax

2τmaxfc
. (14)

An example of |AMBA(τ, F, nmax)| is shown in Fig. 3. The maximum of the 2D autocorrelation is shifted in203

delay and frequency with respect to the center of the delay-frequency plane. The delay and frequency shifts are204

proportional to the velocity v and acceleration a between the transmitter and receiver. The center of the grid205

corresponds to no time compression due to the velocity (delay axis) or acceleration (frequency axis). The peak206

extracted from the autocorrelation function, as shown in Fig. 3, is further interpolated to improve the estimation207

accuracy; the interpolation is similar to that in [5].208

The autocorrelation function in Fig. 3 corresponds to the maximum of I(n) shown in Fig. 4. The position (nmax)209

of the maximum in Fig. 4 is treated as an estimate of the temporal center of the data packet, thus providing the210

time synchronisation.211

July 24, 2019 DRAFT



UCOMMS18 SPECIAL ISSUE, IEEE JOURNAL OF OCEANIC ENGINEERING, 2019 11

0 1 2 3
0

200

400

600

800

1000

M
a
g
n
itu

d
e

Time, s
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Fig. 5. Turbo-iterations in the receiver.

For our example design, these computations require about 30 × 106 MACs/s. This allows computation of 280212

2D autocorrelation values to cover the velocity range v ∈ [−5, 5] m/s and acceleration range a ∈ [−0.25, 0.25] m/s2213

at the sampling rate Fds = 12 kHz. The computation of AMBA(τ, F, n) in (9), representing the highest complexity,214

can be comfortably implemented on an FPGA platform.215
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3) Turbo-iterations: The block diagram of processing in one of Nit turbo iterations is shown in Fig. 5. The216

input LPE signal rLPE(n) is resampled according to the estimate of τd(t):217

τ̂d(t) = â0 + â1t+ â2t
2, (15)

where â0 is the timing estimate. At the first iteration, estimates â1 and â2, obtained via interpolation of the peak of218

the 2D autocorrelation function |AMBA(τ, F, nmax)|, are used for the resampling. At further iterations, these estimates219

are refined by the fine Doppler estimator (see subsection IV-B). The resampled signal is denoted as r̃LPE(n).220

There are two branches of processing, with even samples of rLPE(n) processed in the ‘left’ branch and the odd221

samples processed in the ‘right’ branch (see Fig. 5). Otherwise, the two branches perform the same processing.222

The two processing branches relate to oversampling by a factor of two (Fds = 2Fd) in our design. It is possible223

to use the single branch, i.e., Fds = Fd. The work in [5] shows that the detection performance of the receiver in224

this case is significantly inferior to that in the case of the oversampling Fds = 2Fd. However, further oversampling,225

e.g., Fds = 4Fd does not bring a significant improvement in the performance, while making the receiver more226

complicated. Therefore, in our design, we use two processing branches.227

The channel estimation and equalization are performed in the frequency domain to reduce the complexity (see228

subsection IV-A). The fine Doppler estimation and correction (see subsection IV-B) are applied to equalized symbols229

yb(n), n = 0, . . . , N − 1. The Doppler corrected symbols ŷb(n) are combined according to230

y(n) = w1ŷ1(n) + w2ŷ2(n), (16)

and demodulated. The weights w1 and w2 (0 ≤ wb ≤ 1) for the (maximal-ratio) combining are computed based on231

SNR estimates in the branches,232

SNRb =
1

N

N−1
∑

n=0

[ℜ{ŷb(n)} − p(n)]
2
, b = 1, 2. (17)

The weights are then found as:233

wb =

√
SNRb√

SNR1 +
√

SNR2

. (18)

The estimate in (17) is based on the fact that, in the case of perfect equalization, the real part of the signal ŷb(n)234

should only contain the pilot signal p(n). Any difference from p(n) can be treated as a noise. Since the pilot energy235

is equal to N , SNRb is a ratio of the noise energy estimate to the signal energy, i.e., an estimate of SNR in the236

b-th branch.237
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The fine Doppler estimates found in the two branches are also combined using the same weights:238















â1 = w1â1,1 + w2â1,2

â2 = w1â2,1 + w2â2,2

(19)

where â1,b and â2,b are estimates of the Doppler parameters a1 and a2, respectively.239

Algorithm 1 in Appendix A summarizes the main signal processing steps in the turbo iterations.240

The main contribution into the complexity of turbo iterations comes from the channel estimation and equalization.241

These however can be efficiently implemented as presented in subsection IV-A.242

A. Frequency domain channel estimation using sparse basis of complex exponentials243

In the conference paper [1], we proposed to use in this modem a frequency-domain BEM (Basis Expansion244

Model) channel estimator based on B-splines as the basis functions. This low-complexity estimator provides a high245

accuracy if the delay spread in the channel is small compared to the data packet length. For larger delay spreads,246

the number of basis functions should be increased thus leading to higher channel estimation errors. The number247

of basis functions can be reduced if the channel is sparse. However, typical UWA channels are not sparse in the248

B-spline space.249

They are however often relatively sparse in the space of complex exponentials. Channel estimators exploiting250

the sparsness are well described in the literature [3], [35]–[38]. In this section, we present a low-complexity sparse251

channel estimator. The proposed estimator, as will be shown in our experiments, has a high enough estimation252

accuracy to provide reliable demodulation of the data packet.253

Note that the sparse estimation can be done in two steps. The first step is to find a support Γ, or in other254

words, a set of basis functions essentially contributing into representation of the channel frequency response. This255

is equivalent to finding delays of multipath components with significant magnitudes. The second step is to find the256

expansion coefficients for the basis functions in the support, or in other words, to estimate complex amplitudes of257

the essential multipaths.258

In the first step, even if more basis functions are chosen into the support than an ‘oracle’ algorithm could provide,259

we can still achieve good channel estimation performance, as long as this number is not excessive (comparable to260

the true number of non-zero multipath components in the channel). Therefore, the support estimation is based on261

searching the maxima of the cross-correlation function of the received and transmitted signals as follows.262
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Let samples of the Doppler corrected LPE signal at the symbol rate Fd in the two processing branches be263

represented as264

z̃b(n) = r̃LPE[2(n−Np − nmax) + b], b = 1, 2, (20)

where nmax is found in (11). These samples are then transformed into the frequency domain using the FFT:265

Zb(k) =

NFFT−1
∑

n=0

z̃b(n)e
−j2πkn/NFFT . (21)

The size NFFT is chosen high enough to cover the length N of the data packet together with possible channel delay266

spread and time synchronization errors; as long as this condition is satisfied, the value of NFFT does not affect the267

receiver performance, although longer NFFT results in a higher complexity. In the example design of the modem,268

we set NFFT = 8192 > 6000 = N .269

The pilot signal p(n) and tentatively demodulated data symbols d̃(n), n = 0, . . . N − 1, are combined into270

estimates of the transmitted symbols, d̃p(n) = p(n) + jd̃(n), and transformed into the frequency domain:271

P (k) =

NFFT−1
∑

n=0

p̃(n)e−j2πkn/NFFT , (22)

where272

p̃(n) =































0, n− NFFT

2 < −Np

d̃p(n− NFFT

2 +Np), −Np < n− NFFT

2 < Np

0, n− NFFT

2 > Np

(23)

At the first turbo iteration, d̃(n) = 0. At subsequent iterations, d̃(n) = 0 if ℑ[y(n)] < β and d̃(n) = sign{ℑ[y(n)]}273

if ℑ[y(n)] ≥ β, where ℑ[·] denotes an imaginary part of a complex number; in our design, we set β = 0.25.274

The cross-correlation function of the received and transmitted signals is computed as275

γb(n) =
1

NFFT

NFFT−1
∑

k=0

Zb(k)P
∗(k)ej2πkn/NFFT . (24)

The first up to M maxima of |γb(n)|2 for n ∈ [NFFT−Υ, NFFT]∨[0,Υ], exceeding a threshold tpaths = κmaxn |γb(n)|2,276

where 0 < κ < 1 and we use κ = 4·10−4, determine the support Γ of a cardinality |Γ| = Mmax ≤M . The parameter277

Υ defines the maximum delay spread [−Υ/Fd,Υ/Fd] in the channel. With Υ = 1000, used in our design, as high278

channel delay spread as 330 ms is covered by the estimator.279

July 24, 2019 DRAFT



UCOMMS18 SPECIAL ISSUE, IEEE JOURNAL OF OCEANIC ENGINEERING, 2019 15

In the second step, the expansion coefficients are found using the regularized least squares algorithm as follows.280

Denote281

B
(q) =

{

e−j2πkm(q)/NFFT

}NFFT−1

k=0
, m(q) ∈ Γ, (25)

an NFFT × 1 vector, representing the qth column of the NFFT ×Mmax basis matrix B, where m(q) represents the282

channel delay of the qth path in the support Γ. Denote P = diag{[P (0), . . . , P (NFFT−1)]T }. The Mmax×1 vector283

ĉb of expansion coefficients is found by solving the Mmax ×Mmax system of equations284

Gbĉb = ξb, (26)

where285

Gb = B
H
P

H
PB+ εI, (27)

ξb = B
H
P

H
z̃b, (28)

ε > 0 is a small number, I is the identity matrix, and z̃b is a vector with elements z̃b(n) defined in (20). The286

channel frequency response is then estimated as the BEM [39]:287

ĥb = Bĉb. (29)

With the frequency response ĥb(k) (elements of the vector ĥb), and received signal in the frequency domain288

Zb(k), the spectrum of the equalized signal is given by289

Yb(k) =
Zb(k)ĥ

∗
b(k)

ĥb(k)2 + η
, k = 0, . . . , NFFT − 1, (30)

where η > 0 is a small number used to prevent division by zero. Finally, the equalized signal yb(n) in branch b is290

obtained by applying the inverse FFT to Yb(k).291

The complexity of the channel estimator is mainly due to computation of the matrix Gb in (27), which, when292

implemented using a matrix-by-matrix multiplication, requires 2NFFTM
2 MACs. Notice that the matrix Gb is well293

structured and its elements Gp,q are given by294

Gp,q =

NFFT−1
∑

k=0

|P (k)|2e−j2πk|m(q)−m(p)|/NFFT . (31)

Therefore, by pre-computing (by using FFT)295

ρ(n) =

NFFT−1
∑

k=0

|P (k)|2e−j2πkn/NFFT , (32)
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elements of Gb can be found as296

Gp,q = ρ(|m(q)−m(p)|). (33)

With such an approach, the complexity of computing Gb is only 3 log(NFFT)NFFT MACs, if using the split-radix297

FFT algorithm [40] for computation as in (32). Moreover, the computation in (32) needs to be done only once for298

both the branches, whereas (27) is computed twice. Thus, the complexity is reduced by about 4M2/[3 log(NFFT)]299

times. In many practical scenarios, the value of M is not very high; in our case, M = 40 was good enough for all300

experiments. With M = 40 and NFFT = 8192, the reduction in complexity is by 160 times.301

The direct solution of the system in (26) requires O(M3) MACs [41], which is not high compared to the302

computation of Gb. However, this may involve square root operations, not well suited to implementation on DSP303

processors and FPGAs. To reduce the complexity and make the algorithm suitable for implementation on fixed-point304

DSP and hardware platforms, the DCD (dichotomous coordinate descent) algorithm can be used [42], [43]. Note305

that elements of the vector ξb in (28) are elements of γb(n) at the support Γ, and they are already available.306

The computation of the channel estimate in (29), if using the direct matrix-vector multiplication, would require307

4MNFFT MACs. If using the FFT, it is reduced to 3 log(NFFT)NFFT MACs. With M = 40 and NFFT = 8192, the308

complexity reduction is by 4 times.309

Thus, the complexity of the channel estimation and equalization in one branch within one turbo iteration is310

approximately equivalent to 4 FFTs, the support Γ estimation, which requires about 2MΥ MACs, and solving311

the system of equations. As an example, with M = 40, Υ = 1000 and NFFT = 8192, the complexity is about312

1.5 × 106 MACs. Resampling can be based on the local cubic splines [44], and its complexity is also small313

compared to the complexity of the other signal processing. Thus, with Nit = 5, used in all our experiments, the314

overall complexity of turbo iterations is about 15 × 106 MACs. The use of FFTs can be especially beneficial for315

implementation on some DSP platforms, where FFT-accelerators are available [33].316

B. Fine Doppler estimation317

After the initial Doppler compensation, there is still a residual Doppler distortion. The fine Doppler estimation318

is performed after equalization of the LPE signal in the branches.319
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Let yb(n) be the equalised symbols in branch b, and d̃p(n) be the same as in (23). We assume the following320

signal model describing the residual Doppler distortion:321

yb(n) = dp(n)e
j2π(fe,b+ae,bn)n. (34)

The fine Doppler estimation deals with estimation of the parameters fe,b and ae,b, and it is based on the dichotomous322

frequency estimation [45], [46] and a similar dichotomous algorithm for fine estimation of linear-in-time dependence323

of the frequency. These are algorithms with negligible complexity compared to the complexity of the other signal324

processing in the receiver.325

Denote ỹb(n) = yb(n)d̃
∗
p(n). In the estimator of fe,b, at every dichotomous iteration, the following quantities are326

computed (starting from fe,b = 0 in the first iteration):327

Ci =

N−1
∑

n=0

ỹb(n)e
−j2π(fe,b+iδf )n,

imax = arg max
i=−1,0,+1

{|Ci|2}. (35)

If imax = −1, then fe,b is updated as: fe,b ← fe,b − δf , else if imax = +1, then fe,b ← fe,b + δf . After the328

update, the step-size δf is reduced by half (thus the name dichotomous): δf ← δf/2. We set the initial step-size to329

δf = 1/N and use 8 dichotomous iterations. After completing the iterations, the frequency estimate fe,b is used to330

compensate the residual velocity:331

ȳb(n) = ỹb(n)e
−j2πfe,bn. (36)

In the estimator of ae,b, at every dichotomous iteration, the following quantities are computed (starting from332

ae,b = 0 in the first iteration):333

Di =

N−1
∑

n=0

ȳb(n)e
−j2π(ae,b+iδa)n

2

,

imax = arg max
i=−1,0,+1

{|Di|2}. (37)

If imax = −1, then ae,b ← ae,b − δa, else if imax = +1, then ae,b ← ae,b + δa. After the update, the step-size δa is334

reduced: δa ← δa/2. We set the initial step-size to δa = 1/N2 and use 8 dichotomous iterations. After completing335

the iterations, the estimate ae,b is used to compensate the residual acceleration:336

ŷb(n) = ȳb(n)e
−j2πae,bn

2

. (38)
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TABLE I

COMPLEXITY OF MAIN BLOCKS OF THE RECEIVER IN THE EXAMPLE DESIGN (MACS PER SECOND).

Complex demodulation Coarse Doppler Turbo Total

& downsampling estimation iterations complexity

2× 106 30× 106 15× 106 47× 106

The signals ŷb(n) are used for the diversity combining in (16). The estimates of the Doppler parameters a1 and a2337

are updated as338

â1,b ← â1,b + fe,b
Fd

fc
, (39)

â2,b ← â2,b + ae,b
F 2
d

fc
. (40)

The fine Doppler estimates are used in the current turbo iteration to provide additional Doppler correction in (36)339

and (38), which compensates for a residual Doppler effect still present in the processed signal. The extra Doppler340

correction engenders an improvement in the detection performance. The fine Doppler estimates obtained in the two341

branches are combined as in (19) and used in the next turbo iteration for more accurate resampling.342

The Doppler estimation is performed at several stages of signal processing in the receiver. Algorithm 2 in343

Appendix B summarizes the Doppler estimation in the receiver.344

C. Receiver complexity345

Table I summarizes the receiver complexity (without the decoding) for the example design. It can be seen that346

the coarse Doppler estimation dominates the complexity. The receiver (without the decoding) requires less than347

50× 106 MACs per second, which is affordable for implementation on most modern low-power DSP processors.348

V. SIMULATION AND SEA TRIALS349

This section describes simulation and sea trials. Subsection V-A presents simulation results and subsection V-B350

presents results of a sea trial.351
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Fig. 6. Detection performance of the proposed receiver with the MBA and SBA Doppler estimators in the channel with a static multipath

component h̄(t, τ) (see Fig. 1). The time varying delay τd(t) is caused by the velocity v and acceleration a as given by (7).

A. Numerical experiments352

This subsection presents numerical simulation results. We first consider the simulation in a channel (see Fig. 1)353

with a time-varying delay τd(t), while the multipath structure described by the impulse response h̄(t, τ) = h̄(τ) is354

time-invariant. This model is an exact match to the channel model used for designing the modem.355

In the second simulation, we use the Waymark channel model [28], implementing the virtual signal transmis-356

sion [47] in specified underwater acoustic environments with specified motion of the transmitter and receiver, with357

both τd(t) and h̄(t, τ) varying in time. The Waymark simulator is based on computation of the underwater acoustic358

field using the ray tracing software Bellhop [48]. Parameters of the rays are transformed into a set of channel359

impulse responses at samples (waymarks) of the transmitter/receiver trajectory. The waymark impulse responses360

are interpolated in time to compute the time varying channel impulse response h(t, τ) for every sample of the361

transmitted signal. The convolution of the transmitted signal and channel impulse response produces the noise-free362

received signal.363

1) Experiments with static multipath structure: In this simulation, the channel model consists of a linear system364

representing a static multipath channel followed by a time Doppler compression that is defined by a velocity v and365

acceleration a. The channel power delay profile (PDP) is defined by delays [1, 11, 43, 91, 100]/Fds and uniform366
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path variances. In a single simulation trial, the velocity and acceleration are the same for all paths. Two scenarios367

are considered: (i) v = 0 m/s, a = 0 m/s2; (ii) v is random and uniformly distributed within [−5,+5] m/s, a is368

random and uniformly distributed within [−1,+1] m/s2; i.e., in different simulation trials these values are different.369

For this simulation, the example modem design is used with parameters presented in Section II. The SBA estimator370

is implemented as the MBA estimator with Na = 0.371

Fig. 6 shows the frame error ratio (FER), computed as the ratio of the number of data packets received with372

errors in 5000 simulation trials to the total number of packets. It also shows the bit error ratio (BER). It can be seen373

that the receiver with the SBA Doppler estimator cannot operate in the second scenario, where the acceleration is374

not zero. However, both the SBA and MBA estimators show similar performance for the first scenario (v = 0 m/s,375

a = 0 m/s2), which perfectly matches to the SBA estimator. It is also seen that the receiver with the MBA Doppler376

estimator provides consistently high detection performance in channels with various Doppler distortions.377

2) Waymark experiment: We consider the SWellEx-96 (Event S5) acoustic environment [49] (see also [28]) with378

the sea depth 220 m. The receiver is positioned 1 m above the sea bottom. The transmitter is positioned above379

the receiver 1 m below the sea surface and moves synchronously with the surface waves. The surface waves are380

described as a 2D-sinusoid of 3 m amplitude with a time period of 8 s, and space period of 100 m. The transmit381

antenna beampattern is a cone of ± 45◦ with the look direction towards the receiver. The multipath channel structure382

is mostly defined by the direct and first bottom-reflected paths as can be seen in Fig. 7. There are also clusters of383

multipaths with delays around 0.3 s, 0.6 s, etc., with respect to the direct path, arriving at the receiver after multiple384

reflections from the sea surface and sea bottom; however, they have significantly reduced magnitudes and therefore385

do not affect the receiver performance.386

In the experiment, lasting about 14 s, 8 data packets are transmitted. Parameters of the data packet are: fc =387

12 kHz; fs = 48 kHz; Fd = 2 kHz; Θ = 0.5 s. The received signal (without noise) is shown in Fig. 8. We have388

then run 5000 simulation trials, adding to this signal a different realization of white noise in each trial, to evaluate389

the effect of SNR on the receiver performance.390

Fig. 9 shows the FER performance averaged over the 8 data packets. It can be seen that the receiver with the391

MBA Doppler estimator shows good performance, whereas the receiver with the SBA estimator cannot operate in392

this scenario.393
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Fig. 7. Time-varying impulse response for the vertical transmission from the time-varying sea surface to the bottom at a depth of 220 m.
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Fig. 8. Noise-free magnitude of the received signal in the Waymark experiment in the Swellex environment with moving surface.

B. Sea experiment394

The sea experiment was conducted roughly one mile across the shores of Haifa, Israel, with the sea depth 12 m.395

In the experiment, a light motorboat was moving away from the receiver with a transducer deployed at a depth of396

about 2 m. For the transmitter, the software defined EvoLogics LF modem was used [50]. The receiving hydrophone397

was mounted on an anchored buoy at a depth of 8 m. The sound speed profile was measured to be flat at roughly398

1543 m/s, the wind speed was about 1 knot. In the experiment, the received signal was recorded and later processed399

off-line.400

During 80 s of the experiment, the distance between the transmitter and receiver increased from about 100 m401
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Fig. 9. FER and BER performance of the receiver in the experiment in the Swellex environment with vertical transmission and moving sea

surface.

0 10 20 30 40 50 60 70 80 90 100

Delay, ms

10-2

10-1

100

M
ag

ni
tu

de

Fig. 10. Impulse response estimate obtained in the sea experiment.

to 200 m, and 15 data packets were transmitted. Parameters of the data packet are: fc = 12.5 kHz; fs = 96 kHz;402

Fd = 6.25 kHz; Θ = 0.8 s. The typical impulse response in the experiment is shown in Fig. 10.403

The moving motorboat was affected by surface waves of about 0.5 m amplitude, which resulted in varying404

velocity and acceleration as illustrated in Fig. 11. The results in Fig. 11 were obtained using the proposed receiver.405

To validate the measurements, they were repeated for another receiving hydrophone 0.45 m away from the first406

one; the measurements in both cases are very close.407

Fig. 12 shows the BER (Bit Error Ratio) performance of the receiver with the MBA and SBA Doppler estimators.408
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Fig. 11. Estimates of the velocity and acceleration in the sea experiment.
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Fig. 12. BER performance in the sea experiment.

The data packets received without errors are shown as having BER = 10−4 (this is lower than the minimum BER409

1/2500, which can be measured over a single packet carrying 2500 data bits). It can be seen that the MBA estimator410

indeed outperforms the SBA estimator. From comparison of Fig. 12 and Fig. 11, it is seen that the benefit of using411

the MBA estimator is especially pronounced for data packets received at higher acceleration. Thus, even in these412

mild conditions (slow speed of the transmitter and relatively calm sea surface), it can be seen that taking the413

acceleration into account is very important for reliable data transmission.414
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VI. CONCLUSIONS415

We have proposed a data packet structure for transmission in UWA channels. The superimposed data and pilot416

symbols in the packet allow high spectral efficiency of the data transmission. We have proposed a low-complexity417

receiver capable of dealing with the multipath propagation and the Doppler effect caused by the transmitter/receiver418

motion described by velocity and acceleration. The complexity analysis has shown that the example design (without419

the decoding) can be implemented with approximately 50×106 MAC operations per second. The Doppler estimator420

and channel estimator dominate the complexity of the receiver. The periodic structure of the pilot signal in the421

data packet allows the use of the computationally efficient multi-branch autocorrelation method for the Doppler422

estimation. We have also proposed a low-complexity channel estimator exploiting the channel sparsity and fine423

Doppler estimator based on dichotomous iterations. Numerical simulation and sea experiments have shown a high424

detection performance of the proposed design, in particular in comparison with the performance of a design based425

on the more traditional approach to Doppler estimation that ignores the acceleration.426
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APPENDIX A432

TURBO-ITERATIONS433

Algorithm 1 summarizes the main signal processing steps in the turbo iterations.434
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Algorithm 1: Turbo-iterations

input : signal rLPE(n); Doppler estimates â1, â2; timing estimate â0

output: signal y(n); Doppler estimates â1, â2

1 while number of iterations is less than Nit do

2 Resample rLPE(n) into r̃LPE(n) using τd(t) from (15)

3 for b← 1, 2 do

4 Extract z̃b(n), n = 0, . . . , NFFT − 1, from r̃LPE(n) as in (20)

5 Transform z̃b(n) into the frequency domain, Zb(k), k = 0, . . . , NFFT − 1, as in (21)

6 Find the frequency-domain channel estimate ĥb as in (29)

7 Equalize Zb(k) in the frequency domain to obtain Yb(k) as in (30)

8 Transform Yb(k) into the time domain yb(n), n = 0, . . . , NFFT − 1,

9 Find the fine Doppler estimates â1,b and â2,b as in (39) and (40)

10 Make the fine Doppler correction of yb(n) to obtain the signal ŷb(n) as in (38)

11 Find the SNR estimate SNRb as in (17)

12 end

13 Compute the weight coefficients w1 and w2 as in (18)

14 Produce the combined signal y(n) from ŷ1(n) and ŷ2(n) as in (16)

15 Produce the new Doppler estimates â1 and â2 from â1,b and â2,b as in (19)

16 end

435

APPENDIX B436

DOPPLER ESTIMATION IN THE RECEIVER437

Algorithm 2 summarizes the Doppler estimation in the receiver.438
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Algorithm 2: Doppler estimation

input : 2D autocorrelation AMBA(τ, F, nmax); signal rLPE(n)

output: Doppler estimates â1, â2

1 Find the coarse Doppler estimates as follows.

2 (i) Find the peak {τmax, Fmax} of |AMBA(τ, F, nmax)| over τ and F as in (12)

3 (ii) Refine {τmax, Fmax}, e.g., using the parabolic interpolation of the peak as described in [5]

4 (iii) Compute the coarse Doppler estimates â1 and â2 as in (13) and (14), respectively

5 while number of iterations is less than Nit do

6 Resample rLPE(n) using â1 and â2 as in (15)

7 for b← 1, 2 do

8 Find the fine Doppler estimates â1,b and â2,b as in (39) and (40), respectively

9 end

10 Produce the combined fine Doppler estimates â1 and â2 from â1,b and â2,b as in (19)

11 end

439
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