The

University

yo, Of
Sheffield.

This is a repository copy of Dynamic behavior investigations and disturbance rejection
predictive control of solvent-based post-combustion COZ2 capture process.

White Rose Research Online URL for this paper:
http://eprints.whiterose.ac.uk/141658/

Version: Accepted Version

Article:

Wu, X., Shen, J., Li, Y. et al. (3 more authors) (2019) Dynamic behavior investigations and
disturbance rejection predictive control of solvent-based post-combustion CO2 capture
process. Fuel, 242. pp. 624-637. ISSN 0016-2361

https://doi.org/10.1016/}.fuel.2019.01.075

Article available under the terms of the CC-BY-NC-ND licence
(https://creativecommons.org/licenses/by-nc-nd/4.0/).

Reuse

This article is distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs
(CC BY-NC-ND) licence. This licence only allows you to download this work and share it with others as long
as you credit the authors, but you can’'t change the article in any way or use it commercially. More
information and the full terms of the licence here: https://creativecommons.org/licenses/

Takedown
If you consider content in White Rose Research Online to be in breach of UK law, please notify us by
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request.

\ White Rose o
university consortium eprints@whiterose.ac.uk
/‘ Universities of Leeds, Sheffield & York —p—%htt s:/leprints.whiterose.ac.uk/



mailto:eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

N U1 b~ W

10

11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

27

28

29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46

Dynamic behavior investigations and disturbance rgection predictive
control of solvent-based post-combustion CO2 capture process

Xiao WU, Jiong Shet Yiguo L2, Meihong Wang’,
Adekola Lawdl, Kwang Y. Leé

2Key laboratory of Energy Thermal Conversion and @ardf Ministry of Education, Southeast UniverisiNanjing 210096, China
®Department of Chemical and Biological Engineerifigg Univerisity of Sheffield, Sheffield S1 3JD, UK
°Process Systems Enterprise Ltd, 26-28 Hammersmith Gromdpn W6 7HA, UK
dDepartment of Electrical and Computer EngineeringjdalUniversity, One Bear Place #973%8aco, TX 76798-7356, USA

Abstract

Increasing demand for flexible operation has posed significant cgaido the control system design of solvent-based post-combustion CO
capture (PCC) process: 1) the capture system itself has very shemidyg; 2) in the case of wide range of operation, dynamio/iwetaf the

PCC process will change significgntit different operating points; and 3) the frequent variation of ugstrue gas flowrate will bring in
strong disturbances to the capture system. For these reasons, thiprpajsless a comprehensive study on the dynamic characteristics of the
PCC process. The system dynamics under diffe@®d capture rates, re-boiler temperatyrasd flue gas flow rates are analyzed and
compared through step-response tests. Based on the in-deptitamdieg of the system behavior, a disturbance rejection predictitr®lber
(DRPC) is proposed for the PCC process. The predictive controller cantieadesired C®capture rate quickly and smoothly in a wide
operating range while tightly maintaining the re-boiler temperaturendrthe optimal value. Active disturbance rejection apprisaked in

the predictive control design to improve the control property ipthsence of dynamic variations or disturbances. The measured distsrbance
such as the flue gas flow rate,consideed as an additional input in the predictive model developmerthatcaccurate model prediction and
timely control adjustment can be made once the disturbancetésedl For unmeasured disturbances, including model mismatpkeast
behavior variations, etc., a disturbance observer is designed to estimasdutheof disturbances. The estiedsignal is then used as a
compensation to the predictive control signal to remove the influefindisturbances. Simulations on a monoethanolamine (MEA) based PCC
system developed on gCCS demonstrates the excellent effeetmbibosed controlie

Keywords: Post-combustion carbon capture; Chemical ptisor Flexible operatio; Dynamic behavior variations; Model predictve cohtRisturbance
rejection.

1. Introduction

Massive anthropogenic emissions of carbon dioxide is viewed as the main cause of global widridioge [than 30%
of these emissions has the origin from fofigdl fired power plants, especially coal-fired power plants, which are the
dominant devices in the power industry [2]. Theref@®€, capture of coal-fired power plants is of great importance for
mitigating global warming, greenhouse effect and related issues [3].

Many in-depth studies have been conducted for the carbon capture technology. Among them, chenpitah dizsmd
post-combustiorlCO, capture (PCC) is mature in technology and the installation of PCC devices requireitlenly |
modification to the existing power units. For these reasons, the PCC technology has been retgadadsagpromising
approach for th€0, removal ofcoaHired power plants [3]. However, the high energy consumption required for solvent
regeneration becomes barrier to its large-scale commercial deployment. To develop an @fficesst for C@separation
from power plant flue gas, many studies on solvent selepti@ih process configuratiof8-10], parameter settings [6, 7]
have been undertaken. These studies only focused on the steady-state optimiafibo@drating condition.

In recent years, there has been an increasing demand on the flexible operation of PCEsfithe2dk From external
perspectives, with the extensive penetration of renewable energy in the power grid, firecc@aiwer plants have to
change their loading rapidly over a wide range to alleviate the impact of unstable rermavaiesupplies and varying
load demand [21]. As a result, the flue gas flow rate will have significant variatiotiss regard, the PCC plants are
forced to operate in a flexible manner and follow these changes [12]. On the other hanihtdroad perspectives
flexible operation is also a requirement for the PCC process itself, because flexible extjust@Q capture rate is the
foundation for the entire power generation-carbon capture system to achieve a better scheduieigngotied demands
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of power generation, energy consumption, system efficiandycarbon emission [12].

In this contextthorough understanding of the dynamic characteristics of the PCC system over the entire operating ranc
and design of appropriate control system for the process have become emerging anddimpéesn

Establishing accurate dynamic PCC models and conducting experiments with the models is the mast stgoitio
understand system characteristics. Lawal et al. [22] investigated the dynamics of the standalone absorber basex on dyn:
modeling of the process. Their studies indicated that maintaining the ratio between lean solveté¢ ffowl flue gas flow
rate is vital for partial load operation of the absorber.irTiirdings also showed that tif@&0, loading of lean solvent had
significant impact on the performance of the absorber. Ziaii et al. [23] developed a eatedipaamic model for the GO
stripper system. Besides carrying out steady-state optimizations, the dynamic vafiateam rate and rich solvent rate,
and their influence on the stripper performance were also investigated. In order to understgndrttie behavior of the
entire capture system, detailed analytical models composed by a series of mathemadioahs are established based on
a variety of simulation platforms, such as gPROMS [11], [12], Aspen Dynamig§16h Modelica [24, [25], Matlab R6]
and gCCS [27], [28]. The dynamic effects of solvent circulation rate, flue gas flow rate/composition and re-boiler heat dut
on the key variables of the capture system were then studied through simulation on these maég&81 flata-driven
identification models such as bootstrap aggregated neural network model [29], nonlinear autorecEpSN@IS
(NLARX) model [30] and neural fuzzy model [31] were developed for the solvent-basedyR@G. Compared with the
conventional first principle modeling approach, which needs a thorough understanding of the captuse gombces
equipment design specifications, dynamic operation data is the only requirement for these models.

In [32] and [19], open-loop step response tests were carried out respectively at Esbjptgmidotd AGL Loy Yang
power station to gain practical experience for the dynamic behavior of the PCC process. Teeemsutied include
flue gas flow rate, solvent flow rate and re-boiler duty. The experahezgults showed the slow dynamics of the entire
capture system and the strong couplings among multi-variables.

In Montafiés et al. [25], dynamic model of a 600 MWe combined-cycle power plant witlcopaisitstion CQ@
capture was developed using Modelica. The step response tests of the PCC system wandubtzd at 100%, 80% and
60% gas turbine load. The results showed that at lower gas turbine loading condition, thiesdgh&@GC system was
slower. In addition, they found that the plant responses corresponding to the increaseasedsa certain variable were
different.

The researches on the dynamic characteristics effgctivevide directions for the control system design of the PCC
process. Based on the results, a general control structure was proposed and used in [114], [153]{37], which
involved four key variables: the G@apture rate, the re-boiler temperature, the lean solvent flow rate and the re-boiler
heat duty. In most of tisestudies, 2-input 2-output decentralized proportional-inte@ialcontrol systems were designed,
which u®d the lean solvent flow rate to adjust the O@pture rate, and the re-boiler heat duty to adjust the re-boiler
temperature. The simulations demonstrated that such a design could achieve a prompt controDfocaptufe rate and
effectively alleviate the disturbances of the inlet flue gas flow rate and concentratiatiomari To maintain a better
hydraulic stability of the absorber and stripper column, in Lin et al. [16], the lean sdtweniafe was fixed at a given
value, and the re-boiler steam flow rate, which can change the lean solvent isagisgjected to control the G@apture
rate.

Nittaya et al[36] presented three decentralized PI control structures for the PCC process:1) using thgaaladirray
(RGA) to pair the control loop; 2) heuristic approach using lean solvent flow rate to chatoalture rategndre-boiler
heat duty to control the re-boiler temperature; and 3) heuristic approach using rich solveatefltmcontrol the re-boiler
temperatureand re-boiler heat duty to control the capture rate. Simulation results under different cases fuetgas
flow rate variatiorandset-point tracking showed that under normal working condition, the second control structure had the
best performance. Authors then extended the pilot-scale PCC model to a commercial-scale modtlhbdta 750MWe
coaHired power plant using g°PROMSY]. The dynamic performance under the second control structure was evaluated
through simulations. The results revealed that, the PCC plant was able to reject various distamdusevitch promptly
between different operating points.

Panahi and Skogestad [384] divided the operation range of PCC system into three regions according to the flue gas
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flow rate of upstream power plant while considering the limitation dfoiker heat duty. Steady-state optimizations were
conducted for each region considering the energy consumption and penalty en&6ion. The variables that were most
closely related to the optimization performance were selected as controlled variablesorfeé alternatives (four
decentralized PI control structures and one multialée model predictive control structure) were then presented and the
simulation results showed that the most advantageous PI control system was compdralgeettidtive controller in the
presence of large flue gas flow rate variation.

In order to better respond to the changes of flue gas flow rate, in [22] dndhB&ea of feed-forward control was
applied to the PCC process control design. The solvent flow rate was required to vary synchronously with thediue gas fl
rate (i.e., maintaining the L/G ratio) and the simulations demonstrated that such a desigares beneficial for attaining
a designed Cgxcapture rate control.

Besides conventional PI controls, in recent years, a humber of researchers have used the appoodatip@dictive
control (MPQ for the capture process [13], [14], [17], [18], [35], [3R17]. The basic idea of MPC is to use an explicit
process model to predict the future response of the plant and calculate the control inputs throuigimibation of a
dynamic objective function within the prediction horizon. Because of the MPC's natural advaintaigasding
multi-variable, slow dynamic, constrained system, better performance has been reporteBQC thentroller design,
comparedo the PI control structures.

Due to the strong nonlinearity of the PCC system, [41] and [42] directly used thdisonpdinlinear analytical model
as the predictive model and designed nonlinear MPCs for the flexible operation of the PCThelanbnoethanolamine
(MEA) recirculation rate and re-boiler heat flow were considered as the manipulated vafiablaegmulation redis on
Modelica platform showed that the target G@moval efficiency could be quickly tracked by the proposed nonlinear MPC
in a wide operation range. Zhang et al. [43] identified a nonlinear additive autoregressive rnfodgbgenous variables
(NAARX model) as the predictive model, and developed a nonlinear MPC for the PCC procesackiagtperformance
can be achieved by the nonlinear MPC under wide changes in power load amdpf@®@e rate. However, the use of
nonlinear MPC requires solving large-scale nonlinear dynamic optimization problems, which @tisuming and lacks
computational robustness. To this end, linear MPCs have received more attention in the PCC controller design.

In Bedelbayev et al. [39], a linear MPC was developed for the absorber column cimeraionlinear first principle
model of the absorber was linearized at given operating point and used as the predictivé maddah solvent flow rate
was selected as the manipulated variable to control thec&gure rate. The inlet flue gas flow rate, temperature and CO
content were regarded as measured disturbances and used as a feed-forward signal to the MB@h &sults show
that the linear MPC could attain a smooth capture rate tracking and quick response to the flue gas variation. Arge et al. [.
presented linear MPCs in tawvo-layer control structure for the independent solvent regeneration system. Steady-state
economic optimization was performed in the high layer to provide optimal set-pointé§in@aoMPCs were develegin
the low layer to track the desiregtboiler level,CO, capture molar flow and re-boiler pressure set-points. Zhang et jl. [35
developed a linear MPC controller to adjust the;€@pture rate and re-boiler temperature for the integrated PCC process
via MATLAB MPC toolbox. The lean solvent flow rate and re-boiler steam flow wate selected as manipulated
variables, and the flue gas flow rate, £€bmposition, rich flow solvent flow rate were considered in the model
development as disturbances. Different from the ordinary MPC which use a dynamic controlelfjectiion, in [1§
and B4], the energy consumptions and £&¥nissions were taken into account in the MPC's objective function. An optimal
scheduling sequence was calculated for the PCC plant. In [4Q], [f4] different multi-variable linear MPCs were
devised to regulate the core variables within the PCC process. Their results all intieatesing the MPC can achieve
more superior performance for the flexible operation of the PCC system compared with the conventional PI controllers.

Despite the advantages of the MPC, the performance of MPC greatly relies on the quladitpredictive model. For
the aforementioned linear MPCs, the predictive models were all developed through limeanfatie mathematical
model or through identification at a given operating point. Nevertheless, under the gilewiagd for flexible operation,
the PCC system is required to face the varying flue gas and adjust its capture ratemnlemrange. Meanwhile, the
re-boiler temperature may also change during the unit load demand change. As these key varatddsodethe model
design point, the dynamic behavior of the system will change graatyhe resulting modeling mismateswill reduce



141  the quality of predictive control and, in severe caseg, destabilize the closed-loop control system.

142 Owning to this difficulty, the existing linear MPCs only demonstrated their performancadathe design point.
143  Understanding the dynamic changes of the system and overcoming their impact on the contréd systemportant issue
144  for the application of linear MPCs over a wide range of flexible operation of the PCC process.

145 To attain a wide range load change of the PCC process using the mature linear control technolvgies,al. [47],
146  three linear MPCs were preconfigured at 50%, 80% and 95% capture rate points. During operatidme#hesnttollers
147  were combined together based on the current capture rate to obtain the final global control outpat. 8] @enalyzed
148  the dynamic behavior variation and nonlinearity distribution of the PCC process. Babedresults, a suitable operating
149  region was selected, in which a simple linear MPC can achieve a satisfactory capture rate chahgelmoatrer, the
150  dynamic effect of flue gas flow rate on the PCC system and its variation undegrdifiperating conditions has not been
151  analyzed. Moreover, how to effectively overcome the influence of dynamic vasiatfonknown disturbances was not
152  studied in these works.

153 Given these observation, the first objective of this paper is to give new insightdoaiiges of PCC system dynamics
154  under the variation of some key variables, such as flue gas flow ratecap@re rate and re-boiler temperature. Step
155  response tests under different operating conditions are carried out to observe the changesas idymiginely, andthe
156  corresponding response time constants and steady state gains are then ahaby/zegestigation will provide useful
157  guidance on the controller design, indicating how to avoid strong changes of PCC process dynamitisedcwntrol and
158  provide possible applicable range of the linear MPC.

159 Then based on the investigation results, a disturbance rejection predictive controller (BRRPYsed for the flexible
160  operation of the PCC process. A quasi-infinite horizon function is used as the objectivenfunciimprove the
161  performance of conventional MPC and guarantee the stability of the closed-loop system. To oveecaym@amic
162  behavior variations due thangs in operating point and the unknown disturbances due to equipment wear, a disturbance
163  observer is devised to estimate and compensate for their impact on the set-point trackdey.tmemmable the predictive
164  controller to promptly adapt to the flue gas flow rate variation, the flue gasdtevisrconsidered as an additional input in
165 the model development. Thus in the presence of flue gas flow rate change, correct prediction and ¢omtoalnaloe
166  provided ontime. The simulation studies on an MEA-based post-combustienp@dt developed on the gCCS platform
167  validate the advantages and effectiveness of the proposed DRPC.

168 2. Process Description
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169
170 Fig.1. Schematic diagram of solvent-based PCC procesogedebn the gCCS platform.

171 The solvent based post-combustion Gfapture system considered in this paper is matched with a small sakfeerb
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power plant 30 wt% MEA solvent, which is most commonly used in PCC processlésted as the CGsorbent. At full load
condition, the power plant can generate 0.1/3 Rge gas (CQ concentration: 25.%t%) using the designated coal. After going
through desulfurization, denitrification, dust removal and cooling prese#ise flue gas is fed into the bottom of the packed-bed
absorber column and contacts with the lean MEA solvent counter cyurfEnd CQ in flue gas is absorbed chemically by the
MEA solvent, yielding C@enriched solvent and the exited gas is vented into the atmosplestethe rich solvent is pumped
into the stripper column across a lean/rich heat exchanger, where it is heatdte tsteam drawn-off from the
intermediate/low-pressure turbine crossoweépower plant to release the @Q0he resulting lean solvent is then resent to the
absorber and starts the next cycle. During heating, part of the watddEBAd/apor is mixed with the removed GQthus a
condenser is usdd recollect the fugitive steam and MEA, the separated high purityi€then compressed and transported to
storage.

The dynamic model of this PCC process is established using g@&kit [27], [28], which can provide high-fidelity
simulation for the CO2 capture, transportation and storage. The specifiaatigparameter selection for the major devices are
based on the model developed in [12], which has been verified thrimlgjlidita. The process topology and nominal operation
condition of the PCC model are displayed in Fig.1 and Tab.1.

Table 1. Nominal Operating Condition of Some Varialita the PCC Model Developed in gCCS

Variable Unit Value
Flue gas flow rate [kals] 0.13
Flue gas C@concentration [wit%] 25.2
Flue gas absorber inlet temperature K] 313.15
Solvent flow rate [kals] 0.5023
Lean solvent absorber inlet temperature [K] 313.15
MEA concentration [wit%o] 30
Reboiler pressure [bar] 1.79
Reboiler temperature K] 386
Re-boiler liquid level [m] 0.25
Reboiler steam flow rate [kals] 0.0366
Condenser Pressure [bar] 1.69
Condenser temperature [K] 313.15
Absorber sump liquid level [m] 1.25
Stripper sump liquid level [m] 1.25
CO, capture rate [%] 70

Within the PCC system, there are two variables that are of most condbendontroller design, the G@apture rate and the
re-boiler temperature. The G@apture rate is defined as:

CQ, in the flue gas- CQ in the clean g:
CQ, in the flue gas

CO, Capture Rate (1),

which reflects how well the capture plant completes the carbon reduction keske-boiler temperature determines the degree
of solvent regeneration, which will affect the ability of lean solven€@ absorption. On the other hand, an excessively high
temperature should be strictly avoided, because it will cause a severe MEAtsi#dgradation. Considering these issues, these
two variables are selected as controlled variables in this.Sthdylean solvent ane-boiler steam flow rates are selected as the

manipulated variabldd 2], [15], [16], [33]-[37], [41]- [43], [47].

The flexible operation requires the PCC plant to change its capture raty eaqudollow the flue gas flow rate variation in a
wide range During the dynamic adjustment, the quick change of lean solventedndiler steam flow rates may also cause
significant variation of the re-boiler temperature. The chang@drating condition of these key variables will cause the process
dynamics change and bring in strong impact on the control sy3teenefore, this paper investigates the dynamic behavior
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change of the PCC system under the variation of Capture rate, flue gas flow rate and re-boiler temperature, providing
guidance for the flexible operation of the PCC process and controllefogevent. A disturbance rejection predictive controller
is then designed to track the desired.C@pture rate in a wide range and maintain the re-boiler temperature at @uofimal

Besides the C@Ocapture rate and re-boiler temperature, there are many other variablde beeghaintained to guarantee a
safe operation of the PCC process. These variables are not strongly anagreckasily controlled, therefore, Pl controllers are
designed to maintain them at given levels, which are shown in Hipvkloping a centralized MPC control involving so many
variables is a challenging task. Accurate predictive model is difficult to be iderdiigdhe receding-horizon calculation of the
optimal control sequence is time consuming. Moreover, it is difficulteterchine the sampling time of the centralized MPC,
because the responses of the variablesbmay different time scales.

3. Investigation of the dynamic behavior variation for the PCC process

In this section, step response tests under different working conditioredoemed to give an intuitive analysis for the
dynamic behavior variation of the solvent-based post-combustionc&@ure process. Different from the conventionap 2
system analysis that only considers the dynamics between MVss@bamnt and steam flow rates) and CVs (capture rate and
re-boiler temperature), the influence of main disturbance: the fluelgafldw rate has also been studied. Three groups of step
response tests are conducted to analyze the dynamic bebBRGIC process under: i) differeB0, capture rates; ii) different
flue gas flow rates; and iii) differené-boiler temperatures

In all the step response tests, €@, capture rate and re-boiler temperature controllers are placed in an opetakeopvhile
other variables are kept controllemlensure a normal operating of 186, capture process. Step signals in magnitude of +5% of
the respective steady-state values are added to the lean swvmgiter steam and flue gas flow rate channels respectively at
different operating points. The relative variation of capture rate and re-bailpetature based on their initial steady-state
values are then calculated and shown in Figs. 2-4.

3.1. CO; capture rate change

To investigate the dynamic behavior variation of the PCC process uifféeerd CO, capture rates, step response tests are
carried out at 50%, 60%, 70%, 80%, 90% and 95% capture rates. For all simstsoim this group, the flue gas flow rate is
maintained at 0.13kg/s and the re-boiler temperature is set as 386K itdtiallgid their influence.

5% Lean Solvent Flowrate Step 5% Steam Flowrate Step 5% Flue Gas Flowrate Step

4.00% - 4.00% 4.00%

2.00% - 2.00% 2.00%

0.00% [~ 0.00% 0.00% —

0.00% —

»
S
8
2

3.00%

2.00% [
2.00% 8 -2.00%

1.00% g
[

0.00% [~ R — -4.00%

Variation of CO2 Capture Rate

0.00%

0.000%
0.04%
—

-0.005%

0.02%

-0.010%
0.00%

Varition of Reboiler Temperature

-0.08% : : : c : : : : : : c : :
: 0 5000 10000 15000 20000 25000 0 5000 10000 15000 20000 25000 0 5000 10000 15000

Time (Second) Time (Second) Time (Second)

Fig. 2. Responses of the PCC process at six differeatc@@ure rates corresponding to 5% lean solvent ffide step input (left column), 5% steam flow rate

step input (middle column) and 5% flue gas flow ragp $tput (right column).
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230 At t=1000s, step signals in magnitude of +5% of the steady-state watuadded to the lean solvent flow rateboiler steam

231  flow rate and flue gas flow rate channels respectively at diffe€n capture rates. The left column of Fig. 2 shows the step
232 responses of the PCC system corresponding to the step inpatnaddivent flow rate. At the beginning of the step test, since
233 more lean solvent is fed into the absorber column, morgi€@e flue gas can be absorbed, resulting in a prompt rise of CO
234 capture rate. However, as the re-boiler steam flow rate remains at the same Ikevéhevtich solvent enters the re-boiler is
235 increased, the re-boiler temperature gradually drops. As a resultQesabe removed from the solvent and the loading of the
236 lean solvent fed back to the absorber will rise. Therefore, thec@@ure rate will drop back to the previous level after a while
237  andits response speed is slower than that of the re-boiler temperature. It taketham10,000 seconds for the PCC process to
238  enter the new steady statehich fully illustrates the system’s characteristics of large inertia. However, at the beginning of the
239 step, the rapid impact of lean solvent flow rate on the €ipture rate provides a useful way to achieve a flexible operation of
240 the PCC system, even though it is temporary. On the other Hanaon-minimum phase behavior of the lean solvent flow
241 rate-CO; capture rate loop will also bring in difficulties for the conventioraldback controller design.

242 The dynamic behavior change of the capture system under diffeygnte rates can also be viewed in this column. Regarding
243  the CQ capture rate channel, the overall trends of the responses are similar.efjoagethe capture rate increases, it becomes
244 more difficult to capture the remaining €@ the flue gas, the peak value of the step response drops, espeitiaiy90%-95%

245 capture rate region. On the other hand, the steady-state gains of trespteyses slightly decrease and the response speed rises
246  as the capture rate increases. Regardingethiler temperature channehe dynamic variation of the process is not strong
247 mainly reflected in the response speed, which has a slight increase as thereapsutises.

248 The middle column of Fig. 2 shows the responses of the PCC prakcdffferent CQ capture rates corresponding 366

249 steam flow rate step. The increase of re-boiler steam flow rate will inctease-boiler temperature directly, as a result, more
250 CO, will be released from the rich solvent. The decrease ofl@&aling will then enhance the G@bsorption ability of the lean
251 solvent, thus the CQCrapture rate will be increased eventually. The response of re-boiler &unpés faster than the response
252 of CO, capture rate, but overall very slow. The whole dynamic process wifblastore than 10000s until the capture rate and
253 re-boiler temperature enter the new steady-state. This slow dynamic brings gémlfen the flexible operation of the PCC
254 system.

255 The dynamic behavior change of the capture system under diffeagture rates is illustrated clearly in this column
256 Regarding the C@capture rate channel, in the range of 50% to 80%, as the capture rate increaseadjhstate gains of the
257 step responses are similar but the response speed slightly increases. Vehptutieerate rises to 90%, as most of the @Ghe

258 flue gas has been gradually captured, the difficulty for the solvent tabatheoremaining Ce@begins to increase. As a result, the
259 steady state gain at 90% capture rate has dropped compared with the conditowesr afapture ratesSimilarly, when the
260  capture rate rises to 95%, it becomes much difficult to absorb the rem@i@infyjom the flue gas. A huge decrease in steady
261 state gain can thus be found from the middle figure of this colimerms of the re-boiler temperature, in the range of 50% to
262 95%, the steady-state gains of the step responses are similar and the respahstighigeincreases as the capture rate
263 increases.

264 We than show the responses of the PCC process correspondingfliee5§és flow rate step in the right column of Fig. 2.
265 Because the lean solvent and steam flow rates within the PCC processt @teanged, when the inlet flue gas flow rate
266  increases, only a small part of the increased €@ be captured in the absorber. Therefore, according to the calculatitefor
267  of capture rate (1), a significant decrease of C&pture rate can be viewed within 100 seconds of the step test. Gihehe o
268 hand, since more CQs absorbed, the rich solvent loading is increased, which will sligle#trease thee-boiler temperature
269 and then continue decrease the,C&pture rate. However, these influence is very limited and can thusdredgn

270 It can also be found that under different capture rates, the decrease levatiucd cate is different: at high capture rate,
271 capture the C@in the increased flue gas is much easier than capture the negn@i@i in the original flue gas. Thus, under 95%
272 and 90% capture rates, there are only 3.3% and 3.9% of capture rates desparating to a 5% flue gas flow rate increase
273 while around 4.3% of the capture rate drops have occurred under otgr cas

274 The step response tests show that, within 50%-90% capture rate ranggn#mics of the PCC system are similar,
275 nevertheless, its dynamic behavior at 95% capture rate is much diffehéct, is prominently reflected in the re-boiler steam-
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capture rate chaeh Some typical features of the lean solvent flow rate and re-boiler steamaftstep responses are shown in
Tabs. 2 and 3. For the flue gas flow rate step, since its dynamic respartaiigely simple, the main parameters are not listed in
the table.

Table 2. Typical features for the responses of the PCeepsat different CQOcapture rates corresponding to 5% lean solvent f#aevstep input.

Response of CO, Capture Rate Response of Re-boiler Temperature
CO, Capture Rate
Steady State Gain Peak Time Transient Time Steady State Gair Maximum Speed Time*  Transient Time*
50% 0.305% 1169 19800s -0.073% 1680s 15962s
60% 0.003% 1173s 17898s -0.075% 1680s 13592s
70% -0.265% 1195s 15268s -0.076% 1620s 11878s
80% -0.362% 1197s 13633s -0.071% 1560s 10754s
90% -0.45% 1234s 12267s -0.076% 1380 9868s
95% -0.226% 1330 9104s -0.075% 1380 8075s

* Maximum speed refers to the maximum average ratearigdawithin 60 seconds of the step resppns

Transient time refers to the time it takes for the steparse curve to enter the last 5% of the total chamger(o longer goes out).

Table 3. Typical features for the responses of the PCégsat different COcapture rates correspondingséh steam flow rate step input.

Response of CO, Capture Rate Response of Re-boiler Temperature
CO, Capture Rate
Steady State Gain Maximum Speed Time Transient Time  Steady State Gain Maximum Speed Time Transient Time
50% 3.178% 3600s 21113s 0.051% 1680 13673s
60% 3.294% 3140 17349s 0.052% 1620s 10824s
70% 3.358% 2640s 15700s 0.052% 1560s 9514s
80% 3.317% 2580s 11821s 0.053% 1440s 7565s
9% 2.864% 2160s 9346s 0.054% 1440s 7218s
95% 1.982% 2400s 9233s 0.056% 1440s 7565s

3.2.Flue gas flow rate change

To investigate the dynamic behavior variation of the PCC process diffégent flue gas flow rates, step response tests are
carried out under 0.07kg/s, 0.10 kg/s, 0.13 kg/s and @ibfkie gas flow rates. For all simulation tests in this group, the CO
capture rate and the re-boiler temperature are set at 80%, 386K point initeligidotheir influence. The step responses of the
PCC system corresponding to the lean solvent flow rate, re-boiler damafe and flue gas flow rate step inputs are shown in
Fig. 3.
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Fig. 3. Responses of the PCC process at four differengfs flow rates corresponding to 5% lean solvent fide step input (left column), 5% steam flow

rate step input (middle column) and 5% flue gas flate step input (right column).

As shown in Fig. 3, there are also some differences for the PG@rsyl/namics under different flue gas flow rates.
Regarding the lean solvent flow rate step (left column), for both the eafatier and re-boiler temperature channels, as the flue
gas flow rate rises, the steady-state gain of the step response decreasesaaaflihe response increases. Similarly, in case of
re-boiler steam flow rate step (middle columfoy both the capture rate and re-boiler temperature channels, the steadgistate
and rate of the response increase as the flue gas flow rate rises. Holneseedynamic variations are quite limited. There are no
major differences for the main trends of the step responses uifféeerd flue gas flow rates. In addition, the investigation
results also reflect that the PCC system is easily controlled at higher leadsiseé the manipulated variables can regulate the
controlled variables more quickly. For the flue gas flow rate step (right odJuhe dynamic variation of the PCC system under
different flue gas flow rate is very small and can be ignored. Some typitatefeaf the lean solvent flow rate and re-boiler

steam flow rate step responses are shown in. flaénd 5.
Table 4. Typical features for the responses of the PCéepsat different flue gas flow rates corresponding téea%b solvent flow rate step input.

Response of CO, Capture Rate Response of Re-boiler Temperature
Flue Gas Flow Rate
Steady State Gain Peak Time Transient Time Steady State Gain Maximum Speed The  Transient Time
0.07kg/s 0.471% 2003s 21106s -0.063% 1860s 16786s
0.10kg/s 0.009% 1202s 17252s -0.069% 1620s 12683s
0.13kg/s -0.362% 1197s 13633s -0.071% 1560s 10754s
0.15kg/s -0.745% 1184s 12270 -0.081% 1500s 9467s

Table 5. Typical features for the responses of the PCé&ssat different flue gas flow rates corresponding tete%m flow rate step input.

Response of CO, Capture Rate Response of Re-boiler Temperature

Flue Gas Flow Rate
Steady State Gain Maximum Speed Time Transient Time  Steady State Gain Maximum Speed Time Transient Time

0.07kg/s 2.928% 4920s 19047s 0.049% 1680 14255s
0.10kg/s 3.131% 2700 15602s 0.051% 1680 10223s
0.13kg/s 3.317% 2580s 11821s 0.053% 1440s 7515s

0.15kg/s 3.404% 2220s 10149s 0.053% 1440s 6097s
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3.3.Re-boiler temperature change

To investigate the dynamic behavior variation of the PCC process Liffdeerd re-boiler temperatures, step response tests
are carried out under 383K, 384K, 385K, 386K, 387K and 388K ilerliemperatures. For all simulation tests in this group, the
flue gas flow rate is maintained at 0.13kg/s and the €pture rate is set as 80% initially to avoid their influence. The step
responses of the PCC system corresponding to the lean solvent flsiepateput are shown in Fig. 4. It can be seen clearly that
under different re-boiler temperatures, the steady state gains, responseagpleedsn the variation trends of the step responses
are quite different.

5% Lean Solvent Flowrate Step 5% Steam Flowrate Step 5% Flue Gas Flowrate Step
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Fig. 4. Responses of the PCC process at six differergile-bemperature corresponding to lean solvent flai® step input.

In the low temperature range of 383K to 385K, the re-boiler heatigdusiatively insufficient, part of the GQrannot be
stripped from the rich solvent. Under this condition, the increassaofsolvent flow rate (left column) will make the re-boiler
temperature drop more and increase the [B&ding of the lean solvent. As a result, the,C@pture rate will decline to a lower
level eventually. In the high temperature range of 387K to 388ipJusuof reboiler heat duty has occurred. In this case, the
increase of lean solvent flow rate will only cause a slight drop ofetmiler temperature and increase the, @ading of the
lean solvent a little bit. Therefore, the €€apture rate will stay at a higher level eventually. Between these two situ&86is
is the optimal re-boiler temperature, and under this temperature, thesmofdaan solvent flow rate and the resulting increase
of lean solvent loading will make the @@apture rate finally go back to the previous level.

As shown in the middle column, under lower re-boiler temperature, creaise of steam flow rate will cause more increase in
the capture rate and re-boiler temperature. The reason is that, underdeb@ler temperature, the heat duty is relatively
insufficient, thus the increase of steam flow rate is easier to make lodeetemperature rise more, which will achieve a better
reduction in lean solvent loading and enhance the &@pture rateA significant difference of stely-state gains can be viewed
within 385K-387K region for both the G@apture rate and re-boiler temperature channels.

Similarly, for the flue gas flow rate steps (right column), in casexo€ss re-boiler heat duty (38A88K), the flue gas flow
rate increase has little effect on the re-boiler temperature. Howeverthéhestboiler heat duty is insufficient (383K-386K), the
flue gas flow rate increase will make the re-boiler temperature drop nabferéimer cause more dropsCO, capture rate.

The investigation results show that the dynamic behavior of the PCOmsystieanges significantly as the re-boiler
temperature change, especially around 386K, which is the optimal re-boileersgure for the system operation. This finding
also reminds us, it is of great importance to maintain the re-boiler tatapeclosely around the given optimal set-point, so that
the adverse effects of strong dynamic behavior variation on the operatitrol of PCC process can be alleviated

Some typical features of the lean solvent flow rate and re-boiler steamefi® step responses are shown irsTaland 7.
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Table 6. Typical features for the responses of the PCégsat differente-boiler temperatures corresponding to 5% lean soNewtrate step input.

) Response of CO, Capture Rate Response of Re-boiler Temperature
T:ne;z(r)lalie;re Steady State Gain Peak Time Transient Time Steady State Gain Maximum Speed Time Transient Time
383K -6.421% 1153s 12781s -0.329% 1440s 11483s
384K -5.025% 1319s 11749s -0.241% 1440s 10035s
385K -3.733% 1088s 9807s -0.162% 1560s 8306s
386K -0.362% 1197s 13633s -0.071% 1560s 10754s
387K 1.973% 1313s 15470s -0.028% 1380s 12271s
388K 3.265% 1633s 15277s -0.012% 1260s 9570s

Table 7. Typical features for the responses of the PCézsgsaat different re-boiler temperatures correspondibgoteteam flow rate step input.

) Response of CO, Capture Rate Response of Re-boiler Temperature
Teljne;z(r)!zre Steady State Gain Maximum Speed Time Transient Time  Steady State Gain Maximum Speed Time Transient Time
383K 8.838% 2060s 10359s 0.232% 1340s 9171s
384K 7.704% 2300s 9313s 0.174% 1400s 7993s
385K 6.021% 2480s 12068s 1.142% 1520s 8812s
386K 3.317% 2580s 11821s 0.053% 1440s 7515s
387K 1.757% 3080s 14425s 0.022% 1040s 8939s
388K 1.200% 17300s 16270s 0.007% 1040s 3712s

According to the investigation results, the following conclusions eamde for the PCC system dynamics:

(1) In general, the dynamic response of PCC system is veryfslolgth the lean solvent and beiler steam flow rate steps,
more than 2 hours is needed for the system to reach the new-stated Meanwhile, there are strong couplings among multiple
manipulated and controlled variabl@hese features bring in difficulties for achieving the flexible operatiorCa} Bystem;

(2) The lean solvent flow rate can change the, C&pture rate in 2-3 minutes at the beginning stage. Although this quick
impact is only temporary, it will provide great help for improvihg flexibility of the PCC system. This is the reason why good
results can be achieved by using the lean solvent flow rate to coett©@capture rate;

(3) The change of flue gas flow rate will influence the capture rate enaquick manner, its influence on the re-boiler
temperature is trivial;

(4) Under higher flue gas flow rate and capture rates (less than 90%) ¢heyBem responds more quickly and thus is easy
to control;

(5) The dynamic behavior variation of PCC system is small f@QCa capture rate change within 50-90% ranigewever,
when the capture rate rises2®% the dynamic behavior becomes quite different;

(6) The change of flue gas flow rate will not cause too much dynamicigarfat the PCC system; and

(7) Regarding thee-boiler temperature change, the dynamic behavior variation of PCGrsisténited within 383-385K
and 387-388K operating regions. However, for a temperature chanigi@ @&5387K, which is the optimal range for the
efficient operation of PCC system, the dynamic behavior variation is rengs

Remark 3.1 The 5% step change of input variaideconsidered in this paper to ensure that the dynamic behavior obtained is
the behavior of PCC system closely around the initial operating poiatbilf step change is added to the input variable, the
system will transit to a point far away from the initial point. It thwil not become clear, which point the dynamic response
obtained belong® and the comparison of dynamic characteristics under different wockingdjtions will become difficult to
carry out.



365 4. Disturbance Rejection Predictive Controller Design for the Flexible Operation of the solvent-based PCC process

366 The slow dynamics and multi-variable coupling effect of the capture grocetvate us to use MPC to enhance the flexible
367 operation ability of the PCC system. However, in the case of widg faad change, the variation of operating conditions will
368  change the dynamic behavior of the PCC system. The resultinglimgaeismatches will degrade the performance of the linear
369 predictive control designed for a given operating point or even cause the cgstieah sinstable.

370 The dynamics investigation results in Section 3 show that, undéte range of operain, the capture system do have very
371 strong dynamic variations. However, if the control system can maintirethoiler temperature tightly around 386K, which is
372  the optimal temperature point, the dynamic variation of the PCC sysi€ilmecome much weaker betwe8% to 90%CO,

373 capture rates. Therefore, without the need for nonlinear controiepassible to design a linear predictive controller to achieve
374  aflexible operation of the PCC system within this range.

375 In order to further enhance the adaptation ability of the MPC to the sdlgw rate variation and alleviate the effe€t o
376  dynamic behavior variation and unknown disturbances, a disturlbejection predictive controller (DRPC) is proposed in this
377 section for the PCC system operation. The DRPC is composedextearded state observer, a steady state target calculator and
378  aquasi-infinite horizon MPCThe schematic diagram of the proposed DRPC is illustrated in Fig. 5.
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379
380 Fig. 5 Schematic diagram of the proposed DRPC for thesbbased post combustion €€apture system.
381

382  4.1.Predictive model considering the flue gas flow rate disturbance

383 Considering the operating range of 50% to 90% capture rate, a linear isodehtified around70% capture rate, 386K

384 re-boiler temperature operating point, which is the middle point within thigerafo ensuréhe MPC can be flexibly adagd to

385 the flue gas flow rate change, the flue gas flow rate f, which is a neglagariable in power plant is taken into account as an

386  additional input in the modeling step, resulting in the following state spadelmo

387 {XM = Ax, +Bu, + Ef, @,
Y, =Cx + Dy, + Fi,

388 where y, =[y, Y] is the output vector composed by the G@pture rate and re-boiler temperatufes[u,  u, J'is

389  the input vector composed by the lean solvent flow raendre-boiler steam flow rateaufy is the flue gas flow rateyis
390 the state vector, which do not have physical meapang#A, B, C, D, E, F are the system matrices.

391 Because the flue gas flow rate is regarded as an additional input, model ( reawritten into an augmented form (3):
392 {Xk+1 = Axk +~B‘Ejk (3),
Y = Cx + DG

393 in which G =[u f]"is the augmented input, aBd=[B E], D=[D F]are the augmented system matrices. Since
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model (3) is a standard 3-inpuR-output state space model, using the collected dynamic input, output dataceequen

conventional identification approach can be directly employed to identify shensynatrices.
4.2.Extended state observer design

To improve the disturbance rejection property of the MPC, i.eoyépcome the issues such as plant behavior variation and
unknown disturbances, a disturbance texraR¥ is introduced to the state-space model (3):
{XM = Ax, +Bu, +Gd,

. (4).
Yy =Cx + DG

where d is a lumped disturbance term representing all the effect of plant belvaviation, modeling mismatches or other
unknown disturbances. Because the state vegtand the disturbance term dre immeasurable, an extended state observer
(ESO) is designed to estimateithealues:

&H:AG )A<k+BG+L[9—y]
de.) L0 ld ] [o]" % )
)7k:C)Aﬁ<+f)ak

where the symbol “*” indicates the estimation. The observer gain L can be calculated by solving the following Linear
matrix inequality (LMI):

(6),

MOT+MO_X ('\/l dA\eXtJFN g ext)T >O
M A +N X

A G
in which Mo and Ny are matrices, X is a symmetric positive definite matrix and the extended ma’fﬁee%o | }

C® =[C 0].The ESO gain can be determined by =M ;N [49].

4.3. Steady-state target calculator design

After the lumped disturbance signal is estimated, it will be sent to the follotéadysstate target calculator (SSTC) (7)-(9) to
modify the target value and control input, so thatinfluence of disturbances on control can be eliminatéche [50].

rXPLQ(UE — U )! (&~ Uer) (7)
x | [A Bllu| [G]+

st [yref}_{C}iJ{Dka}{O}q (8)

umin < ulf < umax (9)

Within the SSTC (7)-(9)yrr and wer are the desired output set-points and the corresponding input weddes nominal
condition; uhin and Waxare the constraints for the input variables. At every sampling tilme dsing the static disturbance model

(8), the SSTC will adjust the steady state target of the state and input vagabfesaccording to the current flue gas flow rate

fc and the estimated lumped disturban&@. In this way, the adverse effects of various disturbancesecgnibkly removed and

an offset-free tracking of the desired set-poingcgn be achieved.
Considering the stability of the ESO (Subtract (8) from (4), we can have:
{qu = AX, + B0,

- _ 10),
Y =CX + DG
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in which X, =x —%, U, =U — U,V =Y.~ VY. - The system X0) can be used as the predictive model of the MPC, and the

goal of the control is to find the optimal constrained control sequence to iveo the zero.
4.4.Quasi-infinite horizon MPC design

Considering the control objective functiodl):
ND
N — — — —
Jo " (K= Z[M!—+N|kQOy<+Nk+ LI<T+N|< RW,nyl (1),
N=0
where Y,y » (N: 0— N is the prediction of future output and,, v, (N: 0 Ny) is the future control input sequencg and

Ry, are the weighting matrices for the output and input, respectidehegular MPCs with enhanced disturbance rejection
property can be designed for the PCC process. At every samnipimd,tthrough minimization of1q) subject to corresponding

input magnitude and rate constrairtise optimal future control sequendg, ., (N: 0 — Ny) can be calculatedrhe first

control input Uy, = Ty + U can be selected as the current control action and implemented on the PCC plant

Note that the selection of this objective function requires the controller tottraaesired C@capture rate set-point rapidly
and smoothly while maintaining the re-boiler temperature closely aitaingtimal value to avoid the huge dynamics change of
the system. On the other hand, during the operation, the leamtsidbwe rate and re-boiler steam flow rate are expected to be as
small as possible, so that better economic performance can be attained.

One issue for applying the regular MPCs on the PCC process is thage predictive horizon is usually needed to ensure a
satisfactory control quality and system stability, because the PCC pimevery slow dynamics. Such a method will increase
the computational cost of the controller. To overcome this issue, aigfiagée horizon MPC [51] is selected in this section for
the PCC system control.

Consider an infinite horizon control objective function

‘]So(k) = Z [yerlk QO_y<+N k+q;r+N|< R‘J_LkLrN lk] (12)1
N=0
divide the future control sequendg, v, (N: O — ) into two part: free control sequendd, =[Oy Gox - Uen, -1

like conventional MPC for 8N<N: and feedback control sequencg, :YG’12<+N|kfor N=N; , in which Y and G are

matrices. By finding, the upper bound of the infinite horizon functiot?), and minimizing it, the optimal control sequence can
be determined from solving the following LMls:

min _
77U ,YG.,S (13)
st(14)- (17)
B 1 * * * * ]
| %+ U, S 9 0 0
2
Q3 (LR +LU,) 0 % 0 020 (14)
RY2U, 0 0 yI O
| w 0o 0 o0 3
L 2]




G+G'-§ * *
248 l(/;AG+BY) S 0 O -0 s
Y2(CG+ DY) 0 yI O
| RY 0 0 yl
_|2_ I2
| _ |
449 Ui =) S U <) 2 | (U — W) (16)
_|2_ |2
o [ u 1
1, k1 l,
| 2 |
450 2lAu. <&l | <| 2|A 1
min é/ Uk+ :2 ulj : umax ( 7)
_|2_ I‘z I2

451  where Q=1 ®Q, , R=1 ®R, , w is the upper bound of the state estimation errorqq:Xk—xf and

-1, I, O 0
o -1, I, .. : - _ ) _ o
452 = . . . ol The prediction matrices,, |,, L,, L,can be obtained by stacking up the predictive model
0 o -1, 1,
453  (10):
454 L =AY, 1 =[AYT AN A%,
C D 0 0
CA CB D 0
455 L=l . | L= : . ol
CAY ™ CA"?B ... CB D
456 The LMI (14) guarantees that,is the upper bound of the infinite objective functidt?)( (15) gives the Lyapunov stability

457 constraint of the closed loop control systerhf) (and (7) are the magnitude and rate constraints of the free input variables. At

458 each sampling time, the first element in the solved control sequegces added to the target input’, the resulting

459 U = U + U is selected as the current control action and implemented on the PCC plant.

460 The proposed DRPC has the following advantages for the flexible operation of the PCC process:
461 1) Flue gas flow rate variation of upstream power plant is a major disturbance toGhwdt@ss. To overcome this
462  issue, the flue gas flow rate is used as an additional input in the model developmertnbteeitiea of feed-forward

463  control. Then by using the ESO and SSTC, the proposed DRPC can change the targgt iinpuediately according to

464  the current flue gas flow rate, thus the control actigp = U + U can be promptly adjusted, making the capture system

465  flexibly adapt to the flue gas flow rate change;
466 2) Plant dynamic variations due to wide range of operation and other unknown disturbances vl inang adverse



467  effectsto the control of PCC process. For this reason, the ESO and SSTC are designed in tlerDfRRE to estimate
468  the disturbanceand eliminate their impactnhance the disturbance rejection property of the MiRG

469 3) A quasi-infinite horizon MPC is applied for the PCC process. By including thet@nfuiure control moves into a
470  feedback control law, only a fewer prediction steps are required to achieve a satisfactory control of the gioyved¥sC
471 Remark 4.1: For the initialization of the MPC, we assume that the PC@nsigsie steady state at the initial moment
472 and there are no lumped disturbancés=0). Then according to the current input output ¥ (Yk=Yret, U= Ue) and flue
473  gas flow rate x;canbe calculated by equation (7)-(9), which is set as the initialgtate

474 5.  Simulation Results

475 This section verifies the control effect of DRPC for the flexible operation of the P@@gsrunder wide range €0
476  capture rate change, flue gas flow rate change and unknown disturbances. Linear state space modedridentifidedo

477  capture rate, 386K operating point for re-boiler temperature is selected as the predidiélesince it is a middle point
478  within the considered operating range (50%-90% capture rates). The parameters of the piep&sacke set as follows
479  sampling time F30s, free control input numberd?, disturbance matrix G=diag(0.1, 0.08), upper bound of the state

480  estimation errorw=[1 l]T. A too small w will limit the feasibility of the DRPC; and a too lawgewill influence the

481 initial status of the predictive control system. Considering the objectives of the B@Gsyontrol:1) quickly track the
482  CO; capture rate set-point; 2) maintain the re-boiler temperature at optimal paintidoplant behavior variation; and 3)
483  reduce the lean solvent and re-boiler steam flow rate as much as possible to I@merghieconsumption, the weighting
484  matrices are set as o€liag(10, 1), k=diag(l, 1). Input magnitude and rate constraints are taken into

485  accountu,, =[0.2 0.00§, U =[1 0.04 ;Au,, =[-0.007 —0.00f Au,, =[0.007 0.00f due to the physical

486 limitations of the valves and pumps.

487 Two other MPCs are designed for the purpose of comparison: a) the conventional MPC withaotegrdMPC_I); b)
488  conventional MPC without using the integral action (MPC). The predictive model, samplingnihnveeighting matrices
489  of these two MPCs are set the same as the DRPC. The prediction hgrizaeths 6 steps (180s) because too srpédl N
490  very easy to cause system instability.

491 The three predictive controllers are developed in MATLAB platform and run with a sample peB@d. At each
492  sampling time during the simulation, the controllers and the gCCS plant model communicated withexattirough the
493  gO:MATLAB interface.

494 Case 1: Wide range G@apture rate change is considered in the first simulation since it is a basic requiterttent f
495  flexible operation of the PCC process. We suppose that the PCC system is operédivtgcaipture rate point initially,
496  then according to the instruction of scheduling level, at t=1@m@dt=160min, the set-point changes to 50% and 90% at
497  the ramping rate of 0%4/min respectively. During th€O, capture rate variation, the set-pointrefoiler temperature
498  controller is fixed at 386K.
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Fig. 7. Performance of the PCC system for a 7@%%90% CQ capture rate change: manipulated varialdetd in red:DRPC, dashed in blue: MPC; |
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The results in Figs. 6 and 7 indicatet all the three linear predictive controllers can attain a satisfactory control
performance for th€0; capture rate change within 50%-90% operating region. When the capture rate set-point varies, th
predictive controllers adjust the lean solvant re-boiler steam flow rates coordinately, t8€, capture rate can thus
follow the changed set-point closely and smoothly. At the same time, the re-boibaratume can also be kept tightly
around the desired point, ensuriageconomical running of the PCC process and avoiding the adverse impact of strong
dynamic changes on the control system.

By using the ESO and SSTC to estimate and quickly compensate the effect of dynanmm\duraig the capture rate
change, the proposed DRPC has the best performance among the three linear predictive caieotlexsation of the
re-boiler temperature is less than 0.1K and the steam flow rate fluctuation duringntsigon of regulation is quite small.
Note that with the use of quasi-infinite horizon MPC in the DRPC frameworKretbecontrol input number is set quite
small as N=2, which means that the computational effort for the DRPC could be very small. Witlteiipeili action being
included in the MPC design, an offset free tracking performance can also be achieved by thehbiR&velr, in the case
of small predictive horizon, the performance of MPC_I is worse than the DRPC, which ig rafledted in the re-boiler
temperature control. For the conventional MPC, since no means are used to compensatddotstioé¢ @fnamic change,
it has the worst performance. Control offset is occurred for both the&ure rate and re-boiler temperature.

Case 2: Flue gas flow rate change is then considered in the second simulation to tefsirtharer of the linear MPCs.

We assume that at t=10mamdt=125min, due to the power load variation of upstream power plant, the flue gas flow rate
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The simulation results demonstrate that the proposed AaR€Sfectively handle the variation of flue gas flow rate. As
shown in Figs. 2-4, the dramatic change of the flue gas flow rate will cause large dhab@esapture rate rapidly and
make it deviate far away from the desired set-point under open loop situation. Hdveeaerse the flue gas flow rate f
has already been considered in the predictive model development, through the calculation of S3RECtanregulate
the lean solvent an@-boiler steam flow rate in time, according to the current flue gas flow rata.r@sult, it can be seen
in Fig. 8 that, the capture rate can be quickly controlled back to the set-point and tretifinadf re-boiler temperature
during the regulation is greatly reduced.

For the other two MPCs, their performance is much worse than the proposed DRPC. In the pfdkengas flow
rate variation, their prediction and control performance is greatly degraded since the flue gas is not considered in the mo
development. Regarding the conventional MPC, large control offset is occurred for tloa@@e rateandthe re-boiler
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temperature has continued to swing around the giveposet Meanwhile, the lean solvent and steam flow rates also
exhibit a greater degree of oscillation compared with the performance of DRPC. RetaadiigC |, the use of integral
action reduces the stability of the control system. Severe fluctuation can be viewedh fitrebcaipture rate and re-boiler
temperature in Fig. 8 and for steam flow rate in Fig. 9. The PCC system is nob abite dmoothly under the strong
variation of flue gas flow rate.

Case 3: We then devise the last simulation to test the performance of the lineaivpredittollers in the presence of
unknown disturbances. Similarly, we suppose that the PCC plant is operating at 70% captyerating point initially,
due to some unknown equipment failures, at t=50min, the lean solvent flow rate is redOckkbls; then at t=150min,
the re-boiler steam flow rate is increased by 0.0074kg/s. The set-points faa@@re rate and re-boiler temperature are
fixed at 70% and 386K during the simulation.
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Fig. 10. Performance of the PCC system in the preseneekofown disturbances: output variableslil in red:DRPC, dashed in blue: MPQ; dotted in
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The simulation results shown in Figs. 10 and 11 illustrate the effectiveness of the proposed DRPC in handling the imp:s
of unknown disturbancest t=50 min, the unknown decrease of lean solvent flow rate makes theap@ire rate and

re-boiler temperature increase rapidly.eTRRPC estimates the value of disturbanﬁ;g from the control actiorand

actual plant output via the ESO, then quickly modifies the lean solvent and steam floaccateling to the value oﬁk



561  through theSSTC. Following this, the impact of unknown disturbances can be rapidly rejected by the DRRAC Ehe
562 same situation also occurs at t=150 min, when unknown increase of steam flow rate make tapt@® rate and
563  re-boiler temperature rise. The DRPC can drive them back to the set-points withaifluctuations and time. On the
564 other hand, by including the integral action, the MPC _| can also alleviate the influence of unknowantissirhowever,
565 its performance is worse than the DRPC, stronger fluctuation can be viewed from the rieimpiégature control. For the
566  conventional MPC, the influence of unknown disturbances cannot be eliminated, large control tiffisetascurred
567  especially for the C@capture rate.

568 The three simulations demonstrate the advantages of the proposed DRPC in the operation ofpreeddSCThe
569  DRPC can quickly change the €@apture rate in a wide range, respond flexibly to the flue gas flow rateomamaid
570 effectively overcome the impact of unknown disturbances.

571 6. Conclusion

572 This paper investigated the dynamic behavior and its variation of the P@&agsprovide guidance for the controller design.
573  The variation of three key variables during the PCC flexible operation ae talo account: the GQrapture rate, the power
574 plant flue gas flow rate and the re-boiler temperature. Step response téf&sattdperating points are performed to display
575  the dynamic characteristics of the PCC system intuitively

576 The investigation results fully illustrate the slow dynamics of the P@e and the strong couplings among the key
577  variables. The dynamic behavior variation of the PCC system is alsdteghitivat: 1) under higher capture rate and flue gas
578 flow rate, the responses of PCC system is quicker comparedowigr conditions 2) there are two regions within which the
579 dynamic variation of the PCC system is quite strong: around @¥%e@pture rate range and around 386K, the optiedadiler

580  temperature point.

581 To overcome the control difficulties of the PCC system and enhanpetfoemance of conventional MPC in the presence of
582 dynamic variations, a disturbance rejection predictive controller (DRPC) is gedefor the PCC process. By considering the
583 effects of flue gas flow rate in the predictive model development andlinated using the extended state observer (ESO),
584  steady state target calculator (SSTC) and a quasi-infinite horizon MPC. The &RPquickly adapt to the flue gas flow rate
585  change, eliminate the effect of plant behavior variation and unknowurltisces and achieve a wide range of capture rate
586  change using very smalprediction stepsSimulation results on an MEA based PCC plant verify the advantages and
587  effectiveness of the proposed DRPC
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