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ORIGINAL RESEARCH • CARDIAC IMAGING

A
ccurate quantification of left ventricular (LV) func-
tion, including end-diastolic volume, end-systolic 

volume, LV mass, and LV ejection fraction (LVEF), 
is highly clinically relevant for the diagnosis and 
prognostication of cardiovascular disease (1–3). Cine 
MRI is the current reference standard for LV func-
tion assessment and is routinely performed as part 
of cardiovascular MRI examinations (4,5). Multisec-
tion short-axis cine imaging covering the entire LV 
is typically used to derive quantitative parameters of 
LV function. Quantification of LV function requires 
careful review of and manual segmentation on many 
individual images, a time-consuming task hampered 
by variations in image quality and observer education 
and experience (6).

Automated or semiautomated computer methods 
for analyzing cine MR images have been in develop-
ment for the past decades. Most methods relied on 

individual images or a limited training set and tried 
to identify the LV border on the basis of local edges, 
sometimes combined with shape models (7–11). In 
practice, the analysis involves two steps: LV detection, 
to detect the presence of LV, and LV segmentation, to 
identify the border of LV myocardium. he substan-
tial variations across cine images (diferent patients, 
vendors, and centers) make it very challenging for tra-
ditional methods to reach a clinically acceptable bal-
ance of accuracy and generalizability for both tasks (ie, 
method developed on one data set can work with an 
“unseen” data set). As such, in current practice, the 
analysis of cine images still involves substantial manual 
input on computers or workstations, including con-
tour tracing, and initialization and correction to aid 
semiautomated computer methods.

With the rapid development of deep learning tech-
niques, convolutional neural networks (CNNs) are 
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Purpose: To develop a deep learning–based method for fully automated quantiication of left ventricular (LV) function from short-
axis cine MR images and to evaluate its performance in a multivendor and multicenter setting.

Materials and Methods: his retrospective study included cine MRI data sets obtained from three major MRI vendors in four medi-
cal centers from 2008 to 2016. hree convolutional neural networks (CNNs) with the U-NET architecture were trained on data 
sets of increasing variability: (a) a single-vendor, single-center, homogeneous cohort of 100 patients (CNN1); (b) a single-vendor, 
multicenter, heterogeneous cohort of 200 patients (CNN2); and (c) a multivendor, multicenter, heterogeneous cohort of 400 pa-
tients (CNN3). All CNNs were tested on an independent multivendor, multicenter data set of 196 patients. CNN performance 
was evaluated with respect to the manual annotations from three experienced observers in terms of (a) LV detection accuracy, (b) 
LV segmentation accuracy, and (c) LV functional parameter accuracy. Automatic and manual results were compared with the paired 
Wilcoxon test, Pearson correlation, and Bland-Altman analysis.

Results: CNN3 achieved the highest performance on the independent testing data set. he average perpendicular distance com-
pared with manual analysis was 1.1 mm 6 0.3 for CNN3, compared with 1.5 mm 6 1.0 for CNN1 (P , .05) and 1.3 mm 6 0.6 
for CNN2 (P , .05). he LV function parameters derived from CNN3 showed a high correlation (r2  0.98) and agreement with 
those obtained by experts for data sets from diferent vendors and centers.

Conclusion: A deep learning–based method trained on a data set with high variability can achieve fully automated and accurate cine 
MRI analysis on multivendor, multicenter cine MRI data.
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lations were included in the LV blood pool, and the most 
basal section was deined as the section that showed myo-
cardial tissue for at least 50% of the circumference. All an-
notations were inally reviewed by an experienced observer 
(R.J.v.d.G.).

Manual annotation was performed by using software 
(MASS, research version 2017; Leiden University Medical 
Center, Leiden, the Netherlands). In partial annotation, the 
observers traced the endocardial and epicardial contours of 
the LV at the end-diastolic and end-systolic phase; in full 
annotation, contours in the end-diastolic and end-systolic 
phases were irst manually annotated and then automati-
cally propagated to all other cardiac phases. he observers 
then reviewed all phases and made corrections whenever 
necessary.

Training the CNNs
An established CNN architecture, called U-NET (15), was 
used to train the cine MRI analysis network. Figure 1 illus-
trates the entire system, including preprocessing, U-NET, 
and postprocessing. Preprocessing involved (a) normalization 
of the in-plane resolution to 2 mm; (b) cropping of the im-
age to a uniform ield of view of 256 3 256 mm, centered 
to the original image; and (c) normalization of the signal in-
tensity to a uniform range of 0–256. Postprocessing involved 
converting the resulting label map to contour in the original 
image resolution and applying Fourier smoothing to reduce 
the pixel efect (16).

To investigate how data impact CNN performance, we 
trained the network on three training data sets with in-
creasing variability. CNN1 was trained on a single-vendor, 
single-center, homogeneous cohort, namely, data from 100 
patients with chronic myocardial infarction (training data 
set 1, total number of images with label: 25 389). CNN2 
was trained on a single-vendor, multicenter, heterogeneous 
cohort including 150 patients with chronic myocardial in-
farction and 50 with acute myocardial infarction (training 
data sets 1 and 2, total number of images: 27 488). CNN3 
was trained on a multivendor, multicenter, heterogeneous 
cohort of 400 patients (training data sets 1, 2, 3, and 4; total 
number of images: 41 593).

he label image for training consists of three labels based 
on expert annotation: the blood pool, myocardium, and back-
ground. In images beyond the LV base and apex, a background 
label was assigned. hese images were also included in the 
training, such that the resulting CNN can perform detection 
and segmentation simultaneously.

Testing the CNNs
After the three CNNs were trained, they were tested on the 
same independent testing data set: the 196 cine MR acqui-
sitions from all vendors and centers (Table 1). Manual an-
notation was used as the reference standard to evaluate LV 
segmentation accuracy. To evaluate the LV detection perfor-
mance, in a subset of 100 cine data, fully automated annota-
tion was performed; that is, the contours were traced in all 
images where LV myocardium was present.

Abbreviations
CNN = convolutional neural network, LV = left ventricle, LVEF = LV 
ejection fraction

Summary
A deep learning–based algorithm can achieve fully automated, accu-
rate left ventricle segmentation from short-axis cine MR images when 
tested against a multivendor, multicenter data set.

Implications for Patient Care
 n Deep learning–based image segmentation enables fast and accurate 

left ventricle function assessment from short-axis cine MR images 
without requiring any user interaction.

 n Integration of the developed deep learning method as a fully au-
tomated in-line processing module would allow faster reporting of 
cardiac MRI studies, without the delay caused by time-consuming 
manual image analysis.

pushing the limit of automated image analysis to an unprec-
edented level (12–14). In this work, we sought to develop and 
evaluate a deep learning–based method that can achieve fully 
automatic detection and segmentation of the LV myocardium 
from cine MR images. We hypothesized that, with a large set 
of data in training covering suicient variability, a CNN may 
address simultaneously the accuracy and generalizability issue. 
herefore, we tested the hypothesis on cine MRI data acquired 
with multiple MR machines from multiple vendors, in mul-
tiple centers, and from a heterogeneous cohort of patients with 
cardiovascular disease.

Materials and Methods

Cine MRI Data
For training and testing our algorithm, cine MRI data from 
three major MR vendors were collected from four medi-
cal centers (Leiden University Medical Center, Leiden, the 
Netherlands; University of Leeds, Leeds, England; Tongji 
Hospital, Wuhan, China; Institute for Clinical and Experi-
mental Medicine, Prague, Czech Republic). For our retro-
spective study, in three of the four centers (University of 
Leeds, Institute for Clinical and Experimental Medicine, 
and Tongji Hospital), the use of MRI data was approved by 
the local institutional review board and written informed 
consent was obtained from all patients. In one of the four 
centers (Leiden University Medical Center), the local in-
stitutional review board approved the use of MRI data but 
waived the requirement to obtain written informed consent.

In total, 596 cine MRI data sets were included. Data sets 
were acquired from 2008 to 2016. We randomly divided each 
data set into training and testing sets in a ratio of 2:1. he de-
tails about the data sets are shown in Table 1. All data used for 
our study were strictly anonymized.

Manual Annotation
Cine images in the data sets were analyzed by three observ-
ers (E.H.M.P., M.S., and R.J.v.d.G., with 4, 7, and 20 years 
of experience in cardiac MRI, respectively). All annotations 
followed the same protocol: Papillary muscles and trabecu-
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Table 1: Speciications of the Multicenter, Multivendor Cine MRI Data Sets

Data Set No. Training Data Set Testing Data Set Cohort MRI Unit Typical Parameters

1 (n = 150) 100 patients, 21 624  
annotated images,  
3765 background  
images

50 patients,  
10 694  
annotated  
images

Chronic myocardial  
infarction

1.5-T Intera  
(Philips  
Medical  
Systems,  
Best, the 
Netherlands)

Field of view, 400 3 320 mm2; imaging 
matrix, 256 3 206; reconstructed 
resolution, 1.68 3 1.68 mm; section 
thickness, 10 mm; no section gap; 
lip angle, 35°; echo time, 1.71 
msec; repetition time, 3.41 msec; 
number of phases, 35

2 (n = 150) 100 patients, 1815  
annotated images,  
284 background  
images

50 patients,  
812 annotated  
images

50% acute myocardial  
infarction, 50% chronic 
myocardial infarction

1.5-T Ingenia  
(Philips  
Medical  
Systems)

Field of view, 400 3 400 mm2; imaging 
matrix, 228 3 198; reconstructed 
resolution, 1.19 3 1.19 mm; section 
thickness, 8 mm; section gap, 2 
mm; lip angle, 60°; echo time,  
1.46 msec; repetition time, 2.92 
msec; number of phases, 30

3 (n = 146) 100 patients, 9529  
annotated  
images,1328  
background  
images

46 patients,  
4453 annotated  
images

Dilated cardiomyopathy 1.5-T Avanto  
(Siemens  
Medical  
Solutions,  
Erlangen,  
Germany)

Field of view, 300 3 300 mm2; imaging 
matrix, 192 3 144; reconstructed 
resolution, 1.56 3 1.56 mm; section 
thickness, 8 mm; no section gap; 
lip angle, 70°; echo time, 1.16 
msec; repetition time, 65.52 msec; 
number of phases, 24

4 (n = 150) 100 patients, 2610  
annotated images,  
638 background  
images

50 patients,  
1639 annotated  
images

33% hypotrophy, 15%  
dilated cardiomyopathy,  
15% no cardiovascular  
disease, 11% ischemic 
cardiomyopathy,  
7% pulmonary  
hypertension,  
9% other

1.5-T HDxt  
(n = 135), 
3.0-T  
Discovery  
(n = 15)  
(GE Medical  
Systems,  
Waukesha,  
Wis)

Field of view, 380 3 380 mm2; imaging 
matrix, 224 3 224; reconstructed 
resolution, 1.40 3 1.40 mm; section 
thickness, 8 mm; no section gap; 
lip angle, 45°; echo time, 1.55 
msec; repetition time, 3.47 msec; 
number of phases, 20

Figure 1: Diagram shows complete workflow of left ventricular (LV) segmentation network. Each blue box corresponds to a convolutional layer, 
with matrix size (from 128 to 12) and depth (from 1 to 1024) indicated at each layer. Colored arrows indicate different operations: blue = recti-
fied linear unit (ReLU ), yellow = copy and concatenate from downsampling path to upsampling path, orange = maximum pooling, and green = 
up-convolution. The input is any single image from a cine MRI acquisition, whereas the output is the endocardial and epicardial contours if LV is 
detected on the image.
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his was evaluated by deter-
mining the ratio of falsely de-
tected and falsely rejected LV 
in all cine images of a patient, 
in the subset with full annota-
tions (n = 100).

If the LV was detected, the 
accuracy of LV segmentation 
was quantiied by the average 
perpendicular distance between 
contours determined by the 
CNN and contours determined 
manually (in millimeters) and 
the Dice index (the ratio of two 
overlapping areas relative to 
their mean) of the segmented 
endocardial and epicardial ar-
eas. Both metrics were evaluated 
on a per-patient basis (n = 196) 
by using expert contours as the 
reference standard. We difer-
entiated the basal, middle, and 
apical parts of the LV (each as 
approximately one-third of the 
imaging planes).

he accuracies of clini-
cal parameters derived from 
the automatic detection and 
segmentation per patient (n 
= 196), namely, end-diastolic 
volume, end-systolic volume, 
LV mass, and LVEF, were 
calculated.

Statistical Analysis
Continuous variables are ex-
pressed as means 6 standard 
deviations. Paired variables 
were compared with the Wil-
coxon signed-rank test, without  
assuming the underlying distri-
bution. P , .05 was con sidered 
indicative of a statistic ally sig-
niicant diference. he Pearson 
correlation coeicient r2 was 
used to evaluate the correla-

tion between variables. Bland-Altman analysis was performed to 
compare the four LV function parameters. Both evaluation and 
statistical analysis were performed in the Matlab environment 
(R2015b; MathWorks, Natick, Mass).

Results

LV Detection Accuracy
We evaluated the detection performance of three networks 
per patient in 100 patients with fully automatic annotation. 
he detection error included (a) false acceptance, which usu-

he CNNs were trained and tested on the Google Tensor-
Flow platform (17) with use of a specialized graphic processing 
unit (GeForce GTX 1080; Nvidia, Santa Clara, Calif ). Fifty  
epochs of training were performed.

Evaluation Criteria
he performance of the trained CNNs was evaluated in three 
aspects: detection, segmentation, and accuracy of clinical 
parameters.

Detection was deined as the accuracy of detecting the LV 
in a fully automated fashion, without any user intervention. 

Figure 2: Performance of automated left ventricular (LV) endocardium segmentation in terms of average 
perpendicular distance (APD) relative to contours drawn by experts at apical, middle, and basal parts of 
LV. Left column shows performance on training data set; right column shows performance on independent 
testing data set. CNN1 = convolutional neural network (CNN) trained on single-vendor, single-center, 
homogeneous data set; CNN2 = CNN trained on single-vendor, multicenter, heterogeneous data set; 
CNN3 = CNN trained on multivendor, multicenter, heterogeneous data set.



Tao et al

Radiology: Volume 290: Number 1—January 2019 n radiology.rsna.org 85

took an average of 30 minutes. Figure 2 shows that the test-
ing performance stabilized after 10 epochs of training. Once 
trained, the CNN can be applied to an unseen cine MRI 
data set, with fully automatic processing of a complete cine 
MRI data set (with approximately 300 images) in about 1 
second.

Discussion
We developed a fully automatic cine MRI analysis system 
based on CNN and evaluated it in an extensive multivendor, 
multicenter, heterogeneous cohort. Once trained with data 
of suicient variability, the system can produce fast, accurate, 
and fully automated LV detection and segmentation for a wide 
range of cine MRI inputs.

Our results demonstrated that, when the CNN used 
training data sets of increasing variability, the performance 
also improved in an unseen data set. CNN3 had the largest 
number of training samples and highest variability, and it 
achieved the best performance on an unseen heterogeneous 
testing data set. he inal average perpendicular distance 
of approximately 1 mm was comparable to the intra- and 
interobserver variability (7,18,19) and largely surpassed 
previous machine learning methods (approximately 2 mm) 
(8–10). False rejection and false acceptance occurred mostly 
in apical and basal sections, where it was also most dii-
cult for human observers to deine LV. With the relatively 
small size of the LV there, however, the error did not have 
a signiicant impact on functional parameter estimations, 
especially LVEF.

We used an incremental CNN training strategy and evalu-
ated its beneits. he increasing performance of the CNN 
with increasing training samples suggests that such a network 
may be constantly refreshed and strengthened with data. his 
can be done in practice by using the previous CNN as an 
initialization to train an updated network when new data 
with annotations are available, resembling a constant human 
learning process. Yet, further study is warranted to establish 
an eicient way to feed the data, regulate the training process, 
and ind the limit.

A limitation of the work is that all training and testing 
was performed with retrospective data, whereas its prospec-
tive clinical use in clinic still must be evaluated, especially 
on data sets with a broader spectrum of cardiovascular ab-
normalities and imaging artifacts. Furthermore, as three 

ally occurred in basal sections where the ventricular myocar-
dium was out of plane while the CNN still located a tiny 
rim, and (b) false rejection, which usually occurred in apical 
sections where the CNN failed to detect the myocardium. 
he mean false acceptance rates were 6.1% 6 4.9, 4.9% 
6 3.8, and 0.4% 6 1.2 for CNN1, CNN2, and CNN3, 
respectively. he mean false rejection rates were 2.0% 6 
3.2, 2.0% 6 3.1, and 0.8% 6 0.8 for CNN1, CNN2, and 
CNN3, respectively.

LV Segmentation Accuracy
he LV segmentation accuracy was evaluated in images 
where both manual and automatic segmentation were pres-
ent. Figure 2 shows the average perpendicular distance after 
each epoch of CNN training for both the training and test-
ing data sets. he performance of all three CNNs is plotted 
for comparison, and performance in diferent LV parts is 
shown. After 50 epochs of training, the average perpendicu-
lar distance compared with manual analysis was 1.1 mm 6 
0.3 for CNN3, compared with 1.5 mm 6 1.0 for CNN1 
(P , .05) and 1.3 mm 6 0.6 for CNN2 (P , .05). Table 2 
reports the Dice overlap index after 50 epochs of training. 
Figures 3 and 4 show a heterogeneous set of examples of 
fully automated LV segmentation in the testing set by using 
the deep learning–based method.

LV Function Parameters
For CNN3, we evaluated four automatically derived param-
eters with reference to manually derived ones, namely, end-
diastolic volume, end-systolic volume, LV mass, and LVEF  
(n = 196). Figure 5 shows that all four parameters were highly 
correlated to manually derived results (r2 = 0.99, 0.99, 0.98, 
and 0.98, respectively). he limit of agreement between the 
CNN and manual results was 218 to 10 mL for end-diastolic 
volume, 217 to 12 mL for end-systolic volume, 217 to 13 
mL for LV mass, and 25.3% to 4.8% for LVEF. he Wil-
coxon signed-rank test showed that the CNN underestimated 
end-diastolic volume, end-systolic volume, and LV mass (P , 
.001), whereas LVEF was not signiicantly diferent from the 
manual results (P = .74).

Computation Time
he time of training was linearly dependent on the number 
of training images and the number of epochs. Each epoch 

Table 2: Accuracy of Left Ventricle Segmentation with Manual and Automatic Contours

Segment

CNN1 CNN2 CNN3

Endocardium Epicardium Endocardium Epicardium Endocardium Epicardium

Apex 82 6 16 83 6 13 85 6 13 88 6 11 88 6 9 91 6 8

Middle 90 6 11 91 6 7 92 6 7 93 6 5 95 6 2 96 6 2

Base 88 6 8 89 6 7 90 6 8 92 6 9 93 6 6 94 6 5

Note.—Data are mean Dice indexes (ratio of two overlapping areas relative to their mean) 6 standard deviations (in percentages). CNN1 =  
convolutional neural network (CNN) trained with a single-vendor, single-center, homogeneous cohort; CNN2 = CNN trained with a 
single-vendor, multicenter, heterogeneous cohort; CNN3 = CNN trained by multivendor, multicenter, heterogeneous cohort.
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Figure 4: Examples of automated left ventricular segmentation from convolutional neural network. Six images are shown for each example. Api-
cal, middle, and basal sections are shown at end-diastolic (ED) and end-systolic (ES) phases. (a) Data set 4. Image obtained at 1.5 T (HDxt; GE 
Medical Systems, Waukesha, Wis) in patient with pulmonary hypertension. (b) Data set 4. Images obtained at 1.5 T (HDxt, GE Medical Systems) 
in patient with ischemic cardiomyopathy after intravenous administration of gadolinium chelate. (c) Data set 4. Images obtained at 3.0 T (Discov-
ery, GE Medical Systems) in patient with hypertrophic cardiomyopathy.

observers annotated both the training and testing set, the 
performance of the CNN with respect to interobserver vari-
ability was not thoroughly evaluated.

In conclusion, we developed a fully automated cine MRI 
analysis system based on a CNN and evaluated it in a real-world 
scenario by using multivendor, multicenter, heterogeneous 

Figure 3: Examples of automated left ventricular segmentation from convolutional neural network. Apical, middle, and basal sections are shown 
at end-diastolic (ED) and end-systolic (ES) phases. (a) Data set 1. Images obtained at 1.5 T (Intera; Philips Medical Systems, Best, the Netherlands) 
in patient with ischemic cardiomyopathy. (b) Data set 2. Images obtained at 1.5 T (Ingenia, Philips) in patient with ischemic cardiomyopathy. 
(c) Data set 3. Images obtained at 1.5 T (Avanto; Siemens Medical Solutions, Erlangen, Germany) in patient with dilated cardiomyopathy.
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Figure 5: Correlation (left) and Bland-Altman (right) plots of functional parameters generated 
from manual and convolutional neural network (CNN) contours. (a) Left ventricular (LV) end-
diastolic volume (EDV ), (b) LV end-systolic volume (ESV ), (c) LV mass, and (d) LV ejection fraction 
(LVEF ). Different colors and shapes denote data from different vendors. GE = GE Medical Systems, 
Waukesha, Wis; Philips = Philips Medical Systems, Best, the Netherlands; Siemens = Siemens 
Medical Solutions, Erlangen, Germany.

data from patients with cardiovascu-
lar disease. After being trained on a 
data set of suicient variability, the 
deep-learning CNN was able to ac-
curately detect and segment the LV in 
real time and to generate highly cor-
related volumetric measurements and 
accurate LVEFs compared with those 
from experienced observers, free of 
any user intervention.
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