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Abstract—  Objective: Automatic vascular enhancement in X-

ray cineangiography is of crucial interest, for instance, for better 

visualizing and quantifying coronary arteries in diagnostic and in-

terventional procedures. Methods: a novel patch-based adaptive 

background subtraction method (PABSM) is proposed automati-

cally enhancing vessels in coronary X-ray cineangiography. First, 

pixels in the cineangiogram is described by the vesselness and Ga-

bor features. Second, a classifier is utilized to separate the cinean-

giogram into the rough vascular and non-vascular region. Dilation 

is applied to the classified binary image to include more vascular 

region. Third, a patch-based background synthesis is utilized to fill 

the removed vascular region. Results: a database containing 320 

cineangiograms of 175 patients was collected, and then an inter-

ventional cardiologist annotated all vascular structures. The per-

formance of PABSM is compared with six state-of-the-art vascular 

enhancement methods regarding the precision-recall curve and C-

value. The area under the precision-recall curve is Ǥ ૠ, and 

the C-value is Ǥ ૢૢ. Conclusion: PABSM can automatically en-

hance the coronary artery in the cineangiograms. It preserves the 

integrity of vascular topological structures, particularly in com-

plex vascular regions and removes noise caused by the non-uni-

form gray level distribution in the cineangiogram. Significance: 

PABSM can avoid the motion artifacts and eases the subsequent 

vascular segmentation, which is crucial for the diagnosis and in-

terventional procedures of coronary artery diseases. 

 
Index Terms—Learning, Adaptive Background, Enhancement,  

Coronary Cineangiography  

 

I. INTRODUCTION 

 oronary artery disease (CAD) is a major threat to human 

health and is also one of the leading causes of death world-

wide [1]. Due to the high spatial and temporal resolution, X-ray 

cineangiography remains the gold standard for diagnostic and 

interventional procedures of CAD [2]. However, owing to the 

projective nature of X-ray cineangiography [3], overlapping an-

atomical structures and intersecting vascular segments hamper 

precise measurement of vascular parameters. To date, numer-

ous methods have been proposed to improve the accuracy of 

vascular segmentation [4], which are critical for quantifying 
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vascular abnormality or choosing optimal treatment. Neverthe-

less, these techniques still lack robustness and accuracy to deal 

with image artifacts, complex vascular anatomy, non-uniform 

contrast filling, and confounding neighboring anatomy. In ad-

dition, the rapid wash out of contrast agent, heart motion, res-

piratory movement, and camera motion all may also considera-

bly decrease the quality of cineangiograms and make vascular 

segmentation challenging. By removing undesired intensity 

variation and suppressing non-vascular structures and noise, 

vascular enhancement of cineangiograms can significantly ease 

subsequent vascular segmentation [5, 6]. This is the main goal 

of this work. 

 Hence, this paper proposes a novel patch-based adaptive 

background subtraction method (PABSM) to enhance the coro-

nary artery from single live cineangiograms. Our approach ad-

dresses problems of previous approaches that process live cin-

eangiograms (i.e. do not enhance background noise) yet also 

overcome limitations subtraction-based techniques (i.e. motion 

correction and mask frame selection). Vesselness and Gabor 

features are firstly calculated to describe center pixels at image 

patches. Probabilistic boosting tree is introduced to recognize 

vascular structures in the cineangiogram. After dilating the rec-

ognized vascular region and removing it from the cineangio-

grams, a virtual background is adaptively synthesized based on 

the intensity and edge information of the pixels in the remaining 

regions. We subtract the background from the coronary cinean-

giograms, and then enhance vascular structures by linear map-

ping of the gray values in the subtracted images.  

The contributions of this paper are twofold:  

1) We propose a new background synthesis method by com-

bining the intensity and edge information. It is optimized within 

a neighbor region, which can ensure the continuity of gray val-

ues in the weak texture region, improve the continuity of edges 

in the ribs and diaphragm and the time efficiency.  

2) We rigorously validate the proposed method quantitatively 

using phantom data from XCAT and 30 clinical cineangio-
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grams from 30 different patients. The results show that our pro-

posed method can effectively avoid the motion artifacts, ribs, 

diaphragm and other non-vascular structures and also preserve 

the integrity of vascular topological structures. 

 

II. RELATED WORK 

For angiographic imaging technology, images obtained dur-

ing and prior to passage of contrast agent are referred to as live 

and mask cineangiograms, respectively. Differential operators 

directly applied to live cineangiograms are most extensively 

used in vascular enhancement: first derivatives are utilized to 

extract vascular edges, whereas second derivatives are utilized 

to describe their local curvature or shape. The structure tensor 

[7-9], Weingarten matrix [10], and Hessian matrix [11-13] are 

all widely applied to enhance blob, tubular, and plane-line 

structures. In the most famous vesselness based method [11], 

the authors convolved the input image with the derivatives of a 

Gaussian kernel at multiple spatial scales, and then compute 

and analyze the Hessian matrix response at each pixel to distin-

guish tubular structures from blob-like structures. However, 

due to the suppression of junctions, the vessel network usually 

shows undesirable discontinuities. Subsequently, Jerman et al. 

[14] proposed the enhancement of vessels using the multi-scale 

ratio of the Hessian eigenvalues. In this method, the multi-scale 

response of the filter can yield a close-to-uniform response in 

all scales of vascular structures.  

However, as contrast agent induces non-uniform intensity in 

the cineangiograms, the method should also be adaptive to dif-

ferent blurring effects of the boundary and different levels of 

the image noise. Qian et al. [15] directly enhanced the vascula-

ture by extracting all pixels that satisfy the statistical character-

istics of local intensity profile. Though the method enables the 

detection of vessels near the complex extreme structures, the 

enhanced result still considerably depends on the image inten-

sity. Lathen et al. [16] proposed the local phase-based filter, 

where the local phase information is extracted using the quad-

rature filters. This method can effectively enhance vessels with 

different widths and preserve the sharpness of the vessel bound-

aries.  

The previous methods process individual live cineangio-

grams and, consequently, will inevitably enhance both vascular 

contrast and background noise. Subtraction based background 

removal methods [17-19] are more attractive as they combine 

information from both live and mask cineangiograms to achieve 

selective vessel enhancement. Feature-based methods have 

been extensively studied for background subtraction, where the 

matched patches between the live and mask cineangiograms 

can be computed by a similarity metric-based template match-

ing [20]. Vascular enhancement is achieved by subtracting the 

deformed mask image from the live image. The methods usu-

ally cannot remove the skeleton structures and the diaphragm. 

To further reduce the false matched points, Zhu et al. [21, 22] 

built a classifier using Haar features to coarsely separate the live 

cineangiogram into vessel and non-vessel regions. They obtain 

the matched points in the mask over the live cineangiograms 

using the local optical flow method. Since the local optical flow 

cannot accurately estimate the matched points in weak texture 

regions, most non-uniform illumination cannot be removed.  

Another kind of subtraction-based methods refers to the layer 

separation. Robust principal component analysis, and related 

variants, are also utilized to realize the background separation 

in the cineangiograms [5, 23]. By assuming the cineangiogram 

is comprised of low rank and sparse layers, a target function is 

gradually optimized across a cineangiograms sequence to ob-

tain optimal sparse layers. The sparse layer of each cineangio-

gram in the sequences represents a subtraction image. Compar-

ing with the methods directly processing the live cineangiogram, 

subtraction-based methods can remove substantial background 

noise while maintaining accurate vascular information. How-

ever, the deformed mask cineangiogram cannot reflect the exact 

background of the live cineangiogram, which limits the ability 

of denoising. On the other hand, subtraction based methods also 

suffer from the limitation of adequately selecting the mask 

frame and updating it as it becomes obsolete (e.g. due to patient 

or table motion). Motion artifacts [24] can lead to spurious fea-

tures being created in the subtraction image that can lead to mis-

diagnosis or clutter the vasculature of interest with unwanted 

features.  

For the single-frame based background removal methods, 

morphological closure [25] or top-hat filtering [26] has been 

utilized. However, considering the multi-structures co-exist in 

the angiogram, the non-vascular structures cannot be removed 

completely. Unberath et al.[27-29] generated binary segmenta-

tion masks by merging the responses of the vesselness- and 

Koller-filtering, and utilized patch-wised spectral inpainting to 

fill the segmented pixels to compute the virtual mask cineangi-

ograms. The final enhanced vascular image was obtained by 

subtracting the virtual mask from the original live cineangio-

grams. To accurately compute the virtual mask when large ar-

eas need to be inpainted, Unberath et al. [30] again trained a U-

net to estimate the virtual mask. When the vessels are over-

lapped with the diaphragm, lung tissues or vertebral bodies, the 

inpainted vascular region can be cluttered by the structures.  

 

III. METHODOLOGY 

The flowchart of the proposed PABSM is illustrated in Fig. 

1. In this method, vascular detection is utilized to detect the pix-

els that belong to the vascular structures and generate a defect 

image that can reveal the unknown region. Background synthe-

sis is exploited to obtain a virtual background which is very 

similar to the real mask cineangiogram. The final subtraction 

cineangiogram, that contains the vascular structures with high 

contrast, is computed by subtracting the virtual background 

from the original cineangiogram.  



 

 

Fig. 1. Flowchart of the proposed method. 

 

A. Pixel Description 

To improve the accuracy of vascular detection, the pixels in 

the cineangiogram should be described by feature vectors. Be-

fore the feature extraction, based on the sparseness property of 

gradient probability distributions [31], the non-uniform inten-

sity distribution in the cineangiograms is firstly corrected and 

the vascular information can also be preserved. In the corrected 

image ۷, we denote the ݇௧ pixel centered image patch as ۾. 

Two kinds of features are extracted for describing the center 

pixel in the image patch based on the vesselness and Gabor fea-

tures. 

The vesselness map ܄ሺ۾ሻ of an image patch [11] is com-

puted to distinguish blob-like structures and suppress back-

ground noise: ܄ሺ۾ሻ ൌ maxሺሼ܄ሺ݁ଵሻȁ݁ଵ ൌ ͳǡ ڮ ǡ  ଵሽሻ,              (1)ܧ
where ܄ሺ݁ଵሻ is the vesselness map of ݇௧ image patch at scale ݁ଵ. Then, the center pixel of the ݇௧ image patch can be de-

scribed by the mean and standard deviation values of the ves-

selness map:  ൫ ݂ǡଵǡ ݂ǡଶ൯ ൌ ቀmean൫܄ሺ۾ሻ൯ǡ std൫܄ሺ۾ሻ൯ቁ,             (2) 
where meanሺήሻ is the mean of ܄ሺ۾ሻ; stdሺήሻ is the standard de-

viation of ܄ሺ۾ሻ. 

 To make the vascular detection invariant to rotation, scaling 

and translation transformations, and to improve the robustness 

against photometric variations, Gabor filters [32] are also ap-

plied to image patches as: ۵మǡሺ۾ሻ ൌ ۾ כ ۵మǡǡ ݁ଶ ൌ ͳǡ ڮ ǡ ଶǢܧ ݉ ൌ ͳǡ ڮ ǡ  (3) ,ܯ
where ۵మǡሺ۾ሻ is the filtered patch by the Gabor filter ۵మǡ; ݉ represents the orientation of the normal to the parallel stripes 

of a Gabor function;   refers to the convolution. The center 

pixel of the ݇௧ patch can be described the mean and standard 

deviation values of ۵మǡሺ۾ሻ: ݂ǡଶൈమൈିଵ ൌ mean ቀ۵మǡሺ۾ሻቁ
݂ǡଶൈమൈ ൌ std ቀ۵మ ǡሺ۾ሻቁ  .                  (4) 

 Till now, the center pixel of each image patch is described by 

a feature vector with ʹ ൈ ሺ݁ଶ ൈ ݉  ͳሻ dimension, which is de-

noted as . 

To reduce the computation load of subsequent classification 

on a live cineangiogram, the key points (KPS) are extracted. In 

extracting KPS, the cineangiogram is initially enhanced by a 

vesselness filter[11]. Then, for each pixel in the enhanced cin-

eangiogram, the eigenvalue ߣଵ of the Hessian matrix is com-

puted and the corresponding eigenvector ߥଵ is along the tangen-

tial direction of the vascular centerline. Considering Xiao et 

al.[33] has demonstrated that the pixels belong to a tubular 

structure when eigenvalue ߣଵ ൏ Ͳ, we compute the largest con-

nected region of pixels whose eigenvalue ߣଵ ൏ Ͳ. In addition, 

the pixels in the obtained region comprise the KPS. Fig. 2. 

shows the example of the extracted KPS in the cineangiograms. 

 
Fig. 2. Example of the extracted KPS in the cineangiograms. (A1 and A2) live 

cineangiogram; (B1 and B2) extracted KPS of left and right coronary artery, 
respectively (pixels in red). 

 

B. Vascular Region Detection 

Since the KPS contains large amounts of non-vascular pixels, 

probabilistic boosting tree (PBT) [34] is utilized to distinguish 

the non-vascular pixels. PBT is a tree-like classifier with Ada-

boost [35] as node classifier. In training PBT, We describe the 

training set as ൛ሺǡ ݈ ǡ ሻȁ݈ݓ א ሼെͳǡͳሽൟǡ ݇ ൌ ͳǡ ڮ ǡ ܭ , where ݓ is the weight of , and σ ݓ ൌ ͳ, ܭ is the number of  in 

the training set. The training set is divided into two child nodes 

from the current node according to the following principle: 



 

 

۔ۖەۖ
ۓ ሺǡ ݈ ǡ ͳሻ ՜ ݊௧ ሻሺͳȁݍ െ ଵଶ  ǡሺߝ ݈ǡ ͳሻ ՜ ݊௧ ሻሺെͳȁݍ െ ଵଶ  ǡቊ  ൫ߝ ݈ǡ ሻ൯ሺͳȁݍ ՜ ݊௧൫ǡ ݈ǡ ሻ൯ሺെͳȁݍ ՜ ݊௧ ݁ݏ݅ݓݎ݄݁ݐ ,  (5) 

where ݊௧  and ݊௧  represent the left and right child nodes 

of the current node; ݍሺͳȁሻ and ݍሺെͳȁሻ are the probabili-

ties of the feature vector  after the Adaboost classification in 

node; ݈  is the label of training pixels; ݈ ൌ ͳ corresponds to 

the pixels of vessels while ݈ ൌ െͳ to the pixels of background; ߝ is utilized to control the over-fitting of the classification. In 

each level, ሼݓሽ are normalized. Eq.5 is repeated if the depth of 

the tree is un-reached or the errors of the classifier in the nodes 

are within a threshold value.  
For a test feature, the posterior probability ݍሺ݈ȁሻ of  can 

be computed as [34]: ݍሺ݈ȁሻ ൌ σ ൫ݍ൫݈ȁ݈ுǡǡ ڮ ǡ ݈ଵǡ ǡ ൯ǡ ڮ ǡ ൫݈ǡȁ݈ିଵǡǡݍ  ڮ ǡ ݈ଵǡ ǡ ൯ǡ ڮ ǡ  ൯ቁ,    (6)൫݈ଵǡȁݍ
where ݍ൫݈ଵǡȁ൯ and ݍ൫݈ǡȁ݈ିଵǡ ǡ ڮ ǡ ݈ଵǡǡ ൯  are the com-

puted probability by the classifier of the nodes in the first and 

next ݄௧ level. 

Thereafter the label ݈  of   are decided by the threshold 

value Ƀ, as follows: ݈ ൌ ൜ ͳ ሻሺ݈ȁݍ  െͳߞ ሻሺ݈ȁݍ ൏  (7)                           .ߞ

For a live cineangiogram, after finishing the classification of 

the pixels, we obtained a vascular binary image. However, 

some pixels distributed near the vascular boundary or with 

small diameters may also be misclassified as background noise. 

Hence, after finding the largest connection region in the binary 

image, the binary image is dilated to include the vascular 

boundary and missed region in the vessels. The final defect im-

age  ۷ଵ  is obtained by removing the dilated vascular regions 

from ۷.  
 

C. Patch-based Background Synthesis and Subtraction 

We regarded the non-vascular region in ۷ͳ as the known re-

gion while the removed vascular region as unknown regions. 

Background synthesis is to compute a virtual mask cineangio-

gram by filling the unknown region by the patches in the known 

region. By subtracting the virtual mask cineangiogram from the 

original live cineangiogram, the vascular structures can be en-

hanced. Since much weak texture region, ribs and diaphragm 

exist in the cineangiogram, the background synthesis should en-

sure the continuity of gray values within these structures. To 

ensure the continuity of gray values in the weak texture regions, 

the energy of the histogram differences (EHD) is utilized to 

compute the difference of gray values of the patches in the 

known and unknown regions. To improve the continuity of 

edges, the edge difference between the patches in the known 

and unknown regions is regarded as the second constraint. In 

the optimization of the background synthesis, the optimal 

matching patches in the unknown region may occur in different 

region of cineangiogram. To avoid searching for the patches 

which have large difference with the patches in the unknown 

regions, the neighbor-region-searching is the third constraint. It 

can also improve the time efficiency. Hence, the background 

synthesis of computing ۷ଶ takes the form: argminሼ۶ೠሽ σ ൫߱ଵ כ ௨ሻǡܛଵሺ۶௨ሺܧ ௨ሻܜ  ߱ଶ ௨ሻǡܛଶሺ۶௨ሺܧஐא௨כ ௨ሻܜ  ߱ଷ כ ௨ǡܛଷሺܧ  ௨ሻ൯,                        (8)ܜ
where ȳ is the pixel indices of the unknown region in ۷ଵ. Here, ܜ௨ ൌ ൫ݐ௨௫ǡ ௨௬ݐ ǡ ͳ൯ is the homogeneous center coordinates of the 

target in the unknown region, and ܛ௨ ൌ ൫ݏ௨௫ ǡ ௨௬ݏ ǡ ͳ൯ is the homo-

geneous center coordinates of a source patch in the known re-

gion. ۶௨ሺήሻ  represents the transformation for the matched 

source patch to smooth the filled unknown region. We assume 

this transformation is affine in this paper. The weight values ߱ଵ, ߱ଶ  and ߱ଷ  are utilized to balance each function ܧଵሺήሻ, ܧଶሺήሻ 

and ܧଷሺήሻ, and ߱ଵ  ߱ଶ  ߱ଷ ൌ ͳ.  ܧଵሺήሻ represents the intensity difference between the trans-

formed source patch and the target patch to measure their simi-

larities: ܧଵሺ۶௨ሺܛ௨ሻǡ ௨ሻܜ ൌ σ ቀ ଵேమ σ ߜ ൬۷ଵ ቀ۶௨൫ݏ௨௫  ǡݔ݀ ௨௬ݏ ௗ௫ǡௗ௬௭ୀି݀ݕ൯ቁ െ ۷ଵ൫ݐ௨௫  ǡݔ݀ ௨௬ݐ  ൯൰ݕ݀ ǡ ቁଶݖ
,  (9) 

where ݀ݔ and ݀ݕ are the offsets of pixels in the ൫ݏ௨௫ ǡ -௨௬൯ cenݏ

tered patch; ݖ א ሾെܼǡ ܼሿ is the intensity distribution of the dif-

ference of the transformed patch and the target patch; ܰ is the 

number of pixels in the patches; ߜሺήሻ is a sign function. ܧଶ  describes the difference of the edge map between the 

transformed source patch and the target patch, which is: ܧଶሺ۶௨ሺܛ௨ሻǡ ௨ሻܜ ൌ ଵேమ ቀσ ݀ ቀ۶௨൫ݏ௨௫  ǡݔ݀ ௨௬ݏ  ൯ቁݕ݀ െௗ௫ǡௗ௬ ݀൫ݐ௨௫  ǡݔ݀ ௨௬ݐ   ൯ቁ,   (10)ݕ݀
where ݀ሺήሻ refers to the edge value. In the estimation of the 

edge map of ۷ଵ, a four-order Sobel operator is applied to ۷ଵ. By 

setting the edge of the pixels belong to the unknown region in ۷ଵ as Ͳ, the edge map is computed. Fig. 3 shows the extracted 

edge of Fig. 2(B1) and (B2). 

 
Fig. 3. Extracted edge of Fig. 2(B1) and (B2), respectively. 

 ଷሺήሻ is utilized to constrain the search space to the neighborܧ 

regions of ܜ௨, and is expressed as follows [36]: ܧଷሺܛ௨ ǡ ௨ሻܜ ൌ ԡܜೠିܛೠԡమమఊሺܜೠሻାఛమ ,                              (11) 
where ߛሺܜ௨ሻ is the squared distance between ܜ௨ and the border 

of the known region. ߬ is a constant to adjust the strength of the 

proximity constraint. Eq. (8) is optimized by the random loca-

tion sampling in the PatchMatch algorithm [37]. And the sam-

pling range is restricted in the neighbor region of the unknown 

regions. The adaptive background ۷ଶ is finally synthesized by 

filling the target patch in the unknown region of ۷ଵ. Fig. 4 shows 

the example including the original cineangiogram ۷, defect im-

age ۷ଵ and the synthesized background ۷ଶ. 



 

 

 
Fig. 4. Examples of the original cineangiogram ۷, defect image ۷ଵ, and the syn-

thesized background ۷ଶ. 

 

The difference between the original cineangiogram ۷, and the 

adaptive background image ۷ଶ  could effectively remove the 

background structures and extract vascular structures.  

Hence, according to the X-ray imaging principle [38], the 

subtraction image can be computed as follows: ۷ ൌ ൫݈݊ሺ۷ሻݔ݁ െ ݈݊ሺ۷ሻ൯.                      (12) 
Since the difference of vascular structures in ۷ଷ between the 

vessels and background is greatly reduced after the subtraction, 

linear mapping is then utilized to improve the visualization of 

vessels by computing a linear transformation matrix. The ma-

trix is calculated by transforming the minimum and maximum 

range to a specific output range.  

 

D. Implementation Details 

The algorithm for PABSM can be summarized as the follow-

ing pseudocode (TABLE I). 

TABLE I 

Pseudocode of PABSM. 

Input: labeled patches from C-AED, live cineangio-

grams from PABSM-AED 

Output: subtraction cineangiograms 

Classifier training: 

1: calculate the feature vector  of each patch; 

2: train the PBT classifier; 

PABSM: 

1: calculate the KPS of cineangiogram ۷; 
2: calculate the feature vector  of each key-point-

centered patch; 

3: classify the patches by the trained classifier; 

4: dilate the obtained binary classification image; 

5: calculate ۷ଵ by removing the pixels in the dilated 

region from ۷; 
6: calculate the edge map of ۷ଵ; 

7: calculate ۷ଶ by performing the background synthe-

sis by (8) on ۷ଵ; 

8: calculate ۷ଷ by subtracting ۷ଶ from ۷. 
return ۷ଷ. 

IV. EXPERIMENT 

A. Datasets 

1) Phantom Data 

To evaluate the proposed PABSM quantitatively, we perform 

the simulation of live cineangiogram based on the XCAT [39]. 

We simulate the 3D volume data with and without the non-vas-

cular structures. The cineangiograms are computed by a per-

spective projection model [40]. The cineangiograms only with 

vascular structures can be regarded as the ground truth of ves-

sels in the cineangiograms that contain non-vascular structures 

to enable the evaluation of vascular enhancement. The source-

to-detector and source-to-isocenter distances are set to ͳͳͲͲmm and ͺͲmm, respectively. Each cineangiograms has ͶͷͲ ൈ ͶͷͲ pixels with a resolution of ͲǤ͵ ൈ ͲǤ͵ mm.  

2) Clinical Data 

The proposed method was evaluated on a database of cinean-

giograms collected from an on-going coronary artery study in 

collaboration with the Peking Union Medical College Hospital. 

The database is divided into two data sets: (1) classifier accu-

racy evaluation dataset (C-AED) and (2) PABSM accuracy 

evaluation dataset (PABSM-AED). Each cineangiogram has a 

size of ͷͳʹ ൈ ͷͳʹ pixels and the resolution is  ͲǤ͵ ൈ ͲǤ͵ mm. 

C-AED contains 290 images with 145 left and 145 right cor-

onary cineangiograms, and is utilized for the accuracy evalua-

tion of the classifier PBT. The data set is from 145 patients; for 

each patient, two cineangiograms at different cardiac phases are 

selected. For each cineangiogram, an interventional cardiolo-

gist with 15 years of experience in interventional radiology 

roughly annotated vascular boundaries. The interior of the an-

notated area is the vascular region, whereas the exterior area is 

the non-vascular region. We use a skeleton thinning method to 

acquire the centerline in the vascular region. The points belong 

to the centerline are the center of the extracted vascular patches 

from the cineangiograms. To extract the image patches of non-

vascular regions, the vascular region is dilated by an element 

size of  ൈ  pixels. Points between the image border and the 

boundary  pixels away from the edge of the dilated regions are 

sampled as the center of the extracted non-vascular patches. A 

total of 517,490 patches are extracted consisting of 199,800 

vascular patches, and 317,690 non-vascular patches. 

PABSM-AED includes 30 live and 30 mask cineangiograms 

from different patients, with 19 left and 11 right coronary arter-

ies. For each patient, a mask and a live cineangiogram are se-

lected. For each live cineangiogram, the ground truth was de-

tailed annotated by an interventional cardiologist with 15 years 

of experience in coronary artery disease. For each mask cinean-

giogram, the labeled regions in the live cineangiograms are re-

moved from the corresponding mask cineangiograms. Labeled 

mask cineangiograms in PABSM-AED is utilized to evaluate 

the proposed background synthesis. While the live cineangio-

grams in PABSM-AED is utilized to evaluate the performance 

of the proposed PABSM. For each live cineangiogram in the 

dataset, to improve the time efficiency and accuracy of the clas-

sification, KPS are initially extracted before the classification. 

The corresponding patches of the KPS are generated by regard-

ing the KPS as the center pixel. Fig. 5 shows several ground 



 

 

truth in PABSM-AED. 

1 

Fig. 5. The ground truth in PABSM-AED. (A1-A6) Original live cineangiograms; (B1-B6) labeled live cineangiograms; (C1-C6) original mask cineangiograms; 

(D1-D6) labeled mask cineangiograms. 

 

B.  Experiment Design 

10-fold cross validation is performed to evaluate the classi-

fier: the training and test cycles are repeated 10 times, and in 

each iteration, 465,741 and 51,749 patches comprise the train-

ing and test sets, respectively. Next, the obtained classifier is 

applied to the live cineangiograms in PABSM-AED to detect 

the vascular region. To evaluate the effectiveness of KPS ex-

traction, we will qualitatively compare the subtraction results 

with and without KPS.  

The proposed patch-based background synthesis method will 

be compared with the spectral based method (SBM) [28] using 

the mask cineangiograms in PABSM-AED. We also conduct a 

series of experiments to evaluate the influence of parameters ߱ଵ, ߱ଶ and ߱ଷ to the accuracy of background synthesis. The 

Structural Similarity (SSIM) and Root-Mean-Square Error 

(RMSE) are utilized to compare the synthesized backgrounds 

with the original mask cineangiograms.  

The proposed PABSM will be compared with method, 

namely, line-based [41], local phase-based [16] and 

BCOSFIRE-based methods [13] (LBM, LPBM, and BBM) on 

both of the phantom data and clinical data. The aim is to evalu-

ate the preservation of local structures. Since PABSM is in-

spired from the subtraction-based methods, PABSM will also 

be compared with methods, namely, multi-resolution registra-

tion-based method (MRRBM) [42], motion coherency con-

straint-based method (MCCBM) [23] and stochastic optimiza-

tion-based method (SOBM) [5]. The precision-recall curve is 

utilized to quantitatively evaluate the preservation of vascular 

structures in the images obtained by the methods, namely, LBM, 

LPBM, BBM, MRRBM, MCCBM, SOBM and the proposed 

PABSM, on clinical data. The precision and recall ratios are 

computed using the following equations, respectively: Precision ൌ  ௧௧ା,                          (13) Recall ൌ  ௧௧ା,                             (14) 

where ݐǡ ǡ݂ ݂݊ indicate true positive (correctly identified ves-

sel pixels), false positive (incorrectly identified vessel pixels), 

and false negative (incorrectly identified background pixels), 

respectively. In addition, we also compute C-value to denote 

the contrast between the target structure and background noise. 

C-value is computed using the following equation: C ൌ ቚிିிାቚ,                                   (15) 
where ܨ and ܤ represent the average gray value of the target 

structure and background region, respectively.  

 MRRBM requires a mask and a live cineangiograms which 

have the most similar cardio-respiratory motion. MRRBM is re-

implemented in strict accordance with the original paper. 



 

 

MCCBM utilizes structural connectivity and robust principal 

component analysis (RPCA) to extract a rough vascular layer. 

Then trajectory decomposition is employed to obtain an accu-

rate vascular layer. SOBM utilizes a morphological operator to 

obtain a rough vascular layer. Then online RPCA is utilized to 

separate the rough vascular layer into a static layer and an ac-

curate vascular layer. We achieve MCCBM1 and SOBM2 using 

available public implementations. MCCBM and SOBM are 

both applied in a cineangiographic sequence. SOBM is online 

while MCCBM is not. 

 

C. Results 

All the algorithms were implemented in C++ under the Ub-

untu environment, and all the experiments were conducted on a 

relatively low-cost PC with 16 GB RAM and 3.2 GHz Intel 

CPU. 

An overview of the parameters in the proposed PABSM is 

given in Table II. The scales of the pixel description are set ac-

cording to the vascular diameters. The directions of Gabor filter 

in pixel description ensure the possible vascular directions. Pa-

rameter ߝ  in the classification is decided by the overlapping 

range of the computed probability of vascular and non-vascular 

patches in the first node of the classifier. The weight values in 

the background synthesis are optimal on the mask cineangio-

grams from the same sequence in PABSM-AED.  
TABLE II 

Parameter setting used in the proposed PABSM. 

Parameters values 

Pixel  

Description 
  8 ܯ 5 ܧ

Vascular  
detection 

 0.5 ߞ 0.001 ߝ

Background  
Synthesis 

߱ଵ 0.85 ߱ଶ 0.05 ߱ଷ 0.1 

Patch size ͻ ൈ ͻ 

1) Evaluation of the Classifier 

All experiments for the classifier evaluation are realized ei-

ther over the full training or test sets. The average training ac-

curacy of the 10-fold cross validation is ͻǤͷͷΨ േ ͲǤͲΨ, and 

the test accuracy is ͻʹǤͷʹΨ േ ͲǤʹΨ. The training accuracy of 

the 10-fold cross validation only on vesselness features is Ǥ͵ͺΨ േ ͲǤͳͶΨ, and the test accuracy is ͺͲǤͳ͵Ψ േ ʹǤͳ͵Ψ. 

The training accuracy of the 10-fold cross validation only on 

Gabor features is ͻͶǤͳʹΨ േ ͲǤͲͺΨ, and the test accuracy is ͺͷǤʹ͵Ψ േ ͲǤͺͷΨ. The classifier based on both of vesselness 

and Gabor features has better ability to distinguish the vascular 

and non-vascular regions.  

Fig. 6. Illustrative classification results using different point sampling methods and their later PABSM-based enhancement results. (A) Randomly selected image 

from PABSM-AED. (B and D) Classification results on (A) APS and KPS, respectively. (C and E) PABSM-based enhancement results on (B and D). 

 

Fig. 6 shows an example of the enhancement results using 

the PABSM when a randomly selected image from PABSM-

AED is classified using APS and KPS. Fig. 6(B) exhibits that 

APS tends to misclassify the pixels around the vascular bound-

ary as vessels. For the KPS classification result (see Fig. 6(B)), 

the pixels around the vascular boundary are mostly removed 

and the vessels of the different scales are preserved, enabling 

the vessels to considerably stand out from the background. The 

enhancement results derived from the APS- and KPS-based 

classification are shown in Figs. 6(C), (E). As expected, numer-

ous non-vascular structures are removed by the KPS-based 

classification. The PABSM ensures the accurate enhancement 

of the boundary.  

2) Evaluation of the Background Synthesis 

Considering that ܧଷሺήሻ  is utilized to constrain the search 

space to the neighbor regions of unknown patch, Table III 

shows the RMSE and SSIM of the synthesized background 

when ߱ଷ  varies from Ͳ to ͲǤͻ. Meanwhile, the time of back-

ground synthesis are also shown in Table III to evaluate the in-

fluence of ߱ଷ to the time efficiency of background synthesis. 

As can be seen from Table III, the RMSE and SSIM are not 

 
1 http://www.escience.cn/people/bjqin/research.html 

influenced by ߱ଷ. And when ߱ଷ ൌ ͲǤͳ, the time efficiency of 

background synthesis is the highest. By setting ߱ଷ as ͲǤͳ , Figs 

7 and 8 shows the RSME and SSIM when ߱ଵ and ߱ଶ varies. As 

can be seen from the figures, RMSE and SSIM are optimal 

when ߱ଵ ൌ ͲǤͺͷ , ߱ଶ ൌ ͲǤͲͷ, and both of RMSE and SSIM 

decrease when ߱ଶ  increases. In addition, Table IV shows 

RMSE and SSIM when the patch size varies from  ൈ   to ͳͷ ൈ ͳͷ in the background synthesis. When the patch size is ͻ ൈ ͻ, both of RMSE and SSIM are optimal. 
TABLE III 

Changing of RMSE, SSIM and time with the increase of ߱ଷ. 

 ߱ଵ ൌ ߱ଶ ൌ ሺͳ െ ߱ଷሻȀʹ. ߱ଷ RMSE SSIM Time(s) ͲǤͲ ʹǤͲ͵ േ ͲǤͶ͵ ͲǤͻͷͲ േ ͲǤͲ͵ʹ ͳͶǤͳͷ േ ͵ǤͶͷ ͲǤͳ ʹǤͲͳ േ ͲǤͶͳ ͲǤͻͷͳ േ ͲǤͲ͵ʹ Ǥ  േ Ǥ  ͲǤʹ ʹǤͲͲ േ ͲǤͶʹ ͲǤͻͷͲ േ ͲǤͲ͵ʹ ͳʹǤͺͻ േ ͵Ǥͳͳ ͲǤ͵ ʹǤͲͲ േ ͲǤͶͳ ͲǤͻͷͲ േ ͲǤͲ͵ʹ ͳ͵ǤͲͳ േ ͵ǤͶʹ ͲǤͶ ʹǤͲͲ േ ͲǤͶͳ ͲǤͻͷͲ േ ͲǤͲ͵ʹ ͳ͵Ǥͳʹ േ ͵ǤͶʹ ͲǤͷ ʹǤͲͲ േ ͲǤͶͳ ͲǤͻͷͲ േ ͲǤͲ͵ʹ ͳ͵Ǥ͵͵ േ ͵Ǥͷͳ ͲǤ ʹǤͲͲ േ ͲǤͶͳ ͲǤͻͷͲ േ ͲǤͲ͵ʹ ͳ͵Ǥʹ േ ͵ǤͶͻ ͲǤ ʹǤͲͲ േ ͲǤͶͳ ͲǤͻͷͲ േ ͲǤͲ͵ʹ ͳͶǤͲͺ േ ͵Ǥͻͻ ͲǤͺ ʹǤͲͲ േ ͲǤͶͳ ͲǤͻͷͲ േ ͲǤͲ͵ʹ ͳͶǤͷͶ േ ͶǤͲͳ ͲǤͻ ʹǤͲͲ േ ͲǤͶͳ ͲǤͻͷͲ േ ͲǤͲ͵͵ ͳͶǤͺͺ േ ͷǤ͵Ͷ 

2 https://github.com/andrewssobral/lrslibrary 



 

 

 
Fig. 7. Mean and standard deviation of RMSE along with the increase of ߱ଶ, ߱ଵ  ߱ଶ ൌ ͲǤͻ. 
 

 
Fig. 8. Mean and standard deviation of SSIM along with the increase of  ߱ଶ , ߱ଵ  ߱ଶ ൌ ͲǤͻ. 
 

TABLE IV 

Variation of RMSE and SSIM along with the increase of patch size in the 

background synthesis. 

Patch Size RMSE SSIM  ൈ  ͳǤͺ͵ േ ͲǤͶͲ ͲǤͻͲ േ ͲǤͲʹͺ ͻ ൈ ͻ ͳǤͺ͵ േ ͲǤͶͲ ͲǤͻʹ േ ͲǤͲʹ ͳͳ ൈ ͳͳ ͳǤͺʹ േ ͲǤͶͲ ͲǤͻͲ േ ͲǤͲʹͻ ͳ͵ ൈ ͳ͵ ͳǤͺ േ ͲǤͶͲ ͲǤͻͷͷ േ ͲǤͲ͵Ͳ ͳͷ ൈ ͳͷ ͳǤͻͲͲ േ ͲǤͶͳ ͲǤͻͶͺ േ ͲǤͲ͵ͳ 

 
TABLE V 

Background synthesis performance on the randomly mask cineangiograms 

from the sequences in PABMS-AED by SBM and the proposed methods, re-
spectively. 

Methods SSIM RMSE 

SBM 0.934േ0.031 2.696േ0.44 

Proposed 0.962േ0.027 1.863േ0.40 

 

Fig. 9 shows the comparison results of the proposed method 

with SBM. SBM cannot ensure the intensity continuity. The 

proposed method can obtain the synthesized background with 

continuity intensity and edge. Table V shows the quantitative 

comparison results by the two background synthesis methods. 

The values of SSIM and RMSE of the proposed method are all 

better than SBM. It indicates that the proposed background syn-

thesis method can effectively restore the background. 

3) Evaluation of the proposed PABSM 

Fig. 10 shows the enhancement results by the proposed 

PABSM on the phantom data. PABSM can effectively remove 

the non-vascular structures and preserve the vascular structures. 

Fig. 11 shows the precision-recall curves by methods, namely, 

LBM, LPBM, BBM and PABSM. According to the order of 

LBM, LPBM, BBM and PABSM, the areas under the precision-

recall curve are ͲǤͲͶͻͷ , ͲǤͷͻͺ , ͲǤͲ͵Ͳͳ  and ͲǤͺͺͲ . As can 

be seen from Fig. 11, PABSM can obtain a high segmentation 

accuracy. 

 
Fig. 10 Evaluation of proposed PABSM on the phantom data. (A1-A4) original 

live cineangiograms; (B1-B4) ground truth; (C1-C4) results by PABSM. 
 

 
Fig. 11. Precision-recall curves of methods, namely, LBM, LPBM, BBM and 

the proposed PABSM. 
 

Fig. 12 shows the enhancement results of three left coronary 

arteries and three right coronary arteries. The cineangiograms 

in Fig. 12 are collected from different cardiac phases of various 

patients. Figs. 12(B1-B6) shows that PBT can extract the vas-

cular regions from different cineangiograms and suppress the 

background noise. The patch-based background subtraction re-

sults are unconstrained by the distribution and location of the 

vascular network (see Figs. 12(C1-C6) ). In addition, the pro-

posed method can effectively guarantee the continuity of the 



 

 

vessels with their surrounding neighborhood regions. Figs. 

12(D1-D6) show that the enhanced vessels preserve the infor-

mation of the vascular bifurcations, branches, and vascular 

boundary. The region contains the overflow of contrast agent is 

substantially reduced or eliminated. Therefore, PABSM is ro-

bust for the enhancement of the cineangiograms with different 

vascular structures.  

Fig. 9. Illustrative results of background synthesis by different methods. (A1 and A2) original mask cineangiograms; (B1 and B2) defect cineangiograms; (C1 and 

C2, D1 and D2) synthesized background by SBM and the proposed method, respectively. Second row: enlarged views of interest in first row; Fourth row: enlarged 
views of interest in third row. 

 



 

 

Fig. 12. Results of modules in the proposed PABSM for the enhancement of cineangiograms subject to the coronary artery of different cardiac phases from different 

patients. (A1-A6) Six randomly selected cineangiograms from PABSM-AED. (B1-B6) Classification results first row using the classifier. (C1-C6) Patched back-
ground. (D1-D6) Enhanced vessels. The first three columns show the cineangiograms of the left coronary artery. The last three columns display the cineangiograms 

of the right coronary artery. 

 

Fig. 13 shows the comparison results of the proposed 

PABSM with another three up-to-date methods, namely, LBM, 

LPBM and BBM. Fig. 13(a) shows the two randomly selected 

cineangiograms from PABSM-AED, which contain the right 

and left coronary arteries, respectively. For PABSM, the vascu-

lar detection removes most non-vascular pixels. And the dila-

tion of the detected region includes the local structures of ves-

sels. After synthesizing the background, the gray values in the 

detected vascular regions present large difference with the val-

ues in the original cineangiogram. Hence, the proposed 

PABSM can provides the best results in suppressing the back-

ground noise, and preserving the detailed structures and con-

trast of the vessels in the images. For the other three methods, 

namely, LBM, LPBM and BBM, the enlarged details of the 

right coronary artery affirm that the original vascular structures 

are destroyed when intersecting, overlapping, and shortening 

are present for the vascular branches. The enhanced vessels ap-

pear to have blurred boundaries, possibly leading to the incor-

rect estimation of the vascular diameters. The enlarged details 

of the left coronary artery validate that the vascular edges cause 

serious deformation, blur, or interruption when the distance of 

the branches is short. In addition, LBM is sensitive to the gray 

value variation in the boundary of the vessels and engenders 

large deformations in the vascular bifurcation. 

 
Fig. 13. Illustrative enhancement results using different enhancement methods and their partial enlarged details. (A1 and A2) the original cineangiogram. (B1 and 

B2) ground truth; (C1 and C2, D1 and D2, E1 and E2, F1 and F2) the enhancement results by LBM, LPBM, BBM, and PABSM, respectively. Second row: en-
larged views of interest in first row; Fourth row: enlarged views of interest in third row. 

 

Fig. 14 shows the comparison of PABSM with another three 

up-to-date methods, namely, MRRBM, MCCBM and SOBM. 

The regions with overlay vascular segments are enlarged in 

both images from the first column. In the first row of Fig. 14, 

as can be seen from the results by MRRBM, the regions of cath-

eter and intersection of vessels and diaphragm, heart border is 

blurred. In addition, the contrast of vessels is low. Moreover, 

the subtraction results by MCCBM method present serious frac-

ture in the heart border. Meanwhile, in the corresponding en-

larged views by both MCCBM and SOBM methods, the diam-

eters in the local overlay segments have been changed due to 

the artifacts. In the enlarged views of the images in the third 

row, local vascular segments also present non-continuity due to 

the artifacts. In addition, since the subtraction methods con-

ducted on sequences cannot clean the non-vascular regions, the 

vessels with small diameters may not be visualized or are dis-

contiguous. As for PABSM, the gray values of the synthesized 

background differ with the original cineangiograms in the vas-

cular region, the local vascular structures are preserved. 

To quantitatively compare the proposed PABSM with an-

other six methods, namely LBM, LPBM, BBM, MRRBM, 

MCCBM and SOBM, we compute the precision-recall curves 

by segmenting the enhancement or subtraction results by differ-

ent threshold values, as shown in Fig. 15. The figure reflects the 

quality of the threshold segmentation of different methods. Ac-

cording to the order of LBM, LPBM, BBM, MRRBM, 

MCCBM, SOBM and PABSM, the areas under the precision-

recall curves of different methods are ͲǤͲ͵ͺͶ, ͲǤ͵Ͳͳ, ͲǤͶʹͷͶ, ͲǤʹͻ͵, ͲǤͶͷʹ͵, ͲǤͷ͵ͻ and ͲǤͳ͵͵, respectively. The curve 

of PABSM is in the most upper-right part of the precision-curve 

space, which indicates that high segmentation quality. In addi-

tion, the position of the curve shows that PABSM effectively 

improves the contrast of vessels.  



 

 

Fig. 14. Illustrative enhancement results using different enhancement methods and their partial enlarged details. (A1 and A2) the original cineangiogram. (B1 and 

B2) ground truth; (C1 and C2, D1 and D2, E1 and E2, F1 and F2) the enhancement results by MRRBM, MCCBM, SOBM, and PABSM, respectively. Second 
row: enlarged views of interest in first row; Fourth row: enlarged views of interest in third row. 

 

 
Fig. 15. Precision-recall curves of methods, namely, LBM, LPBM, BBM, 

MRRBM, MCCBM, SOBM and the proposed PABSM. 
 

 
Fig. 16. Statistical comparison of the C-value for the VBM, GBM, LBM, LPBM, 
BBM, MCCBM, SOBM and PABSM. 

 

Fig. 16 shows that for the 30 cineangiograms in dataset 

PABSM-AED, the mean and standard deviation of the C-value 

of LBM, LPBM, BBM, MRRBM, MCCBM, SOBM and 

PABSM are ͲǤͺʹ͵ േ ͲǤͲʹͺͶ , ͲǤͳͲͻ േ ͲǤͲ͵ͳͶ , ͲǤ͵Ͷ േͲǤͲ͵ʹ , ͲǤͷͷ േ ͲǤͲͳͺ , ͲǤ͵ʹ േ ͲǤͲͳͻ ,  ͲǤͳ͵ʹͻ േͲǤͲ͵ͳͻ , ͲǤͳͻͻͷ േ ͲǤͲ͵ͷͻ , ͲǤʹ͵ʹͺ േ ͲǤͲͳͶ  and  ͲǤͻͷͻ േͲǤͲͳͺͷ, respectively. PABSM presents a high comparative ad-

vantage, where most background noises can be removed and the 

vascular structures are effectively preserved. 

 

V. DISCUSSION 

In this manuscript, we proposed a novel and robust patch-

based adaptive background subtraction method for vascular en-

hancement and demonstrated its application in cineangiography. 

The classification was firstly validated by using a C-AED da-

taset containing 290 frames from 145 patients. The proposed 

subtraction method was then validated by using a PABSM-

AED dataset containing 30 frames from 30 patients. In the val-

idation of classification, we conducted 10-fold cross validation 

and obtained ͻǤͷͷΨ േ ͲǤͲΨ for training sets and ͻʹǤͷʹΨ േͲǤʹΨ for test sets. In the validation of the performance of the 

proposed PABSM, we obtained the area under precision-recall 

curve of ͲǤͳ͵͵, and C-value of ͲǤͻͷͻ. 

 For the validation of vascular enhancement performance, a 

comparative quantitative validation method was performed on 

all PABSM-AED dataset. The purpose was to determine 

whether the proposed technique is superior to previously devel-

oped LBM, LPBM, BBM, MRRBM, MCCBM, and SOBM. 

Since in the classification process, the positive sets are con-

structed by extracting the point-on-centerline centered patches, 

the classification causes under-segmentation. However, the 

background synthesis is based on patching method and realized 

after the dilation of the classification. Hence, this synthesis pro-

cedure also patches the pixels around the boundaries of the di-

lated vascular regions. Since the boundaries are very close to 

the vessels, the gray values around the boundaries present large 

difference with the values in the same positions in the original 

cineangiogram. After subtracting the background from the orig-

inal cineangiogram, the vessels will be enhanced precisely. For 

LBM, the variation of the length of line detections may merge 



 

 

close vessels, produce false responses at vessel crossovers and 

introduce much more noise [43]. In LPBM and BBM, morpho-

logical filters are utilized, which do not make use of unknown 

cross-sectional shape information or of overly long structure el-

ements that do not handle well tortuous vessels [6]. As for 

MRRBM, when the motion within neighboring regions are not 

consistent, the deformation field computed from mask cinean-

giogram will cause large motion artifacts. MCCBM and SOBM 

are sensitive to motion artifacts caused by cardiorespiratory 

motion in the imaging procedure.  

 For the live cineangiograms in the PABSM-AED, the mean 

and standard deviation of the runtime are ʹʹͳ͵ േ ͻͶͲǤͷͻ s. 

PABSM can be divided into two parts, one is the time to com-

pute Iଵ, the other is the time to compute Iଷ. The mean and stand-
ard variation of the first time is ʹʹͲʹ േ ͻ͵ͷǤʹs. And the mean 

and standard variation of the second time is ͳʹǤʹ͵ േ ͵ǤͲͲs. In 

computing Iଵ , we need to compute the feature of each pixel 

which leads to a low time efficiency.  

 The limitation and challenges are as follows: 

 First, for each cineangiogram, the vascular detection is based 

on machine learning which needs to compute the feature vectors 

of large amounts of patches. The situation results in the low 

time efficiency. It is impossible to apply the subtraction method 

in the intra-operation. Since CNN network-based method can 

realize accurate vascular detection with a high time efficiency 

[44], an extension will be considered to detect vessels in cin-

eangiograms by a CNN network-based method in our future 

work. 

Second, the proposed background synthesis method requires 

the positions of unknown regions in advance. When the vascu-

lar segments are not classified, they cannot appear in the final 

subtraction cineangiogram. Hence, the vascular structures in the 

subtraction cineangiogram may appear fractures or missing of 

small-scale vascular segments. Hence, blind inpainting without 

knowing the vascular region should be considered for future 

work. 

Third, considering that the proposed background synthesis is 

based on patches, sufficient information related to the edges is 

very limited. When the unknown region is large, the continuity 

of synthesized regions cannot be ensured. Hence, background 

synthesis based on deep learning should be also considered for 

future work.  

Fourth, since the comparative methods are based on re-im-

plementations on our datasets, the man-made bias of the results 

will be caused. But the comparison experiments can still vali-

date the effectiveness of the proposed method to a certain extent. 

 

VI. CONCLUSION 

In summary, we proposed an automatically vascular subtrac-

tion method only based on a single live cineangiogram. Unlike 

previous enhancement methods, our technique can effectively 

preserve the integrity of vascular topological structures, partic-

ularly in complex vascular regions, such as at vascular bifurca-

tions, intersections, and crossings. PABSM is able to remove 

noise caused by the non-uniform gray level distribution in the 

cineangiogram. PABSM is also automatic and can enhance cor-

onary cineangiograms to diagnose and treat coronary artery dis-

eases. In future work, a convolutional neural network-based 

framework will be used to realize the vascular dection and back-

ground synthesis. In this framework, both of the time efficiency 

and accuracy will be improved. 
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