
This is a repository copy of Discussion of 'Causal inference by using invariant prediction: 
identification and confidence intervals' by Peters, Buhlmann and Meinshausen.

White Rose Research Online URL for this paper:
http://eprints.whiterose.ac.uk/139835/

Version: Accepted Version

Article:

Thwaites, PA orcid.org/0000-0001-9700-2245 (2016) Discussion of 'Causal inference by 
using invariant prediction: identification and confidence intervals' by Peters, Buhlmann and
Meinshausen. Journal of the Royal Statistical Society: Series B, 78 (5). pp. 989-990. ISSN 
1369-7412 

https://doi.org/10.1111/rssb.12167

© 2016 Royal Statistical Society. This is the peer reviewed version of the following article: 
Peters, J., Bühlmann, P. and Meinshausen, N. (2016), Causal inference by using invariant 
prediction: identification and confidence intervals. J. R. Stat. Soc. B, 78: 947-1012. 
doi:10.1111/rssb.12167, which has been published in final form at 
https://doi.org/10.1111/rssb.12167. This article may be used for non-commercial purposes 
in accordance with Wiley Terms and Conditions for Self-Archiving. Uploaded in 
accordance with the publisher's self-archiving policy. 

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 

Items deposited in White Rose Research Online are protected by copyright, with all rights reserved unless 
indicated otherwise. They may be downloaded and/or printed for private study, or other acts as permitted by 
national copyright laws. The publisher or other rights holders may allow further reproduction and re-use of 
the full text version. This is indicated by the licence information on the White Rose Research Online record 
for the item. 

Takedown 

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 

mailto:eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/


Discussion of Causal inference by using invariant prediction: identification and confi-
dence intervals, by Peters, Buhlmann and Meinshausen

The authors have produced a stimulating paper, which will beof interest not only to
statisticians, but also to people working in other communities, such as artificial intelligence.
The authors note that if one can identify all the direct causes / causal predictors of a response
variable then the distribution of this variable conditioned on these predictors will be invariant
under manipulation of other variables in the system. This could be thought of as a direct
consequence of the directed local Markov property that a variable is independent of its non-
descendants given its parents (see for example [Lauritzen,2001]). They then look for such
invariance across different environments in order to identify these predictors.

The authors have shown that the set of causal predictors is identifiable when manipu-
lations of the system are of certain types (Theorem 2), including the rudimentarydo inter-
ventions of Pearl [Pearl, 2000]. However, they also make theassumption (in for example
section 7.1) that the exact nature of the interventions is unknown. If this is indeed the case,
how probable is it that the interventions are of these types?An urgent task is to demonstrate
that the set of predictors is identifiable for a much wider class of interventions – if those listed
turn out to be the only ones that allow this set to be identified, then the work in this paper,
however interesting, may turn out to be of limited use. I would like to propose investigating
the following types of intervention as being among those of interest:

• Manipulating collections of variables to specific values, where there is not at least one
singledo intervention on each non-response variable.

• Stochasticmanipulations which assign a new probability distributionover the out-
comes of manipulated variables.

• FunctionalmanipulationsDo X = g(W ) for some set of variablesW .

We could of course also consider what might be termedstochastic functionalmanipula-
tions.
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Figure 1: Example of afunctionalmanipulation

I will concentrate here on functional manipulations. So consider theSprinklerexam-
ple from [Pearl, 2000], a DAG for which is given in Figure 1 (a). Here, using the adapted
methodology of section 6.1, we have SEMs:X1 = f(ε1),X2 = f2(X1, ε2),X3 = f3(X1, ε3),
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X4 = f4(X2, X3, ε4), X5 = f5(X4, ε5). Thedo interventionPut sprinkler onremoves the
edgeX1 → X3 (as in Figure 1 (b)), and henceX3 is no longer a function ofX1. But we
could consider a manipulation such asIf it is Summer put the sprinkler on; if it is not Summer
and it is raining put the sprinkler off[Thwaites, 2013]. Here, instead of removing the edge
X1 → X3, we need to add an edgeX2 → X3 as in Figure 1 (c), since whether the sprinkler
is on depends on both the season and whether it is raining. So apossible SEM for this is
X3 = f ′

3
(X1, X2), implying a deterministic relationship betweenX1, X2 andX3. But what

happens to the sprinkler if it is not Summer and not raining?
It is not immediately apparent whether these kind of scenarios will always satisfy the

assumptions stated in the paper, and if they do, whether the set of causal predictors will
always be identifiable. In this particular example this might not be an issue since the parents
of the probable response variablesX4 andX5 remain unchanged.

The authors have extended their ideas to the non-linear case. The Sprinklerexample
here which uses discrete variables, suggests to me the further extension to cases where
the methodology must necessarily be non-parametric. I would also like to draw attention
to the (still relatively small) collection of books and papers on causality which argue that
causesare more naturally thought of asevents, rather than random variables (see for example
[Shafer, 1996, Dawid, 2000, Thwaites et al., 2010]). Is the analysis in this paper compatible
with this interpretation?

As befits a Discussion paper, this article provides plenty ofopportunity for debate, argu-
ment and further research. It is therefore with great pleasure that I propose a vote of thanks
to the authors.
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