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Every Testable (Infinite) Property of Bounded-Degree Graphs

Contains an Infinite Hyperfinite Subproperty ∗

Hendrik Fichtenberger † Pan Peng ‡ Christian Sohler §

Abstract

One of the most fundamental questions in graph property
testing is to characterize the combinatorial structure of
properties that are testable with a constant number of
queries. We work towards an answer to this question for
the bounded-degree graph model introduced in [GR02],
where the input graphs have maximum degree bounded
by a constant d. In this model, it is known (among other
results) that every hyperfinite property is constant-query
testable [NS13], where, informally, a graph property is
hyperfinite, if for every δ > 0 every graph in the property
can be partitioned into small connected components by
removing δn edges.

In this paper we show that hyperfiniteness plays a
role in every testable property, i.e. we show that every
testable property is either finite (which trivially implies
hyperfiniteness and testability) or contains an infinite
hyperfinite subproperty. A simple consequence of our
result is that no infinite graph property that only consists
of expander graphs is constant-query testable.

Based on the above findings, one could ask if every

infinite testable non-hyperfinite property might contain

an infinite family of expander (or near-expander) graphs.

We show that this is not true. Motivated by our counter-

example we develop a theorem that shows that we can

partition the set of vertices of every bounded degree graph

into a constant number of subsets and a separator set,

such that the separator set is small and the distribution

of k-discs on every subset of a partition class, is roughly

the same as that of the partition class if the subset has

small expansion.

1 Introduction

Understanding the structure of very large graphs like
social networks or the webgraph is a challenging task.
Given the size of these networks, it is often hopeless
to compute structural information exactly. A feasible
approach is to design random sampling algorithms
that only inspect a small portion of the graph and
derive conclusions about the structure of the whole
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graph from this random sample. However, there
are different ways to sample from graphs (random
induced subgraphs, random sets of edges, random
walks, random BFS, etc.) and also many structural
graph properties. This raises the question, which
sampling approaches (if any) are suitable to detect
or approximate which structural properties.

Graph property testing provides a formal algo-
rithmic framework that allows us to study the above
setting from a complexity theory point of view. In
this framework, given oracle access to an input graph,
our goal is to distinguish between the case that the
graph satisfies some property or that it is “far from”
having the property by randomly sampling from the
graph. Here, a graph property denotes a set of graphs
that is invariant under graph isomorphism. Both or-
acle access and the notion “far from” depend on the
representation of the graph. Several models have
been proposed in the past two decades for dealing
with different types of graphs (see the recent book
[Gol17]).

For dense graphs, Goldreich et al. [GGR98] in-
troduced the adjacency matrix model, in which the
algorithm can perform any vertex-pair query to the
oracle. That is, upon an input vertex pair u, v, the
oracle returns 1 if there is an edge between u, v and 0
otherwise. A graph is called ε-far from having a prop-
erty Π if one has to modify more that εn2 vertices to
make it satisfy Π for any small constant ε. Since the
time when the model was introduced, many proper-
ties Π were found to be testable in the sense that there
exists an algorithm, called tester, that can distinguish
if a graph satisfies Π or is ε-far from having Π while
only making a constant number of queries. The re-
search in this model has culminated in the seminal
work by Alon et al. [AFNS09], who gave a full char-
acterization of constant-query testable properties by
the regularity lemma.

Our understanding of property testing for sparse
graphs (e.g., bounded degree graphs) is much more
limited. Goldreich and Ron [GR02] initiated the
study of property testing for bounded degree graphs
in the adjacency list model. A graph G is called a
d-bounded graph if its maximum degree is at most
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d, which is assumed to be a constant. The property
tester for a d-bounded graph is given oracle access
to the adjacency list of the graph, that is, upon
an input (u, i) such that i ≤ d, the oracle returns
the i-th neighbor of u if such a neighbor exists, and
a special symbol otherwise. A d-bounded graph is
said to be ε-far from having the property Π if one
needs to modify more than εdn edges to obtain a
graph that satisfies Π. In this model, there exist
several properties that are known to be testable
with a constant number of queries (see discussion
below). There also exist a number of properties
that require Õ(

√
n) or Õ(n1/2+c) queries, including

bipartiteness [GR99], expansion [GR00, CS10, NS10,
KS11], k-clusterability [CPS15] and one-sided error
minor-freeness [CGR+14, FLVW18, KSS18]. For the
property of being 3-colorable there is a known Ω(n)
lower bound on the number of queries needed to test
the property [BOT02].

One of the most important questions in this
area is to give a purely combinatorial characteri-
zation of which graph properties are testable with
a constant number of queries. Goldreich and Ron
were the first to show that a number of fundamen-
tal graph properties including connectivity, k-edge
connectivity, subgraph-freeness, cycle-freeness, Eule-
rian and degree regularity can be tested with con-
stant queries in bounded degree graphs [GR02]. A
number of properties with small separators are now
known to be testable in a constant number of queries,
such as minor closed properties [BSS10, HKNO09],
and hyperfinite properties [NS13]. In particular,
in the latter work it is proved that every prop-
erty is constant-query testable in hyperfinite graphs.
There are also constant-query properties that are
closed under edge insertions, including k-vertex con-
nectivity [YI12], perfect matching [YYI12], sparsity
matroid [ITY12] and the supermodular-cut condi-
tion [TY15]. Furthermore, there exist global mono-
tone properties1 that contain expander graphs and
can be tested with constant queries, including the
property of being subdivision-free [KY13]. There also
exist some work on testable properties in some spe-
cial classes of bounded degree graphs. For exam-
ple, it is known that every hereditary property2 is
testable with a constant number of queries in non-
expanding d-bounded graphs [CSS09]. A property
called δ-robust spectral property is constant-query
testable in the class of high-girth graphs [CKSV18].

1A graph property is called monotone if it is closed under

edge deletions.
2A graph property is called hereditary if it is closed under

vertex deletions.

However, very little is known about characteristics of
all testable properties in general.

1.1 Our Results Although many properties are
known to be constant-query testable in bounded de-
gree graphs, our knowledge on characteristics of all
testable properties is fairly restricted. One promi-
nent example of testable properties is the family of
hyperfinite properties [NS13], which includes planar
graphs and graphs that exclude any fixed minor (see
e.g., [BSS10, HKNO09]). For the statement of our
results and the discussion of techniques, we state the
definition of hyperfinite graphs at this place.

Definition 1.1. Let ε ∈ (0, 1] and k ≥ 1. A graph
G with maximum degree bounded by d is called (ε, k)-
hyperfinite if one can remove at most εd|V (G)| edges
from G so that each connected component of the
resulting graph has at most k vertices. For a function
ρ : R+ → N+, a graph G is called ρ-hyperfinite if G
is (ε, ρ(ε))-hyperfinite for every ε > 0. A set (or
property) Π of graphs is called ρ-hyperfinite if every
graph in Π is ρ-hyperfinite. A set (or property) Π of
graphs is called hyperfinite if it is ρ-hyperfinite for
some function ρ.

Also, many testable properties are known that
are not hyperfinite. Our main result is that, neverthe-
less, for infinite properties the existence of an infinite
set of hyperfinite graphs in the property is a neces-
sary condition for its constant-query testability (fi-
nite properties are trivially hyperfinite). Since some
of these testable properties, e.g., subdivision-freeness,
contain expander graphs, a hyperfinite subproperty
might seem somewhat surprising. (A subproperty of
a property Π is a subset of graphs in Π that is also in-
variant under graph isomorphism.) Indeed, the com-
plement of every non-trivially constant-query testable
property also contains hyperfinite graphs, where a
property is non-trivially testable if it is testable and
there exists an ε > 0 such that there is an infinite
number of graphs that are ε-far from Π.

Theorem 1.1. Every constant-query testable prop-
erty Π of bounded-degree graphs is either finite or
contains an infinite hyperfinite subproperty. Also,
the complement of every non-trivially constant-query
testable graph property contains an infinite hyperfi-
nite subproperty.

To our best knowledge, our theorem gives the
first non-trivial result on the combinatorial struc-
ture of every constant-query testable property in
bounded-degree graphs. A direct corollary from our
main result is that expansion and the k-clusterability
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property are not constant-query testable, as any hy-
perfinite graph will have many small subsets with
small expansion and thus does not satisfy the proper-
ties. Indeed, a much stronger lower bound of Ω(

√
n)

on the query complexity for testing these two prop-
erties was already known prior to this work [GR00].
However, our result further implies that every infinite
intersection of a family of expander graphs with any
other property is also not testable.

Corollary 1.1. Let Π be a property that does not
contain an infinite hyperfinite subproperty, and let Π′

be an arbitrary property such that Π∩Π′ is an infinite
set. Then, Π ∩Π′ is not testable.

Note that in general, the intersection of a prop-
erty that is not constant-query testable with another
property may be testable. For example, the property
of being planar and bipartite is testable since it is a
hyperfinite property [NS13]. However, bipartiteness
is not constant-query testable [GR02].

We then study the question whether a simi-
lar result can be obtained for expander or near-
expander subproperties in testable non-hyperfinite
properties. Expander graphs are those that are
well connected everywhere, and thus can be thought
as anti-hyperfinite graphs. Indeed, many known
testable, while non-hyperfinite, properties do con-
tain infinite expander subproperties. Typical ex-
amples include k-connectivity, subgraph-freeness and
subdivision-freeness. However, this turns out to not
be the case in general. We show that there exists
a testable property that is not hyperfinite and every
graph in the property has distance Ω(n) to being an
expander graph: The property consists of all graphs
that have a connected component on ⌈|V |/2⌉ vertices
and all other vertices are isolated.

Theorem 1.2. There exists an infinite graph prop-
erty Π of bounded-degree graphs such that

• Π is testable (with 2-sided error) with query
complexity O(d/ε2),

• Π is not hyperfinite,

• every graph in Π differs in Ω(n) edges from every
connected graph.

Motivated by the above result we also obtain
a theorem (Theorem 5.1) that shows that we can
partition the set of vertices of every bounded degree
graph into a constant number of subsets and a
separator set, such that the separator set is small
and the distribution of k-discs on every subset of a
partition class, is roughly the same as that of the
partition class if the subset has small expansion.

1.2 Our Techniques It is well known that
constant-time property testing in the bounded-degree
graph model is closely connected to the distribu-
tion of k-disc isomorphism types (see, for example,
[BSS10, NS13]). The k-disc of v ∈ V is the rooted
subgraph that is induced by all vertices at distance
at most k from v and has root v, i.e. the local
subgraph that can be explored by running a BFS
upto depth k. Thus, the distribution of k-disc iso-
morphism types describes the local structure of the
graph. We then show (in Theorem 3.1) that every
constant-query property tester can be turned into a
canonical tester that is based on approximating the
k-disc distribution and decides based on a net over
the space of all distribution vectors. Technically, our
proof for this result mostly follows an earlier con-
struction of canonical testers introduced in [GR11]
(see also [CPS16, MMPS17]).

We then exploit a result by Alon [Lov12, Propo-
sition 19.10] that is derived from open questions in
graph limits theory. Alon proved that for every
bounded-degree graph G, there exists a graph of con-
stant size H whose k-disc distribution can be made
arbitrarily close (in terms of ℓ1 norm distance) to the
k-disc distribution of G. Given a graph G on n ver-
tices from some constant-query testable property Π
we can use multiple copies of H to obtain a graph
that consists of connected components of constant
size and whose distribution of k-discs is close to that
of G. The latter implies that a canonical tester will
behave similarly on H and G and thus accepts with
probability at least 2/3. Although H does not neces-
sarily have the tested property, it must be close to it.
This implies that there exists a graph H ′ in Π from
which we can remove εdn edges to partition it into
small connected components. Thus, H ′ is (ε,Oε(1))-
hyperfinite, where Oε(1) is a constant depending on
ε. However, H ′ may not be (ε′, Oε′(1))-hyperfinite
for ε′ < ε. The challenge is how to construct such a
graph.

In order to do so, we proceed as follows. For every
suitable choice of n, we construct a series of n-vertex
graphs Hi such that each Hi approximately inherits
the (ε,Oε(1))-hyperfinite properties of all graphs Hi′

for all i′ < i. The key idea is to maintain the
hyperfinite properties of Hi by causing only a small
perturbation of its k-disc vector. Carefully choosing
the parameters of this process, at the end we obtain
a graph H(n) that is ρ(ε)-hyperfinite for a monotone
function ρ(·) and every ε > 0.

In order to show that we cannot obtain a similar
result for expander graphs in non-hyperfinite proper-
ties, we have designed the aforementioned property
of graphs which consist of a connected component
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on half of the vertices and all other vertices are iso-
lated. Our proof of testability combines earlier ideas
of testing connectivity with simple sampling based
estimation of the number of isolated vertices.

1.3 Other Related Work Goldreich and
Ron [GR11] gave characterizations of the graph
properties that have constant-query proximity-
oblivious testers for bounded-degree graphs and
for dense graphs. As noted in [GR11], such a
class of properties is a rather restricted subset of
the class of all constant-query testable properties.
Hyperfiniteness is also closely related to graphings
that have been investigated in the theory of graph
limits [Ele07, Sch08, Lov12].

2 Preliminaries

Let G = (V,E) be a graph with maximum degree
bounded by d, which is assumed to be a constant.
We also call G a d-bounded graph.

Definition 2.1. A graph property Π is a set of
graphs that is invariant under graph isomorphism.
If all the graphs in Π have maximum degree upper
bounded by d, then we call Π a d-bounded graph
property. We let Πn ⊆ Π denote the set of graphs
in Π with n vertices. Note that Π = ∪n≥1Πn.

Let Π denote the complement of Π, i.e., Π =
U\Π, where U denotes the set of all d-bounded graphs.
Let Πn denote the set of n-vertex graphs that are not
in Πn, i.e., Πn = Un \ Πn, where Un denotes the set
of all d-bounded n-vertex graphs.

A subset Π′ ⊆ Π is called a subproperty of Π if
Π′ is invariant under graph isomorphism.

We have the following definition on graphs that
are far from having some property.

Definition 2.2. Let Π = ∪n≥1Πn be a d-bounded
graph property. An n-vertex graph is said to be ε-far
from having property Πn if one has to modify more
than εdn edges to make it satisfy Πn.

Let Πn;>ε denote the set of all n-vertex graphs
that are ε-far from Πn. Let Π>ε ⊆ Π be the set of all
graphs that are ε-far from Π, i.e., Π>ε = ∪n≥1Πn;>ε.

Given a property Π = ∪n≥1Πn, an algorithm is
called a tester for Π, if it takes as input parameters
0 < ε ≤ 1, n, d, and has query access to the adjacency
lists of an n-vertex d-bounded graph G, and with
probability at least 2/3, accepts G if G ∈ Πn and
rejects G if G ∈ Πn;>ε. The following gives the
definition of constant-query testable properties.

Definition 2.3. We call a d-bounded graph property
Π = ∪n≥1Πn (constant-query) testable, if there exists

a tester for Π that makes at most qΠ = qΠ(ε, d)
queries for some function qΠ(·, ·) that depends only
on ε, d.

k-Discs and frequency vectors. The notions
of k-discs and frequency vectors play an important
role for analyzing constant-query testable properties.
For any vertex v ∈ V , we let disck(G, v) denote the
subgraph rooted at v that is induced by all vertices
that are at distance at most k from v. For any two
rooted subgraphs H1, H2, we say H1 is isomorphic
to H2, denoted by H1 ≃ H2, if there exists a root-
preserving mapping Φ : V (H1) → V (H2) such that
(u, v) ∈ E(H1) if and only if (Φ(u),Φ(v)) ∈ E(H2).
Note that for constant d, the total number of possible
non-isomorphic k-discs is also a constant, denoted by
N(d, k). Furthermore, we let Tk = {∆1, · · · ,∆N} be
the set of all isomorphism types of k-discs in any d-
bounded graph, where N = N(d, k). Finally, we let
freqk(G) denote the frequency vector of G which is
indexed by k-disc types in Tk such that

freqk(G)∆ =
|{v ∈ V : disck(G, v) ≃ ∆}|

n

for any ∆ ∈ Tk, i.e., freqk(G)∆ denotes the fraction
of vertices in G whose k-discs are isomorphic to
∆. Furthermore, for any subset S of G, we let
freqk(S | G) denote the vector that is indexed by
types in Tk such that

freqk(S | G)∆ =
|{v ∈ S : disck(G, v) ≃ ∆}|

|S|

for any ∆ ∈ Tk, i.e., freqk(S | G)∆ denotes the frac-
tion of vertices in S whose k-discs in G are isomor-
phic to ∆. Note that freqk(G) = freqk(V | G). If S
contains a single element x, we write freqk(x | G) =
freqk(S | G).

For any vector f , we let ‖f‖1 denote its ℓ1-norm.
We have the following simple lemma on the ℓ1-norm
distance of the frequency vectors of two graphs that
are ε-close to each other. The proof follows from the
proof of Corollary 3 in [FPS15], while we provide a
proof here for the sake of completeness.

Lemma 2.1. Let ε > 0 and k ≥ 1. Let G1, G2 be d-
bounded graphs such that G1 is ε-close to G2. Then,
‖freqk(G)− freqk(G2)‖1 < 6εdk+1.

Proof. Let F := E(G1)△E(G2) denote the set of
edges that appear only in one of the two graphs
G1, G2. Since G1 is ε-close to G2, it holds that
|F | ≤ εdn. Note that for any e ∈ F , the total number
of vertices that are within distance at most k to either
of its endpoint is at most 2(1+d+d(d−1)+· · ·+d(d−
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1)k−1) ≤ 3dk. This further implies that the total
number of vertices that may have different k-disc
types in G1 and G2 is at most |F | · 3dk ≤ 3εdk+1n.
Finally, we note that each vertex with different k-disc
types in G1 and G2 contributes at most 2

n to the
ℓ1-norm distance of freqk(G1) and freqk(G2), which
implies that

‖freqk(G1)− freqk(G2)‖1 < 3εdk+1n · 2
n
= 6εdk+1.

This completes the proof of the lemma.

The converse to the above lemma is not true
in general, that is, it is not true that the closeness
of the frequency vectors of two graphs implies the
closeness of these two graphs. However, Benjamini et
al. [BSS10] showed that the converse somehow still
holds for hyperfinite graphs. More precisely, they
proved the following result.

Lemma 2.2. (Theorem 2.2 from [BSS10]) Let
d, s ≥ 1 and ε > 0. Let Λ1 be the set of (ε, s)-
hyperfinite d-bounded graphs, and let Λ2 be the set
of d-bounded graphs that are not (4ε log(4d/ε), s)-
hyperfinite. Then it holds that for any graph G1 ∈ Λ1

and graph G2 ∈ Λ2,

‖freqk(G1)− freqk(G2)‖1 >
8ε

d
log(4/3),

where k = 10sd2s+1/ε.

Frequency preservers and blow-up graphs.

The following lemma is due to Alon, and it roughly
says that for any n-vertex d-bounded graph, there al-
ways exists a “small” graph whose size is independent
of n that preserves the local structure well, i.e., its
k-disc frequencies.

Lemma 2.3. (Proposition 19.10 in [Lov12])
For any δ > 0 and d, k ≥ 1, there exists a function
Md(δ, k) such that for every n-vertex graph G, there
exists a graph H of size at most Md(δ, k) such that
‖freqk(G)− freqk(H)‖1 < δ.

Definition 2.4. ((δ, k)-DFP) We call the small
graph H obtained from Lemma 2.3 a (δ, k)-disk fre-
quency preserver (abbreviated as (δ, k)-DFP) of G.

We remark that though we know the existence of
the function Md(δ, k) that upper bounds the size of
some (δ, k)-DFP, there is no known explicit bound on
Md(δ, k) for arbitrary d-bound graphs (see [FPS15]
for explicit bounds of Md(δ, k) for some special classes
of graphs).

We use DFPs as a building block to construct
n-vertex graphs that have constant-size connected

components and approximately preserve the k-disc
frequencies of a given n-vertex graph G. More
precisely, we have the following definition.

Definition 2.5. (Blow-Up Graph) Let δ, k > 0,
and let G be a d-bounded n-vertex graph. Let H be a
(δ, k)-DFP of G graph of size h ≤Md(δ, k). Let H ′ be
the n-vertex graph that is composed of ⌊n/h⌋ disjoint
copies of H and n − h · ⌊n/h⌋ isolated vertices. We
call H ′ the (δ, k)-blow-up graph of G.

The following lemma follows directly from the
above definition of blow-up graphs and the fact that
the blow-up graph contains at most h ≤ Md(δ, k)
isolated vertices.

Lemma 2.4. Let δ, d, k > 0. Let n ≥ n0(δ, d, k) :=
20Md(δ, k)/δ. Let G be any d-bounded n-vertex graph
and let H be the (δ, k)-blow-up graph of G. We have
‖freqk(G)− freqk(H)‖1 < 1.1δ.

Expansion and expander graphs. Let G =
(V,E) be a d-bounded graph. Let S ⊂ V be a subset
such that |S| ≤ |V |/2. The expansion or conductance

of set S is defined to be φG(S) = e(S,V \S)
d|S| , where

e(S, V \ S) denotes the number of crossing edges
from S to V \ S. The expansion of G is defined
as φ(G) := minS:|S|≤|V |/2 φG(S). We call G a φ-
expander if φ(G) ≥ φ. We simply call G an expander
if G is a φ-expander for some universal constant φ.

3 Constant-Query Testable Properties and

Hyperfinite Properties

In this section, we give the proof of main theorem,
i.e., Theorem 1.1. We first give the necessary tools in
Section 3.1, and then give the proof of the first part
and second part of Theorem 1.1 in Section 3.2 and
3.3, respectively.

3.1 Basic Tools The following is a direct corollary
of Lemma 2.2 by Benjamini et al. [BSS10].

Lemma 3.1. Let ε, s > 0. Let Π be a testable graph
property. Suppose there exists a graph G ∈ Πn that
is (ε, s)-hyperfinite. Then, every graph G′ ∈ Πn

such that ‖freqk(G) − freqk(G
′)‖1 < 8ε

d log(4/3) is

(4ε log 4d
ε , s)-hyperfinite, where k = 10sd2s+1/ε.

Our second tool is the following characterization
of constant-query testable properties by the so-called
canonical tester. Such a characterization is similar
to the previous ones given in [GR11, CPS16] for
bounded-degree testable graph properties. The main
difference here is that our canonical tester makes
decisions based on the frequency vectors, instead of
the forbidden subgraphs as considered in the previous
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work. We have the following theorem, whose proof is
deferred to Section 3.4.

Theorem 3.1. (Canonical Tester) Let
Π = (Πn)n∈N be a graph property that can be
tested with query complexity qΠ(ε, d). Then there
exists t := c · qΠ(ε, d) for some constant c > 1,
n1 := n1(ε, d) such that for any ε > 0, d, n ≥ n1,
there exists a tester TC that

1. accepts any d-bounded n-vertex graph G with
probability at least 2/3, if minG′∈Πn

‖freqt(G) −
freqt(G

′)‖1 ≤ 1
12t ,

2. rejects any d-bounded n-vertex graph
G with probability at least 2/3, if
minG′∈Πn;>ε

‖freqt(G)− freqt(G
′)‖1 ≤ 1

12t .

The canonical tester has query complexity q̂Π(ε, d) ≤
t · dt+2.

3.2 Infinite Testable Property Contain Infi-

nite Hyperfinite Subproperties We now prove
the first part of Theorem 1.1, i. e., every infinite
testable property contains an infinite hyperfinite sub-
property.

We start by showing that for any fixed ε, and
any graph G in a testable property Π, we can find
another graph G′ such that G′ is (ε, s)-hyperfinite
and the frequency vectors of G and G′ are close.

Lemma 3.2. Let δ, ε, k > 0. Let ε′ = min{ε, δ
18dk+1 }.

Let n ≥ n2(ε, δ, d, k). Let Π be a testable graph
property with query complexity qΠ = qΠ(ε, d) and let
G ∈ Πn. Then, there exists G′ ∈ Πn such that

• G′ is (ε,Md(
δ′

3 , k
′))-hyperfinite, and

• ‖freqk(G)− freqk(G
′)‖1 < δ,

where δ′ = min{δ, 1
5c·qΠ(ε′,d)} and k′ = max{k, c ·

qΠ(ε
′, d)} for some constant c > 1.

Proof. Let n2(ε, δ, d, k) = max{n0(
δ′

3 , d, k),
n1(ε

′, d)}, where n0, n1 are the numbers in the
statements of Lemma 2.4 and Theorem 3.1, respec-
tively. Let t = c · qΠ(ε′, d) for the constant c > 1
from Theorem 3.1. By definition, it holds that
t ≤ k′. Let H be the ( δ

′

3 , k
′)-blow-up graph of G. By

Lemma 2.4 and our assumption that n ≥ n2, it holds
that ‖freqk′(G) − freqk′(H)‖1 ≤ 1.1δ′

3 , which implies
that

‖freqt(G)− freqt(H)‖1 ≤
1.1δ′

3
≤ 1

12t
,(3.1)

as t satisfies that 1
5t ≥ δ′ and that t ≤ k′.

Let TC be the canonical tester for Π with pa-
rameter ε′ with corresponding query complexity t =
q̂Π(ε

′, d). Then by Theorem 3.1, TC will accept H
with probability at least 2/3. This implies that H is
ε′-close to Π. Let G′ ∈ Π such that H is ε′-close to
G′. We claim that G′ is the graph we are looking for.

First, we show that G′ is (ε,Md(
δ′

3 , k
′)))-

hyperfinite. Recall that by definition, H is com-
posed of ⌊n/h⌋ disjoint copies of a graph of size h and

n− h · ⌊n/h⌋ isolated vertices, where h ≤Md(
δ′

3 , k
′).

This implies that H is (0,Md(
δ′

3 , k
′))-hyperfinite. It

follows that G′ is (ε,Md(
δ′

3 , k
′))-hyperfinite because

we can remove at most ε′dn ≤ εdn edges from G′

to obtain a graph of which all connected components
have size at most Md(

δ′

3 , k
′).

Second, we prove that ‖freqk(G)− freqk(G
′)‖1 ≤

δ. Note that the bound given by inequality (3.1)
implies

‖freqk(G)− freqk(H)‖1 ≤
1.1δ′

3
≤ 1.1δ

3
,

as k ≤ k′ and δ ≥ δ′. Now since H and G′ are ε′-close
to each other, by Lemma 2.1, we have that

‖freqk(H)− freqk(G
′)‖1 < 6ε′dk+1 ≤ δ

3
,

where the last inequality follows from our setting of
parameters. The claim then follows by applying the
triangle inequality. This completes the proof of the
lemma.

The above lemma only guarantees that for every
fixed ε > 0, and graph G ∈ Πn, one can find a
graph Gε ∈ Πn that is (ε,Md(δ

′, k′))-hyperfinite (for
δ′ and k′ as in Lemma 3.2). However, we cannot
directly use Gε to construct an infinite hyperfinite
subproperty. Recall that a set Π of graphs is called
to be a hyperfinite property if there exists a function
ρ : (0, 1] → N such that Π is (ε, ρ(ε))-hyperfinite
for every ε > 0. Now, for any ε′ < ε, we cannot
guarantee that after removing ε′dn edge from Gε,
one can obtain a graph that is the union of connected
components of constant size. Furthermore, it is not
guaranteed that Gε1 ≃ Gε2 if ε1 6= ε2.

Our idea of overcoming the above difficulty is to
start with the above hyperfinite graph G0 := Gε ∈
Πn for some fixed ε > 0, and then iteratively con-
struct a sequence of graphs Gi ∈ Πn with i ≥ 1
from Gi−1. The constructed graph Gi+1 is guaran-
teed to inherit hyperfinite properties from Gi. The
key idea is to maintain the hyperfinite properties of
Gi by causing only a small perturbation of its k-disc
vector. Choosing the parameters in this process care-
fully, we can maintain these hyperfinite properties for
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the whole sequence of graphs. Now we give the de-
tails in the following lemma. Note that the first part
of Theorem 1.1 follows from this lemma.

Lemma 3.3. Let Π be an infinite d-bounded graph
property that is testable with query complexity
qΠ(ε, d). Then, there exists Π′ ⊆ Π such that

• Π′ is an infinite subproperty of Π, and

• there exists a monotonically decreasing function
ρ : (0, 1]→ N such that Π′ is (ε, ρ(ε))-hyperfinite
for every ε > 0.

Proof. Let X := {|V | : G = (V,E) ∈ Π} be the set of
sizes |V (G)| of graphs G in Π. Since Π is an infinite
graph property, it holds that X is also an infinite
set. We show there exists a monotonically decreasing
function ρ : (0, 1] → N such that for each n ∈ X,
we can find a graph H(n) ∈ Πn that is (ε, ρ(ε))-
hyperfinite for every ε > 0. This will imply that the
set Π′ = {H(n) : n ∈ X} is an infinite ρ-hyperfinite
property, which will then prove the lemma.

Let us now fix an arbitrary n ∈ X and let
G ∈ Πn be an arbitrary graph in Πn. We let
FindHyper(G, δ, ε, k,Πn) denote the graph G′ that
is obtained by applying Lemma 3.2 on G ∈ Πn with
parameters δ, ε, k. Now we construct H(n) as follows.

Let ε1 = 1
10 . Let δ1 = 4ε1/d log(4/3) and

let k1 = 1. If n < n3(d) := n2(ε1, δ1, d, k1) =
n2(

1
10 ,

2
5d log(4/3), d, 1), where n2 is the number given

in Lemma 3.2, then we simply let H(n) = G, which
is a finite graph of size at most n3. In the following,
we assume that n ≥ n3.

Let G0 = G. We start by applying Lemma 3.2
to G0 with parameters δ = δ1, ε = ε1 and k = k1 to
obtain a graph G1 that is (ε1, s1)-hyperfinite, where

s1 := Md(
δ′1
3 , k

′
1) and δ′1 = min{δ1, 1

5c·qΠ(ε′1,d)
}, k′1 =

max{k1, c · qΠ(ε′1, d)}, ε′1 = min{ε1, δ1
18dk1+1 }.

We now iteratively construct a new n-vertex
graph Gi+1 from a graph Gi that is (εi, si)-

hyperfinite, where si := Md(
δ′i
3 , k

′
i). Let

δi+1 := δi/2, εi+1 := εi/2,

ki+1 := max{ki, 10sid2si+1/εi}.

We apply Lemma 3.2 to Gi with parameters ε =
εi+1, δ = δi+1 and k = ki+1 to obtain a graph
Gi+1 that is (εi+1, si+1)-hyperfinite, where si+1 :=

Md(
δ′i+1

3 , k′i+1), and

δ′i+1 = min{δi+1,
1

5c · qΠ(ε′i+1, d)
},

k′i+1 = max{ki+1, c · qΠ(ε′i+1, d)},

ε′i+1 = min{εi+1,
δi+1

18dki+1+1
}.

Finally, we stop the process after the i′-th iteration
such that εi′dn < 1. We set H(n) = Gi′ . The pseudo-
code of the whole process is given in Algorithm 1
(which invokes Algorithm 2 for setting the parameters
as a subroutine).

Algorithm 1 Construction of H(n)

1: procedure Construct(G,Πn)
2: G0 ← G, ε1 ← 1

10
3: δ1 ← 4ε1/d log(4/3), k1 ← 1
4: G1 ←FindHyper(G0, δ1, ε1, k1,Πn)
5: s1 ←SetSize(ε1, δ1, k1,Πn)
6: i← 1
7: while εidn ≥ 1 do

8: εi+1 ← εi/2, δi+1 ← δi/2
9: ki+1 ← max{ki, 10sid2si+1/εi}

10: Gi+1 ←FindHyper(Gi, δi+1, εi+1, ki+1,Πn)
11: si+1 ←SetSize(εi+1, δi+1, ki+1,Πn)
12: i← i+ 1

13: return H(n) ← Gi

14: end procedure

Algorithm 2 Set the value of s

1: procedure SetSize(ε, δ, k,Πn)
2: ε′ ← min{ε, δ

18dk+1 }
3: δ′ ← min{δ, 1

5c·qΠ(ε′,d)}
4: k′ ← max{k, c · qΠ(ε′, d)}
5: s←Md(

δ′

3 , k
′)

6: return s
7: end procedure

Now we also note that by the construction and
Lemma 3.2, it holds that for any i ≥ 0,

‖freqki+1
(Gi+1)− freqki+1

(Gi)‖1 < δi+1.

By noting that kj ≤ ki+1 for any j ≤ i + 1, we have
that

‖freqkj
(Gi+1)− freqkj

(Gi)‖1
≤ ‖freqki+1

(Gi+1)− freqki+1
(Gi)‖1< δi+1.

Furthermore, we have the following claim.

Claim 3.1. It holds that ‖freqkj
(Gi+1) −

freqkj
(Gj)‖1 < 8εj/d log(4/3) for all j ≤ i+ 1.

Proof. Recall that εi+1 = εi/2 and δi+1 = δi/2 for
all i > 1. We have

‖freqkj
(Gi+1)− freqkj

(Gj)‖1
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≤
i

∑

ℓ=j

‖freqkj
(Gℓ+1)− freqkj

(Gℓ)‖1

≤ δj

i
∑

ℓ=j

1

2ℓ−j

≤ 2δj ,

where the first inequality follows from the triangle
inequality and the second inequality follows from the
convergence of the geometric series

∑∞
ℓ=0 2

−ℓ = 2.
Since δj = δ1

2j−1 , εj = ε1
2j−1 and δ1 = 4ε1/d log(4/3),

it holds that δj =
4εj

d log(4/3) . This completes the proof

of the claim.

Now by the fact that Gj ∈ Πn is (εj , sj)-
hyperfinite, Claim 3.1 and Lemma 3.1, it follows that
Gi+1 is (4εj log

4d
εj
, sj)-hyperfinite, for any j ≤ i+ 1.

In particular, let i′ denote the index such that
our algorithm outputs Gi′ , i.e., H(n) = Gi′ . For any
ε > 0, jε = min{i | 1 ≤ i ≤ i′, 4εi log

4d
εi
≤ ε}. It is

important to note that even though i′ might depend
on n, the index jε is always independent of n, and
depends only on ε.

Then we define

ρ(ε) := max{n3(d), sjε}.

By the above analysis, for any n ∈ X with
n ≥ n3(d), we find an n-vertex graph H(n) ∈ Πn

satisfying the following: for any ε > 0, there exists jε
such that by removing (4εjε log

4d
εjε

) ·dn ≤ εdn edges,

one can decompose H(n) into connected components
each of which has size at most sjε ≤ ρ(ε). Thus, it
holds that H(n) is (ε, ρ(ε))-hyperfinite for any ε > 0.

This completes the proof of the lemma.

3.3 Every Complement of a Non-Trivially

Testable Property Contains a Hyperfinite

Subproperty We now prove the second part of The-
orem 1.1, i. e., the complement of every non-trivially
testable property contains a hyperfinite subproperty.
The formal definition of non-trivially testable prop-
erty is given as follows.

Definition 3.1. (non-trivially testable) A
graph property Π is non-trivially testable if it is
testable and there exists ε > 0 such that the set of
graphs that is ε-far from Π is infinite.

Note that for a property that is not non-trivially
testable, for any ε > 0, we can always accept all
graphs of size n ≥ n4, where n4 := n4(ε) is a finite
number (that might not be computable) such that
there are at most n4 graphs that are ε-far from having

the property. For graphs of size smaller than n4, one
can simply read the whole graph to test if the graph
satisfies the property or not.

The second part of Theorem 1.1 will follow from
the following lemma.

Lemma 3.4. The complement of every non-trivially
testable d-bounded graph property Π contains an in-
finite (0, c)-hyperfinite subproperty, where c depends
only on Π.

Proof. Since Π is non-trivially testable, by Defini-
tion 3.1, there exists ε > 0 and an infinite set N ⊆ N

such that for every n ∈ N , Πn;>ε is non-empty. Let
ε > 0 be the largest value such that Π>ε contains
an infinite number of graphs. Let δ = 1

13t , where
t := qΠ(ε, d) denotes the query complexity of Π. Let
k = q̂Π(ε, d) = t2t. Fix an arbitrary n ∈ N such that
n ≥ n0, where n0 = n0(δ, d, k) is the number given in
Lemma 2.4. Let Gn ∈ Πn;>ε be an arbitrary graph in
Πn;>ε. Let H(n) be the (δ, k)-blow-up graph of Gn.
Note that H(n) is (0, k)-hyperfinite. Now we claim
that H(n) /∈ Π.

Assume on the contrary that H(n) ∈ Π. By
Lemma 2.4, ‖freqk(Gn) − freqk

(

H(n)
)

‖1 ≤ 1.1δ.
Therefore, by Theorem 3.1, the canonical tester for
Π accepts Gn with probability at least 2/3, which is
a contradiction to the fact that Gn ∈ Πn;>ε. The
lemma follows by defining the set Π′ := {H(n) : n ∈
N} and c = k = qΠ(ε, d)

2qΠ(ε,d).

3.4 Proof of Theorem 3.1 In this section, we
give the proof sketch of Theorem 3.1. The first part
(i.e., the transformations from the original tester T to
the canonical tester TC) of the proof follows from the
proof of the canonical testers in [GR11, CPS16], and
we sketch the main ideas for the sake of completeness.
The last part (i.e., how the behaviour of tester TC
relates to the frequency vector) of the proof differs
from previous work and it is tailored to obtain the
characterization as stated in the theorem, which in
turn will be suitable for our analysis of the structures
of constant-query properties.

Proof. [Proof Sketch of Theorem 3.1] Let T be a
tester for Πn on n-vertex graphs with error proba-
bility (reduced to) at most 1

24 . The query complexity
of the tester T will be t := c · qΠ(ε, d) for some con-
stant c > 1, where qΠ(ε, d) is the query complexity of
the tester for Π with error probability at most 1

3 . We
will then transform T to a canonical tester TC in the
same way as in the proof of Lemma 3.1 in [CPS16]
(see also [GR11]).

Slightly more precisely, we first convert T into
a tester T1 that samples random t-discs of the input
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graph and answers all of T ’s queries using the corre-
sponding subgraph H. That is, it samples a set S of
t vertices and then makes its decision on the basis of
the t-discs rooted at vertices in S by using uniformly
random ordering of vertices and emulating the exe-
cution of T accordingly on the permuted graph.

Then, we convert T1 into a tester T2 whose
output depends only on the edges and non-edges in
the explored subgraph, the ordering of all explored
vertices and its own random coins. This can be
done by letting T2 accept the input graph G with
the average probability that T1 accepts G over all
possible labellings of H with corresponding sequences
of queries and answers.

Next, we convert T2 into the final tester T3
whose output is independent of the ordering of all
explored vertices. This can be done by letting T3
accept with probability that is equal to the average
of all acceptance probabilities of T2 over all possible
relabellings of vertices in H.

Finally, we convert T3 into a tester TC that
returns the output deterministically according to the
unlabeled version of the explored subgraph and its
roots. This can be done by letting TC accepts the
input graph if and only if the probability associated
with the explored subgraph H is at least 1/2.

By similar arguments in the proof of Lemma 3.1
in [CPS16], we can show that TC is a tester for Π
that has error probability at most 1/12. That is, for
each G ∈ Πn, TC accepts G with probability at least
1− 1

12 . For any graph G ∈ Πn;>ε, TC rejects G with
probability at least 1 − 1

12 . Furthermore, note that
the query complexity of TC is at most t · dt+2.

Now if we let n1 := 12d2tt2, then for any n ≥ n1,

it holds that with probability at least 1 − d2tt2

n ≥
1 − 1

12 , none of the t sampled t-discs will intersect.
That is, with probability 1 − 1

12 , the decision of the
tester TC will only depend on the structure (or the
isomorphic types) of the explored t disjoint t-discs.

Let δC = 1
12t . We now consider the input graph

G satisfying that minG′∈Πn
‖freqt(G)− freqt(G

′)‖1 ≤
δC . Let G′ ∈ Πn denote a graph for which this
minimum is attained. Note that there is a bijec-
tion Φ : V (G) → V (G′) such that disct(G, v) ≇

disct(G
′,Φ(v)) for at most a δC-fraction of the ver-

tices v ∈ V (G). Recall that S denotes the sample
set. Note that for any vertex v that is sampled inde-
pendently and uniformly at random, the probability
that disct(G, v) ≇ disct(G

′, v) is bounded by the to-
tal variation distance of freqt(G) and freqt(G

′), which
is at most δC/2 by our assumption. By the union
bound, the probability that there exists some vertex
v ∈ S with disct(G, v) ≇ disct(G

′,Φ(v)) is at most
|S| · δC ≤ t · 1

12t ≤ 1
12 . Since TC rejects G′ with

probability at most 1
12 and the probability that there

exists some pair of all t sampled t-discs intersecting
is at most 1

12 , TC rejects G with probability at most
1
12 + 1

12 + 1
12 = 1

4 .
The case when G satisfying that

minG′∈Πn;>ε
‖freqt(G) − freqt(G

′)‖1 ≤ δC can
be analyzed analogously. In particular, if G satisfies
this condition, then TC accepts G with probability
at most 1

12 + 1
12 + 1

12 = 1
4 .

Therefore, TC accepts (resp. rejects) G with
probability at least 1− 1

4 > 2
3 , if minG′∈Πn

‖freqt(G)−
freqt(G

′)‖1 ≤ δC (resp. if minG′∈Πn;>ε
‖freqt(G) −

freqt(G
′)‖1 ≤ δC).

This completes the proof of the theorem.

4 Do Testable Non-Hyperfinite Properties

Contain Infinitely Many Expanders?

In the light of the previous result, a natural question
is whether every testable infinite property that is
not hyperfinite must contain an infinite subproperty
that consists only of expander graphs or graphs that
are close to an expander graph. Unfortunately,
such a statement is not true as the aforementioned
Theorem 1.2 shows. In the following, we present the
proof of Theorem 1.2.

Proof. [Proof of Theorem 1.2] We start by defining
the graph property. Π consists of all graphs G =
(V,E) with maximum degree d that have a single
connected component with ⌈|V |/2⌉ vertices and the
remaining ⌊|V |/2⌋ connected components are isolated
vertices. We observe that Π is not hyperfinite as the
big connected component may be an expander graph
and so it requires to remove Ω(n) edges to partition
it into small connected components. Furthermore,
it requires to insert Ω(n) edges to make the graph
connected, which is a necessary condition for having
expansion greater than 0. Finally, we show that
the property can be tested with query complexity
O(d/ε2).

The algorithm consists of two stages. In the
first stage, we sample O(1/ε2) vertices uniformly
at random and estimate the number of isolated
vertices. We reject, if this number differs from
⌊|V |/2⌋ by more than ε|V |/8. In the second stage,
we sample another O(1/ε) vertices and perform, for
every sampled vertex v, a BFS until we have explored
the whole connected component of v or we have
explored more than 12/ε vertices. We may assume
that the graph contains more than, say, 100/ε vertices
as otherwise, we can simply query the whole graph.
The tester rejects, if it finds a connected component
that is not an isolated vertex.

We now prove that the above algorithm (with

722
Copyright © 2019

Copyright for this paper is retained by authors

D
ow

nl
oa

de
d 

06
/1

8/
19

 to
 1

43
.1

67
.2

9.
10

3.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



proper choice of constants) is a property tester. Our
analysis (in particular for the second stage) uses
some ideas that were first introduced in an analysis
of a connectivity tester in [GR02]. We first show
that the tester accepts every G ∈ Π. For some
sufficiently large constant in the O-notation we obtain
by Chernoff bounds that the first stage of the tester
approximates with probability at least 9/10 such that
the number of isolated vertices in G with an additive
error of ε|V |/8. If this approximation succeeds, the
first stage of the tester does not reject. Furthermore,
the second stage never rejects a graph G ∈ Π. Thus,
the tester accepts with probability at least 9/10. Next
consider a graph that is ε-far from Π and begin with
the following claim.

Claim 4.1. Let G be ε-far from Π. Then either the
number of isolated vertices in G differs by more than
ε|V |/4 from ⌊|V |/2⌋ or there are more than ε|V |/12
connected components of size at most 12/ε that are
not isolated vertices.

Proof. Assume that the claim is not true and there is
a graph G that is ε-far from Π, the number of isolated
vertices in G differs by at most ε|V |/4 from ⌊|V |/2⌋
and there are at most ε|V |/12 connected components
of size at most 12/ε that are not isolated vertices.
We will argue that in this case, we can modify at
most εdn edges to turn G into a graph that has Π,
which is a contradiction. We start with the connected
components that are not isolated vertices. We can
add a single edge to connect two such components.
However, we must make sure that we are not violating
the degree bound. If both connected components
have a vertex of degree at most d− 1, we can simply
add an edge to connect them. If all vertices of a
connected component have degree d > 1 then the
component contains a cycle. We can remove an edge
from the cycle without destroying connectivity. Thus,
we need to modify at most 3 edges to connect two
connected components. We observe that there are
at most εn/12 connected components of size more
than 12/ε and so there are at most εn/6 connected
components that are not isolated vertices. We can
create a single connected component out of them by
modifying εn/2 edges. Our previous modifications
did not change the number of isolated vertices in G,
so it still differs by at most ε|V |/12 from ⌊|V |/2⌋. If
there are too many isolated vertices, we can connect
each of them to the big connected component with
at most 2 edge modifications resulting in at most
εn/2 modifications. If there are too few isolated
vertices, we need to disconnect vertices from the big
connected component. For this purpose consider a
spanning tree T of the connected component. We will

remove a leave of T . This can be done with d edge
modifications and does not change connectivity. Thus
we can create exactly ⌊|V |/2⌋ isolated vertices using
at most εdn/4 modifications. Overall, the number of
modifications is at most εdn, which proves that the
graph was not ε-far from Π. A contradiction.

It remains to show that our tester rejects any G that
is ε-far from Π. By Claim 4.1 we know that either
the number of isolated vertices in G differs by more
than ε|V |/4 from ⌊|V |/2⌋ or G has at least ε|V |/12
connected components of size at most 12/ε. In the
first case, our algorithm rejects with probability at
least 9/10 as it approximates the number of isolated
vertices with additive error ε|V |/8 and rejects if the
estimate differs by more than ε|V |/4 from ⌊|V |/2⌋.
In the second case we observe that for sufficiently
large constant in the O-notation with probability at
least 9/10 we sample a connected component of size
at most 12/ε. In this case our algorithm detects
the component and rejects. Thus, with probability
at least 9/10 the algorithm rejects. The query
complexity and running time of the algorithm are
dominated by the second stage, which can be done
in O(d/ε2) time.

Since an expander graph is connected, it follows
also that this property contains no graphs that are
close to expander graphs. Consider the k-discs of
graphs from the property Π in the proof of Theorem
1.2. Recall that the graphs from the property consist
of a connected graph on ⌈|V |/2⌉ vertices and ⌊|V |/2⌋
isolated vertices. We may view graphs in Π as
the union of two graphs G1 and G2 of roughly the
same size that satisfy two different properties: G1 is
connected and the G2 has no edges. The k-discs of
these graphs have two interesting properties:

• no k-disc in G1 occurs in G2 and vice versa, and

• their centers cannot be adjacent in any graph.

If G1 and G2 have the above properties then this
means that the k-discs cannot “mix” in any connected
component of another graph. Thus, we know whether
they are supposed to come from G1 or G2, which
is helpful to design a property tester. We remark
that this phenomenon can also happen for other
k-discs like, for example, if G1 is 4-regular and G2

is 6-regular. We believe that understanding this
phenomenon is important for a characterization of
testable properties in bounded-degree graphs as we
can use it to construct other testable properties in a
similar way as above. This motivates the following
definition:
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Definition 4.1. We call two k-disc isomorphism
types D1, D2 with roots u1, u2 incompatible, if there
exists no graph in which two adjacent vertices u1 and
u2 have k-disc type D1 and D2, respectively.

5 Partitioning Theorem for Bounded-Degree

Graphs

The fact that there are testable properties that are
composed of other properties with disjoint sets of
incompatible k-discs (see Definition 4.1) leads to the
question if we can always decompose the vertex
set of a graph into sets such that the k-disc types
behave “similarly” within each set. A simple partition
would be to divide the vertex set according to its
k-disc isomorphism type. But such a partition is
meaningless. In the light of previous work, we
decided to consider the case that a partition has
to have only a small fraction of the edges between
the partition classes. We would like to obtain a
partition into sets S1, . . . , Sr and a set T (which
is a separator), such that no edges are between Si

and Sj for any i 6= j and T is of small size. The
next question is to specify what it means to behave
“similarly”. One such specification is to ask that the
k-disc distribution inside the partition is stable for
every subset. Obviously, this cannot always be the
case unless there is only one k-disc isomorphism type.
Instead, we are only looking at sets that do not have
too many outgoing edges. For these subsets we can
show that they always have roughly the same k-disc
distribution as their partition. The formal theorem
we prove is the following.

Theorem 5.1. Let G = (V,E) be a d-bounded graph.
For every k ≥ 0 and every 1 ≥ δ > 0 the vertex
set V can be partitioned into r ≤ f(δ, d, k) subsets
S1, · · · , Sr and a set T such that

• for every i 6= j there are no edges between Si and
Sj,

• |T | ≤ δd|V |,
• and for every i and every subset X of Si with
φG(X) ≤ δ2 it holds that

‖freqk(X | G)− freqk(Si | G)‖1 ≤ 3δ.

Proof. We will first construct a partition of V into
sets A1, . . . , At for some (possibly very large) value
of t and a set T such that |T | ≤ δd|V | and such
that there are no edges between any pair of Ai and
Aj . Then we construct each set Si as a union of
some of the sets Aj . Finally, we prove that the Si

satisfy the third property (the first two follow from
the construction of the Aj).

We start with T = ∅ and W = V . Let A be a
subset of vertices of W with φG(A) ≤ δ. We may
assume that A contains no proper subset with this
property (otherwise, we take this subset). We put
the neighbors of vertices from A that are not in A
into the set T and remove T from W . We store the
set A as A1 and remove it from W . We then repeat
this process as long as possible computing the sets
A2, A3, . . . . We observe that every vertex is removed
at most once from W . Whenever we remove a set
Ai we move at most δd|Ai| neighbors into T since
φG(Ai) ≤ δ. Hence, |T | ≤ δd|V |. Furthermore,
we observe that by construction there are no edges
between Ai and Aj for any i 6= j.

It remains to construct the sets Si. For this
purpose, we put a δ-net over the space of all k-disc
frequency vectors, i.e. we compute a smallest set
N = {v1, . . . , v|N |} of frequency vectors such that
every frequency vector there exists a vector in N
within l1 distance at most δ. We observe that |N |
is a function of k, d and δ. We then define Si to
be the union of all Aj that have vi as the closest
vector to their frequency vector. It remains to prove
that the Si satisfy the third property for δ2. For this
purpose consider an arbitrary subset X ⊆ Si. We
consider X ∩Aj for the sets Aj whose union Si is. If
X ∩ Aj 6= Aj then we know that φG(X ∩ Aj) > δ.
Recall that the edges that leave X ∩ Aj either go to
Aj \ X or to T , where X ∩ T = ∅. If φG(X) ≤ δ2,
then it holds that at most a δ-fraction of the elements
from X can be from a subset Aj with φG(X∩Aj) > δ.
This is true as otherwise the number of edges crossing
X and V \X is at least δ|X| · δd, which contradicts
the assumption that φG(X) ≤ δ2. Let J be the set
of all indices j such that Aj ∩X = Aj . Hence we get

freqk(X | G)

=
∑

j

∑

x∈X∩Aj

freqk(x | G)

|X|

=
1

|X|
(

∑

j∈J

∑

x∈X∩Aj

freqk(x | G)

+
∑

j /∈J

∑

x∈X∩Aj

freqk(x | G)
)

.

Now let us define X1 = {x ∈ X|x ∈ Aj , j ∈ J} and
X2 = X \ X1. We know that |X2| ≤ δ|X|. We also
observe that

∥

∥

∥

∥

1

|X1|
∑

x∈X1

freqk(x | G)− freqk(Si | G)

∥

∥

∥

∥

1

≤ δ

and
∥

∥

∥

∥

1

|X2|
∑

x∈X2

freqk(x | G)− freqk(Si | G)

∥

∥

∥

∥

1

≤ 2
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since all frequency vectors have l1-norm 1. It follows
that

∥

∥freqk(X | G)− freqk(Si | G)
∥

∥

1

=

∥

∥

∥

∥

1

|X| ·
(

∑

x∈X1

freqk(x | G)

+
∑

x∈X2

freqk(x | G)
)

− freqk(Si | G)

∥

∥

∥

∥

1

=

∥

∥

∥

∥

1

|X| ·
(

∑

x∈X1

freqk(x | G)− |X1| · freqk(Si | G)

+
∑

x∈X2

freqk(x | G)− |X2| · freqk(Si | G)
)

∥

∥

∥

∥

1

≤ |X1|
|X| · δ +

|X2|
|X| · 2

≤ 3δ.

This completes the proof of the theorem.

6 Conclusions

We have shown that every constant-time testable
property in the bounded-degree graph model is either
finite or contains an infinite hyperfinite subproperty.
We hope that this result is a first step to obtain
a full characterization of all testable properties in
bounded-degree graphs. Unfortunately, a similar
result cannot be derived for expander graphs, i.e. it is
not true that every testable infinite property that is
not hyperfinite contains an infinite family of expander
graphs or graphs that are close to expander graphs.
The structure of this counter-example motivated us
to study partitionings of bounded-degree graphs into
sets of vertices such that the distribution of k-discs
on any subset with bounded expansion is close to the
distribution of the set. We hope that this partitioning
will be helpful to make further progress towards a
characterization of all testable properties in bounded-
degree graphs.
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