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Two custom-made In0.5Ga0.5P p+-i-n+ circular mesa spectroscopic X-ray photodiodes with different diameters (200 

ȝm and 400 ȝm) and a 5 ȝm i layer have been characterized for their response to X-ray photons within the energy 

range 4.95 keV to 21.17 keV.  The photodiodes, operating uncooled at 30 °C, were coupled, in turn, to the same 

custom-made charge-sensitive preamplifier.  X-ray fluorescence spectra of high-purity calibration foils excited by 

a Mo target X-ray tube were accumulated.  The energy resolution (Full Width at Half Maximum) increased from 

0.79 keV ± 0.02 keV at 4.95 keV to 0.83 keV ± 0.02 keV at 21.17 keV, and from 1.12 keV ± 0.02 keV at 4.95 keV 

to 1.15 keV ± 0.02 keV at 21.17 keV, when using the 200 ȝm and 400 ȝm diameter devices, respectively.  Energy 

resolution broadening with increasing energy was attributed to increasing Fano noise (negligible incomplete 

charge collection noise was suggested); for the first time the Fano factor for In0.5Ga0.5P was experimentally 

determined to be 0.13, suggesting a Fano limited energy resolution of 145 eV at 5.9 keV.  The charge output of 

each system had a linear relationship with photon energy, across the investigated energy range.  The count rate of 

both spectroscopic systems increased linearly with varying X-ray tube current up to ~105 photons s-1 cm-2 incident 

photon fluences.  The development of In0.5Ga0.5P based spectrometers is particularly important for hard X-/Ȗ-ray 

astronomy, due to the material�s large linear X-ray and Ȗ-ray absorption coefficients and ability to operate 

uncooled at high temperatures. 

 

I. INTRODUCTION 

In0.5Ga0.5P is a promising new material for future high temperature tolerant X-ray photodiodes.  One of 

In0.5Ga0.5P�s favourable attributes is its relatively wide bandgap (~1.9 eV at room temperature [1]).  The number 

of thermally generated carriers in a wide bandgap material can be lower than in materials with narrower bandgaps 

at a given temperature [2].  Since the leakage current of photodiode detectors is fundamentally tied to the number 

of thermally generated carriers within the detector, wide bandgap X-ray detectors can be used at high temperatures 

(≥ 20 °C) without the need for cooling systems.  Much ongoing research world-wide concerns the development 

of wide bandgap materials for high temperature tolerant X-ray detectors, including GaAs [3-5], 4H-SiC [6-8], 

AlGaAs [9] [10], AlInP [11] [12], HgI2 [13], TlBr [14], and CdTe and CdZnTe [15-17].  Applications which 

would benefit from the development of wide bandgap X-ray detectors include those with limitations on the mass, 

volume, power and/or cost of the instrumentation since elimination of the cooling systems and shielding which 
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are often required for narrower bandgap detectors would produce real advantages.  Applications in space science 

and astronomy are particular motivations. 

In0.5Ga0.5P is almost completely lattice matched to GaAs (< ± 0.1% lattice mismatch) [18].  Thus, high quality 

In0.5Ga0.5P structures can be epitaxially grown on GaAs substrates.  Also, In0.5Ga0.5P benefits from a high density, 

which is almost twice that of Si (4.5 g/cm3 for In0.5Ga0.5P cf. 2.33 g/cm3 for Si) [19]).  The high density of 

In0.5Ga0.5P along with the presence of In (atomic number of 49), results in better stopping power and higher 

quantum efficiency per unit thickness compared to Si, SiC, GaAs, and Al0.52In0.48P [20].  This is particularly 

significant at higher photon energies.  For instance, the linear absorption coefficient at 60 keV for In0.5Ga0.5P 

(15.99 cm-1) is greater than those for Si (0.75 cm-1), Ge (10.77 cm-1), and GaAs (10.84 cm-1), and almost 

comparable to Cd1-xZnxTe (ranging from 30.36 cm-1 to 37.81 cm-1, depending on the fraction x) [21].  Hence, there 

is a potentially significant utility for In0.5Ga0.5P detectors within future planetary and astrophysics missions, which 

require detection of hard X-rays and Ȗ-rays.  CdZnTe detectors have been used for such applications [22] [23], 

but can suffer performance degradation.  For example, Te inclusions and polarization effects within Cd1-xZnxTe 

detectors [16] can cause degradation in spectral response (e.g. a relatively modest 1.6 keV Full Width at Half 

Maximum (FWHM) at 5.9 keV was achieved at 23 °C [24] and 1.8 keV FWHM (without tail) at 59.54 keV was 

achieved at 21 °C [17], despite significant worldwide efforts to develop improved CdZnTe detectors).  The best 

energy resolution ever recorded using a CdTe detector at room temperature, was 843 eV FWHM at 59.54 keV 

[25]; the CdTe pixel detector was coupled to an ultra low noise CMOS charge sensitive preamplifier (1.2 e- rms 

equivalent noise charge with no detector connected). 

Despite the desirable attributes of In0.5Ga0.5P, very little work has been carried out on the material in regards 

to the development of X-ray and Ȗ-ray detectors.  The first In0.5Ga0.5P X-ray detectors were reported by Butera et 

al. [26]; an FWHM at 5.9 keV of 900 eV was achieved with the detectors and preamplifier operating at room 

temperature.  In0.5Ga0.5P X-ray detectors have also been investigated for high temperature X-ray spectroscopy, 

reporting an energy resolution of 1.27 keV FWHM at 5.9 keV, at 100 °C, and 770 eV FWHM at 5.9 keV, at 20 °C 

[27].  The In0.5Ga0.5P electron hole pair creation energy was experimentally measured between 100 °C and 20 °C 

by Butera et al. [27], and found to be 4.94 eV ± 0.06 eV at 20 °C.  Work has been conducted on In0.5Ga0.5P�s 

binary relations, GaP [28] and InP [29] [20], but both were not spectroscopic at room temperature.  A GaP 

Schottky diode showed a response to hard X-rays (11 keV to 100 keV) at room temperature, but the individual 

energies were not spectrally resolved [28].  InP detectors showed a spectroscopic response when cooled to low 

temperatures: a FWHM at 5.9 keV of 2.5 keV was measured at -60 °C [29], and a FWHM at 59.5 keV of 7 keV 
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was measured at -57 °C [20].  It should be noted here that the InP detectors reported in Refs. [29] [20] were not 

epitaxially grown but they were based on bulk semi-insulating InP.  The potential use of InP detectors for solar 

neutrino detection has also been discussed; for example an In based detector may allow the detection of the 

characteristic signature of the inverse ȕ decay of 115In [30-32]. 

This paper significantly extends the previous work on In0.5Ga0.5P for X-ray detection.  Two In0.5Ga0.5P p+-i-

n+ circular mesa photodiodes (one with a diameter of 200 ȝm; one with a diameter of 400 ȝm) made from the 

same material as reported in Ref. [26] [27] were characterized for their response to illumination with X-rays within 

the energy range 4.95 keV to 21.17 keV.  A Mo target X-ray tube and 9 high-purity metal fluorescence foils were 

used (in turn) to generate characteristic X-ray fluorescence lines which illuminated the detectors.  The photodiodes 

were connected, in turn, to the same custom-made low-noise single channel charge-sensitive preamplifier.  The 

X-ray fluorescence spectra accumulated with each X-ray spectrometer enabled the determination of the Fano 

factor of In0.5Ga0.5P.  The response of each X-ray spectrometer was also investigated at five different fluences of 

X-ray photons at energies of 8.63 keV and 16.6 keV.  The temperature of the detectors and preamplifier during 

the measurements was 30 °C ± 3 °C. 

 

II. DEVICE STRUCTURE 

An In0.5Ga0.5P p+-i-n+ epilayer was grown on a (100) heavily doped n+ GaAs substrate by metalorganic vapour 

phase epitaxy (MOVPE) using trimethylgallium, trimethylindium, arsine, and phosphine as precursors, and 

hydrogen as a carrier gas.  The spontaneous long-range ordering in the group III sublattice and related effects on 

the bandgap [33] [34] were avoided by a miscut angle of 10 ° towards <111>A at the epitaxial surface of the 

substrate.  The p+ layer, the unintentionally doped i layer, and the n+ layer had thicknesses of 0.2 ȝm, 5 ȝm, and 

0.1 ȝm, respectively.  The doping concentration of both the p+ and n+ layers was ≈ 2 × 1018 cm-3.  A p+ GaAs layer 

with a thickness of 0.01 ȝm (1  1019 cm-3 doping concentration) was grown on top of the In0.5Ga0.5P p+-i-n+ 

epilayer, to help enable formation of a good top Ohmic contact.  A quasi-annular top Ohmic contact consisting of 

20 nm of Ti and 200 nm of Au was deposited on the top face of each of the detectors.  A planar rear Ohmic contact 

consisting of 20 nm of InGe and 200 nm of Au was deposited on the rear of the substrate.  The fabrication of the 

200 ȝm diameter and 400 ȝm diameter In0.5Ga0.5P mesa devices used in this study was achieved with chemical 

wet etching techniques.  A 1:1:1 K2Cr2O7:HBr:CH3COOH solution followed by a 10 s finishing etch in 1:8:80 

H2SO4:H2O2:H2O solution was used.  The top Ohmic contact covered 45 % of the surface of the 200 ȝm diameter 

devices and 33 % of the 400 ȝm diameter devices.  The In0.5Ga0.5P photodiodes were not passivated.  Both 
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detectors were on the same die.  The die was packaged in a TO-5 can and gold-ball wirebonded.  The wafer�s 

layer structure is summarised in TABLE I. 

 

TABLE I. Layers structure of the In0.5Ga0.5P p+-i-n+ wafer. 

 

 

 

 

 

 

 

III. ELECTRICAL CHARACTERIZATION 

The dark current and capacitance as functions of applied reverse bias of the In0.5Ga0.5P photodiodes were 

measured prior to illuminating the devices with X-rays.  To do this, the diodes were installed inside a TAS Micro 

MT climatic cabinet for temperature control.  The properties of the devices were measured at 33 °C, 30 °C, and 

27 °C, since the X-ray measurements were to be conducted at a temperature of 30 °C ± 3 °C.  To ensure thermal 

equilibrium, the diodes were left to stabilize at each temperature for 30 minutes before the measurements were 

started at each temperature.  Dry N2 was continually flowed into the climatic cabinet throughout the measurements 

to maintain a dry environment (< 5 % relative humidity).  Dark currents were measured using a Keysight B2981A 

Femto/Picoammeter as functions of applied reverse bias, VAR, from 0 V to -30 V.  The reverse bias was applied 

using a Keithley 2636B SourceMeter.  The uncertainty associated with each current reading was 1% of the 

measurement plus 3 fA [35].  The uncertainty associated with the applied reverse bias was 0.02% of the applied 

bias plus 50 mV [36].  The leakage current associated with the TO-5 package was also measured as a function of 

bias and temperature, and subtracted from the leakage current of the packaged photodiodes to yield the leakage 

current of each diode alone.  The leakage currents of the packaged In0.5Ga0.5P p+-i-n+ diodes, as well as the leakage 

currents of the diodes themselves (with the leakage current of the package subtracted) at 30 °C can be seen in Fig. 

1.  The equivalent noise charge of the white parallel noise, ENCWP, at a shaping time of 6 ȝs, as calculated from 

the leakage current of the detector (see Section IV. ENERGY LINEARITY MEASUREMENTS) can also be 

seen in Fig. 1. 

 

Material Type Thickness (nm) Doping density (cm-3) 

GaAs p+ 10 1×1019 

In0.5Ga0.5P p+ 200 2×1018 

In0.5Ga0.5P i 5000 undoped 

In0.5Ga0.5P n+ 100 2×1018 

GaAs n+ (substrate) - - 
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FIG. 1. Leakage current and calculated ENCWP at 6 ȝs shaping time as a function of applied reverse bias of the 

200 ȝm (circles) and the 400 ȝm (squares) diameter In0.5Ga0.5P p+-i-n+ mesa photodiode, with (filled symbols) 

and without (empty symbols) the leakage current of the package, at 30 °C. 

 

The leakage current of the packaged In0.5Ga0.5P 200 ȝm diameter device at -30 V reverse bias, at 33 °C, 30 

°C, and 27 °C, was measured to be 1.0 pA ± 0.5 pA (rms deviance).  Similarly, the leakage current of the packaged 

In0.5Ga0.5P 400 ȝm diameter device at -30 V reverse bias was measured to be 0.8 pA ± 0.4 pA (rms deviance), at 

the same temperatures.  The leakage current of both packaged diodes remained ≤ 0.2 pA (≤ 8 e- rms ENCWP at 6 

ȝs) at -5 V reverse bias, the reverse bias applied during X-ray measurements.  The leakage current of the In0.5Ga0.5P 

p+-i-n+ mesa photodiodes themselves (i.e. with the leakage current of the package subtracted) at the highest 

investigated reverse bias (-30 V), at 33 °C, was 1.249 pA ± 0.004 pA (corresponding to a leakage current density 

of 3.97 nA/cm2 ± 0.01 nA/cm2) and 0.966 pA ± 0.004 pA (corresponding to a leakage current density of 

0.769 nA/cm2 ± 0.003 nA/cm2) for the 200 ȝm and 400 ȝm diameter device, respectively. 

Detector capacitances were measured in dark conditions using an HP 4275A Multi-Frequency LCR meter 

with 50 mV rms magnitude and 1 MHz frequency test signal.  The reverse bias, VAR, from 0 V to -30 V, was 

applied during the capacitance measurements using a Keithley 6487 Picoammeter/Voltage Source.  The 

uncertainty associated with the capacitance reading was (0.1% + 3 fF) × 1.2 [37].  The uncertainty associated with 

the applied reverse bias was 0.1% of the applied bias plus 4 mV [38].  The total uncertainty of the capacitance 

measurements of the packaged devices was estimated to be ± 0.02 pF.  The In0.5Ga0.5P p+-i-n+ packaged diode 

capacitance as a function of applied reverse bias at 30 °C can be seen in Fig. 2.  The equivalent noise charge of 

the white series noise, ENCWS, as calculated to arise from the capacitance of the In0.5Ga0.5P p+-i-n+ photodiode 

detector at a shaping time of 6 ȝs (see Section IV. ENERGY LINEARITY MEASUREMENTS), can also be 

seen in Fig. 2. 
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FIG. 2. Capacitance and calculated ENCWS at 6 ȝs shaping time as a function of applied reverse bias of the 

packaged 200 ȝm (triangles) and the 400 ȝm (diamonds) diameter In0.5Ga0.5P p+-i-n+ mesa photodiodes, at 30 

°C. 

 

The capacitance of the packaged 200 ȝm diameter In0.5Ga0.5P p+-i-n+ photodiode was found to decrease from 

1.72 pF ± 0.02 pF at no applied bias to 1.59 pF ± 0.02 pF at -30 V applied reverse bias.  Similarly, the capacitance 

of the 400 ȝm diameter In0.5Ga0.5P p+-i-n+ photodiode was found to decrease from 4.03 pF ± 0.02 pF at no applied 

bias to 3.55 pF ± 0.02 pF at -30 V applied reverse bias.  No variation of capacitance with temperature was 

observed for either diode within the investigated temperature range, 33 °C to 27 °C.  Assuming a packaging 

capacitance of 0.932 pF ± 0.001 pF, which is consistent with previous measurements of the TO-5 cans packaging 

capacitance, the capacitance density of both photodiodes was found to be 2.08 × 103 pF cm-2 at -30 V applied 

reverse bias, at 30 °C.  Subtracting the packaging capacitance from each packaged detector capacitance, the 

intrinsic capacitance was found to be 0.66 pF and 2.62 pF, for the 200 ȝm and the 400 ȝm diameter In0.5Ga0.5P 

p+-i-n+ photodiode, at -30 V applied reverse bias and a temperature of 30 °C; the ratio of the photodiodes� 

capacitances (= 4) was consistent with the ratio of the photodiodes� areas.  Assuming a parallel plate capacitance, 

the depletion layer width of each photodiode was calculated as a function of applied reverse bias [39] (see Fig. 

3).  At low applied reverse biases, the depletion layer width of both devices increased as the applied reverse biased 

increased.  Both the 200 ȝm and the 400 ȝm diameter In0.5Ga0.5P p+-i-n+ mesa photodiodes were found to be fully 

depleted at -1 V.  The depletion layer width at full depletion was calculated from these measurements to be 5.0 

ȝm ± 0.4 ȝm and 5.0 ȝm ± 0.4 ȝm for the 200 ȝm and the 400 ȝm diameter device, respectively.  The calculated 

depletion layer width was consistent with that indicated by measurements during the epitaxial growth.  The 

uncertainty in the depletion layer width was determined predominantly by the Debye length (calculated for 

In0.5Ga0.5P with a doping concentration of 1014 cm-3 to be 0.4 ȝm at a temperature of 30 °C [39]).  In contrast, the 

measurement uncertainties in the capacitance measurements, were calculated to be less than ± 0.16 ȝm and less 

than ± 0.04 ȝm for the 200 ȝm and the 400 ȝm diameter devices, respectively. 
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FIG. 3. Calculated depletion layer width as a function of applied reverse bias of the 200 ȝm (triangles) and the 

400 ȝm (diamonds) diameter In0.5Ga0.5P p+-i-n+ mesa photodiodes, measured at 30 °C. 

 

IV. ENERGY LINEARITY MEASUREMENTS 

The two In0.5Ga0.5P p+-i-n+ mesa photodiode detectors (one with a 200 ȝm diameter, one with a 400 ȝm 

diameter), were each connected, in turn, to the input of the same custom-made single channel charge-sensitive 

preamplifier.  The preamplifier was of feedback resistorless design, similar to Ref. [40].  It had a Vishay Siliconix 

2N4416A JFET for the input transistor [41].  The detector and preamplifier were installed in a custom Al enclosure 

with a 4 ȝm thick Al window.  The Al enclosure was installed within a LD Didactic GmbH X-ray apparatus (part 

number 554 801) with a Mo target X-ray tube [42].  A custom-made Al collimator, lined with PTFE (to absorb 

all fluorescence from the Al of the collimator), was used to collimate the X-rays from the Mo target X-ray tube.  

The Al enclosure was attached to the goniometer of the apparatus for precise positioning.  The output of the 

preamplifier was shaped by an ORTEC 572A shaping amplifier.  The output of the shaping amplifier was 

connected to an ORTEC 927 ASPEC multi-channel analyser (MCA) with 16k channels for digitation.  The two 

X-ray spectrometers had identical electronics, only the detector was different; one spectrometer employed the 200 

ȝm diameter detector and the other spectrometer employed the 400 ȝm diameter detector. 

The energy-charge response linearity of each spectrometer was measured using 9 high purity metal X-ray 

fluorescence calibration samples of known composition.  The samples, along with the accepted energies of the X-

ray emission lines, used in the measurements are shown in order of ascending energy in TABLE II. 

TABLE II. X-ray fluorescence calibration samples used to characterize the energy-charge response linearity of 

the In0.5Ga0.5P based spectrometers, along with their corresponding X-ray emission line energies.  
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X-ray fluorescence sample 

(Primary line used) 

Line Energy 

(keV) 

V (KĮ) 4.95 

Cr (KĮ) 5.41 

Mn (KĮ) 5.89 

Cu (KĮ) 8.04 

Zn (KĮ) 8.63 

Au (LĮ) 9.71 

Ge (KĮ) 9.88 

Au (Lȕ) 11.44 

Nb (KĮ) 16.61 

Pd (KĮ) 21.17 

 

The X-ray fluorescence calibration samples were positioned on the sample stand of the X-ray apparatus at 

45 ° to the collimator.  The detector-preamplifier system was positioned at 135 ° to the collimator.  This 

arrangement ensured the maximum detection of X-ray fluorescence from the samples, and minimum detection of 

X-rays directly from the tube.  The X-ray tube voltage and current were set to 35 kV and 1 mA, respectively.  X-

ray spectra of each foil were accumulated with both spectrometers.  The live times were 4 hours and 1 hour, for 

the spectrometer with the 200 ȝm and the 400 ȝm diameter detector respectively, thus in proportion to the 

detectors� areas.  In each case, the detector was reverse biased at -5 V and the shaping time of the shaping amplifier 

was set to 6 ȝs. 

Gaussians were fitted to the peaks of the spectra accumulated with the foils.  The position of the centroid of 

each fitted fluorescence peak on the MCA scale along with that peak�s accepted energy were used to deduce the 

energy calibrations of both systems.  Figure 4 shows the positions of the peaks� centroids on the MCA scale as a 

function of photon energy.  The lines of best fit were calculated using linear least squares fitting.  The error bars, 

associated with the fitting for each data point, computed to be ± 3 channels and ± 2 channels for the spectrometer 

employing the 200 ȝm and 400 ȝm diameter detector, respectively, were obtained from 

ܵ ൌ ටσ൫஼ಿᇲି஼ಿ൯మ௡ିଶ ,         (1) 

where CNމ was the experimentally determined channel number (position of the centroid) of each photopeak, CN 

was the channel number as calculated using the linear least squares fitting (see Fig. 4), and n was the number of 
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data points (number of X-ray lines used) for the linear least squares fitting (see TABLE II) [43].  The numerator 

within the square root was the sum of squared residuals, and the denominator was the number of degrees of 

freedom associated with the sum of squared residuals.  Since the error bars were comparable to the inherent 

analytical uncertainties from experimentally determining the position of the centroid of each peak in the spectra 

(typically ± 3 channels), it can be said that the voltage outputs of both systems had linear relationships with photon 

energy.  The width of each channel was computed to be 7 eV and 9 eV for the spectrometer employing the 200 

ȝm and 400 ȝm diameter detector, respectively.  The residuals of the fit in percentage terms were also evaluated; 

they were found to be less than ± 0.3 % and less than ± 0.4 % for the 200 ȝm and the 400 ȝm diameter device 

systems, respectively. 

 

 

FIG. 4. Position of photopeak centroid, CN, as a function of energy, E [keV], for the spectrometer employing the 

In0.5Ga0.5P 200 ȝm (circles) and 400 ȝm (squares) diameter detector.  The lines of best fit, calculated using 

linear least squares fitting, can also be seen.  The linearity error (evaluated by residuals of the fit) was found to 

be less than ± 0.3 % and less than ± 0.4 % for the 200 ȝm and the 400 ȝm diameter device systems, 

respectively. 

 

An example X-ray fluorescence spectrum of the Mn foil obtained using the spectrometer with the 200 ȝm 

diameter detector, can be seen in Fig. 5.  The detected peak is the combination of the Mn KĮ and Mn Kȕ lines, at 

5.9 keV and 6.49 keV respectively [44]; the energy resolution was not sufficient to resolve the individual lines.  

The dashed lines shown in Fig. 5 represent the Gaussians fitted to the peak taking into account the relative 

emission ratio [44] and the relative efficiency of the detector at 5.9 keV (Mn KĮ) and 6.49 keV (Mn Kȕ).  The 

energy calibration of the MCA�s charge scale of the spectrum was achieved using the relationship presented in 

Fig. 4.  The counts of the zero energy noise peak of the spectrometer were limited by setting the MCA low energy 

cut-off at 1.7 keV; a small portion of the right hand side of the tail can still be seen in Fig. 5.  Spectra of this nature 

were obtained for all of the calibration foils. 
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FIG. 5. Mn spectrum accumulated with the spectrometer employing the In0.5Ga0.5P 200 ȝm diameter detector at 

-5 V. 

 

The energy resolution of each photopeak in the spectra, accumulated using both spectrometers, was measured, 

and can be seen in Fig. 6.  It was found to increase from 0.79 keV ± 0.02 keV at 4.95 keV to 0.83 keV ± 0.02 keV 

at 21.17 keV, and from 1.12 keV ± 0.02 keV at 4.95 keV to 1.15 keV ± 0.02 keV at 21.17 keV, for the 

spectrometer employing the 200 ȝm and the 400 ȝm diameter detector, respectively.  The energy resolution of an 

X-ray spectrometer consisting of a non-avalanche photodiode detector coupled to a charge sensitive preamplifier 

is degraded due to Fano noise, electronic noise, and incomplete charge collection noise [45].  The Fano noise, 

ǻǼF, is energy dependent; it increases with increasing photon energy, E, as per 

ȟ߃ிሾeVሿ ൌ ሺͺ ln ʹሻ଴Ǥହ߱ටிாఠ ,        (2) 

where Ȧ is the electron-hole pair creation energy and F is the Fano factor [46].  The incomplete charge collection 

noise is also photon energy dependent, whereas the electronic noise is photon energy invariant.  The incomplete 

charge collection noise was found to be negligible at -5 V reverse bias [26], thus the quadratic sum of the Fano 

noise and the electronic noise, ǻǼE, 

ȟܧ	ሾeVሿ ൌ ටሺͺ ln ሻܧܨ߱ʹ ൅ ȟ߃ாଶ,       (3) 

defined the FWHM.  The Fano factor and the electronic noise were determined by fitting Eq. 3 to the measured 

FWHM as a function of energy (Fig. 6), assuming an electron hole pair creation energy of 4.95 eV ± 0.07 eV at 

300 K [27].  The minimization of the sum of the squares of the residuals between the fitting and the measured 

FWHM for both spectrometers suggested a Fano factor of 0.13.  This value is comparable to Fano factor values 

previously reported for other semiconductors such as 4H-SiC (= 0.10) [6], Si (= 0.12) [47], Ge (= 0.11) [47], GaAs 

(= 0.12 - 0.14) [48] [49], and CdTe (= 0.15) [50].  The Fano noise was calculated to increase from 133 eV at 

4.95 keV to 275 eV at 21.17 keV, and to be 145 eV at 5.9 keV.  The electronic noise was calculated to be 0.77 

keV ± 0.02 keV and 1.13 keV ± 0.02 keV within the investigated energy range, for the spectrometer employing 
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the In0.5Ga0.5P 200 ȝm and the 400 ȝm diameter detector, respectively.  Its rms deviance, attributed to the error in 

fitting the photopeaks, was estimated to be ± 0.02 keV.  The quadratic sum of the derived electronic noise and the 

calculated Fano noise, comprising the predicted FWHM, can be seen in Fig. 6.  Since these values were in good 

agreement with the measured FWHM, the increase of the FWHM with increased energy was solely attributed to 

the increase of the Fano noise, and thus, the absence of significant incomplete charge collection noise was 

confirmed.   

The white parallel noise (arising from the leakage current), ENCWP, and white series noise (arising from the 

capacitance), ENCWS, contributions of the In0.5Ga0.5P detectors were calculated according to Lioliou & Barnett 

[45], at 6 ȝs shaping time, and can be seen in Fig. 1 and Fig. 2, respectively.  The ENCWP was calculated to be ≤ 8 

e- rms for both In0.5Ga0.5P detectors.  However, the ENCWS was calculated to vary among the two different diameter 

devices, due to their different capacitances; 5 e- rms and 12 e- rms at 6 ȝs and at -5 V reverse bias were calculated 

for the 200 ȝm and the 400 ȝm diameter device, respectively.  The difference in electronic noise between the two 

spectrometers was attributed to the higher capacitance of the 400 ȝm diameter device compared to the capacitance 

of the 200 ȝm diameter device, resulting in higher white series noise (ENCWS) and dielectric noise (proportional 

to the capacitance of the lossy dielectrics, including the semiconductor photodiodes themselves [45]) in the 

spectrometer employing the 400 ȝm diameter devices compared to that with the 200 ȝm diameter device. 

 

 

FIG. 6. Measured FWHM (filled squares) across the investigated energy range with the spectrometer employing 

the In0.5Ga0.5P (a) 200 ȝm and (b) 400 ȝm diameter detector.  The Au LĮ and Lȕ peaks were excluded from this 

graph due to difficulty deconvolving them.  The predicted FWHM (dashed line) as computed from the quadratic 

sum of the calculated electronic noise and the Fano noise, can also be seen. 

 

V. LINEARITY WITH X-RAY INTENSITY 

For the energy calibration of the system, the X-ray flux incident on the detector was maximised by setting the 

Mo target X-ray tube current, XC, to 1.0 mA.  Here, the current of the X-ray tube was varied, to investigate the 

linearity of the system (count rate) as a function of X-ray fluence. 
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Additional spectra of two of the fluorescence calibration foils, Zn (KĮ = 8.63 keV [51]) and Nb (KĮ = 16.61 

keV [51]), were accumulated following the same procedure as for the energy calibration of the system, with both 

In0.5Ga0.5P p+-i-n+ mesa photodiodes, to investigate the linearity of the spectrometers as a function of X-ray 

fluence.  The difference between the spectra obtained here, and the spectra obtained for the energy calibration 

(Section IV. ENERGY LINEARITY MEASUREMENTS) was that the Mo target X-ray tube current, XC, was 

varied from 0.2 mA to 1.0 mA, in 0.2 mA steps.  The detected count rate, R, (in units of counts s-1) defined as the 

number of counts within the Gaussians fitted to each of the KĮ photopeak of Zn (8.63 keV) and Nb (16.61 keV) 

over the spectrum accumulation time, was determined as a function of X-ray tube current using both photodiodes, 

and can be seen in Fig. 7. 

 

 

FIG. 7. Count rate within the Gaussian fitted to the Zn KĮ (8.63 keV) (circles) and Nb KĮ (16.61 keV) (stars) 

X-ray fluorescence peaks as a function of X-ray tube current using the spectrometer employing the In0.5Ga0.5P 

(a) 200 ȝm and (b) 400 ȝm diameter detector.  The lines of best fit, as calculated using linear least squares 

fitting, can also be seen. 

 

The incident photon fluences can be estimated from the detected count rates and the quantum efficiencies of 

the detectors.  The quantum detection efficiency,  ܳܧ ൌ ሾς exp	ሺെߤ௠ݔ௠ሻ	௠ ሿሾͳ െ exp	ሺെߤூ௡ீ௔௉ݔூ௡ீ௔௉ሻሿ,     (4) 

of the 200 ȝm (400 ȝm) diameter detector was calculated to be 0.2298 (0.2317) at 8.63 keV, and 0.0776 (0.0780) 

at 16.61 keV.  In Eq. 4, ȝm and xm were the linear attenuation coefficient and the thickness of the mth dead layer 

(Au/Ti contact, and GaAs buffer layer), respectively, and ȝInGaP and xInGaP were the linear attenuation coefficient 

and the thickness of the active layer (p+ layer and i layer) [52].  The different percentages of the 200 ȝm and the 

400 ȝm diameter detectors� top faces being covered by the top contacts were considered in the quantum detection 

efficiency calculations; 33 % and 45 % were covered by the top contacts in the 400 ȝm diameter and the 200 ȝm 

diameter detector, respectively. 
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Linear relationships were found between the count rates within the KĮ photopeak of Zn and Nb and the X-ray 

tube current.  Figure 7 shows the lines of best fit, calculated using linear least squares fitting.  The responses of 

the spectrometers were found to be linear across the ranges measured.  The minimum and maximum investigated 

incident fluences at 8.63 keV and 16.61 keV, as estimated from the detected count rates and the quantum 

efficiencies of the detectors for both spectrometers, can be seen in TABLE III. 

 

TABLE III. Minimum and maximum detected count rates (given in units of counts s-1) and estimated incident 

photon fluences (given in units of photons s-1 cm-2) at 8.63 keV and 16.61 keV for both spectrometers. 

    200 ȝm diameter detector 400 ȝm diameter detector 

   

Detected 

counts s-1 

Incident 

photons s-1 cm-2 

Detected 

counts s-1 

Incident 

photons s-1 cm-2 

8.63 keV 

min  9 1.3  × 105 42 1.4  × 105 

max 49 6.7  × 105 205 7.0  × 105 

16.61 keV 

min  4 1.5  × 105 17 1.7  × 105 

max 18 7.4  × 105 83 8.5  × 105 

 

Taking into account the different sizes and QE of the detectors, the count rate of the 400 µm detector was 

expected to be greater than that of the 200 µm detector by a factor of 4.03 at 8.63 keV and 4.02 at 16.61 keV.  The 

experimentally measured count rates however, obtained from the data presented in Fig. 7, corresponded to 4.23 

at 8.63 keV and 4.58 at 16.61 keV.  The differences between the expected and measured values were attributed to 

slight differences in the placement of each detector within the preamplifier housing rather than differences in their 

fundamental characteristics. 

 

VI. CONCLUSIONS 

Two In0.5Ga0.5P p+-i-n+ mesa photodiodes (a 200 ȝm and a 400 ȝm diameter device) each with a 5 ȝm thick i 

layer, have been investigated for their suitability as detectors for photon counting X-ray spectroscopy within the 

energy range 4.49 keV and 21.17 keV.  The detectors and associated preamplifier electronics were operated 

uncooled at 30 °C ± 3 °C.  The detectors were initially electrically characterized in the temperature range of 

interest.  The diodes were then coupled, each in turn, to the same charge sensitive preamplifier, shaping amplifier, 
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and MCA.  X-ray fluorescence spectra of high-purity calibration samples were accumulated.  The samples were 

fluoresced by a Mo target X-ray tube. 

The leakage currents of the packaged In0.5Ga0.5P p+-i-n+ mesa photodiodes were ≤ 0.2 pA (≤ 8 e- rms ENCWP 

at 6 ȝs) at the operating reverse bias of -5 V.  Packaged devices� capacitances of 1.59 pF ± 0.02 pF (5 e- rms 

ENCWS at 6 ȝs) and 3.58 pF ± 0.02 pF (12 e- rms ENCWS at 6 ȝs) were measured for the 200 ȝm diameter and the 

400 ȝm diameter device, respectively, at -5 V applied bias.  Both photodiodes were found to be fully depleted at 

this applied reverse bias.  

For each detector coupled to the spectrometer electronics in turn, linear relationships between the 

spectrometer charge output and incident photon energy were found across the energy range 4.49 keV and 

21.17 keV.  The energy resolution (FWHM) achievable was found to degrade with increasing photon energy in a 

manner consistent with Fano noise.  Increases in FWHM from 0.79 keV ± 0.02 keV at 4.95 keV to 0.83 keV ± 

0.02 keV at 21.17 keV, and 1.12 keV ± 0.02 keV at 4.95 keV to 1.15 keV ± 0.02 keV at 21.17 keV were measured 

using the 200 ȝm and 400 ȝm diameter detectors, respectively.  The Fano factor of In0.5Ga0.5P was experimentally 

determined to be 0.13, assuming an electron hole pair creation energy of 4.95 eV at 300 K [27], suggesting a Fano 

limited energy resolution of 145 eV at 5.9 keV.  The number of detected counts per second by both spectrometers 

was also found to linearly depend on the incident X-ray fluence across the investigated fluence ranges. 

All the above results suggested that the In0.5Ga0.5P devices reported here were able to be used for photon 

counting X-ray spectroscopy at a temperature of 30 °C ± 3 °C, operating uncooled with good energy resolutions 

and linear responses.  This is in contrast to its parent binary compounds, GaP and InP, which have been reported 

to not be spectroscopic at room temperature [20] [27] [28].  Although the FWHM at 5.9 keV achieved with the 

In0.5Ga0.5P devices were not as good as the best achieved with 4H-SiC (196 eV at 5.9 keV, at 30 °C [6]) and GaAs 

(266 eV at 5.9 keV, at 23 °C [3]), the In0.5Ga0.5P devices were limited by the noise of the preamplifier electronics 

rather than the characteristics of the detectors themselves.  Improvements in energy resolution would be expected 

if the In0.5Ga0.5P detectors presented here were coupled to a lower noise preamplifier.  However, the energy 

resolutions (FWHM at 5.9 keV) reported here, are already better than those reported using Cd1-xZnxTe (e.g. 1.6 

keV at 23 °C [24]).  In0.5Ga0.5P based spectrometers may find uses in future planetary science and astrophysics 

space missions, as an alternative to Cd1-xZnxTe, for the detection of hard X-rays and Ȗ-rays, or for the detection 

of X-rays and Ȗ-rays in environments of high temperature. 
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