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Energy Efficiency of Fog Computing Health Monitoring Applications
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School of Electronic and Electrical Engineering, University of Leeds, Leeds, LS2 9JT, UK

ABSTRACT
Fog computing offers a scalable and effective solution to overcome the increasing processing and networking demands of Internet of Thing (IoT) devices. In this paper, we investigate the use of fog computing for health monitoring applications. We consider a heart monitoring application where patients send their 30 minute recording of Electrocardiogram (ECG) signal for processing, analysis, and decision making at fog processing units within the time constraint recommended by the American Heart Association (AHA) to save heart patients when an abnormality in the ECG signal is detected. The locations of the processing servers are optimized so that the energy consumption of both the processing and networking equipment are minimised. The results show that processing the ECG signal at fog processing units yields a total energy consumption saving of up to 68% compared to processing the at the central cloud.
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1. INTRODUCTION
The recent increase in chronic diseases and the aging population have triggered the revolution of remote health monitoring in developed countries. The advancement of wireless body sensors together with the growing cloud computing applications that offer high processing and storage capabilities for health data has supported the development of health monitoring systems that provide real-time response to the patients pertaining to their health condition. However, the transmission of health-related data from a large number of patients to the cloud contributes to increase the congestion in cloud networking infrastructures which leads to high latency and hence violations to Quality-of-Service (QoS) metrics [1]. Fog Computing offers a viable solution that can address the challenges related to the delivery of QoS in healthcare monitoring system to patients due to reduced latency. Furthermore, fog computing reduce the energy consumption in cloud networking infrastructures [2]–[10] under increasing applications traffic.

Several studies have investigated the use of fog computing to develop efficient health monitoring systems. For instance, a monitoring system in [1] employed the concept of fog computing at a smart gateway to efficiently process health data, particularly Electrocardiogram (ECG) signals. The ECG empirical results for feature extraction using the proposed system achieved 90% bandwidth efficiency and real-time response with low latency. Azimi et al. [11] claimed that both continuous monitoring and real-time monitoring may not be feasible with the current IoT-based systems to perform data analysis. Hence, fog computing was embedded into the system, which results in reduced response time and increased system reliability when the Internet connection is not available. A prototype of a smart e-health gateway (i.e. the fog computing device) is implemented in [12]. It performs high level services such as real-time data processing, local storage, and embedded data mining to reduce the burden at the sensor node and the cloud. The performance of the gateway is evaluated in terms of energy efficiency of the sensor nodes, scalability, mobility and reliability. Meanwhile, a real-time event triggering for health monitoring systems in smart homes is proposed in [13] by implementing the Bayesian Belief Network (BBN) to classify the state of an event at the fog layer.

In this work, we optimise the placement of processing servers at the network edge so that the total energy consumption of the ECG health monitoring application is minimised. The rest of this paper is organized as follows: Section 2 describes the fog computing architecture to serve the ECG monitoring application. Section 3 presents and analyses the results and Section 4 gives the conclusions.

2. FOG COMPUTING ARCHITECTURE FOR HEALTH MONITORING APPLICATIONS
Figure 1 shows the end-to-end network connecting patients to the central cloud. The network consists of three layers: the access network, metro network and core network. Fog computing processing resources serving the
health monitoring application can be deployed in two layers in the access network. The first layer consists of processing servers (PS) connected to the Optical Network Terminals (ONT) of the Gigabit Passive Optical Network (GPON) [14]. Placing the processing servers in this layer, which is closer to the users, decreases the energy consumption of networking equipment, however, it will increase the required number of processing servers. The second layer consists of processing servers connected to the Optical Line Terminal (OLT). Utilising processing servers in this layer reduces the number of required processing servers as it is a shared point between the access points but will increase the energy consumption of the networking equipment. We developed a MILP model to optimise serving the health monitoring application patients from these two layers, so the total energy consumption is minimised.

![Figure 1. GPON architecture with fog network](image)

3. RESULTS

In this section we optimise serving the ECG monitoring application patients in the fog architecture described above considering a scenario with 200 patients uniformly distributed among 32 Wi-Fi access points. Each access point is connected to an ONT to aggregate the ECG signal from patients. All the ONTs are connected to a single OLT. Each patient transmits their own 30 minutes ECG recording signal with a size of 1.92 Mbits [1] to the network to be processed and analysed at the fog. The processed ECG signal, which is 126.72 kbits [1], is to be permanently stored at the cloud storage.

The overall energy consumption calculated in this work is based on the timing constraints set by health monitoring standards. According to the American Heart Association (AHA), the golden time to save a heart patient by sending an alarm message to a cardiologist when detecting a sudden fall or rise in cardiac vital signs is within 4 to 6 minutes [15]. Accordingly, \( T_T = 4 \) minutes for has been selected in this work as the maximum duration imposed by AHA. This duration together with the data volume to be transmitted are used to calculate the minimum data rate needed for each patient. Note that the 4 minutes include the transmission time to send the ECG signal to the processing server, \( T_d \), and the time to perform the processing and analysis, \( T_a \) (i.e. \( T_T = T_d + T_a \)). The time required to process the 30 minutes ECG signal for each patient is 96.3 ms [1]. We assume that the analysis time is 10% of the processing time, hence the total time of both processing and analysis per patient is 105.9 ms.

To determine the available time to transmit the ECG signal to the processing server, \( T_d \), we calculate the time of both processing and analysis, \( T_p \), based on the maximum number of patients that can be served by a processing server (\( Pat_{\text{max}} \)), (i.e. \( T_p = 105.9 \text{ ms} \times Pat_{\text{max}} \)) for \( T_T \) equals 4 minutes. We investigate four scenarios where \( Pat_{\text{max}} \) values are 50 patients (scenario 1), 100 patients (scenario 2), 150 patients (scenario 3) and 200 patients (scenario 4). For each user, the minimum data rate needed to transmit the 30 minutes ECG signal in \( T_d \) seconds is \( 1.92 \text{ Mbits}/T_d \). Note that the higher the \( Pat_{\text{max}} \), the higher the data rate given to each patient to transmit ECG signal to the processing server.

The minimum data rate to send the analysed ECG data for permanent storage at the central cloud is calculated as the follows: We considered a scenario where the processing server is assigned to serve \( Pat_{\text{max}} \), we then determine the minimum uplink capacity between the candidate locations of processing server to the cloud storage (i.e link between ONT and OLT). As the uplink capacity will be shared by the maximum number of patients, the processing server can serve, we divide the uplink capacity by \( Pat_{\text{max}} \) to obtain the data rate for each patient to transmit the analysed ECG signal to the cloud storage. Note that, the uplink capacities are shared by multiple applications. Machine-to-machine (M2M) traffic is typically 5% of the global traffic [16] and 6% of the M2M...
traffic is attributed to healthcare applications [17]. Hence, in this work, we consider 0.3% of the maximum available link capacity is dedicated for healthcare applications. Table 1 shows the maximum time for processing and analysis, data rate and transmission time to transmit the ECG signal to the processing server, and the data rate and transmission time to transmit the analysed ECG signal to cloud storage in the four scenarios.

In each $Pat_{\text{max}}$ scenario, we proposed 2 approaches for the optimisation: Single processing server in Fog Approach (SFA) where only one processing server can be located at each location, and Multiple processing servers in Fog Approach (MFA) where more than one processing server can be located at the OLT while only one at each ONT. The two approaches are used to investigate the impact of limiting the number of processing servers at the OLT to 1 in SFA compared to allowing multiple processing servers at the OLT in the MFA. The impact is observed in terms of the distribution of the remaining required processing servers to serve $Pat_{\text{max}}$ in each scenario while minimising the energy consumption of the network and processing.

Table 1. Data rates and related times for the different scenarios.

<table>
<thead>
<tr>
<th>Type of Scenario (S)</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum processing and analysis time, $T_{pa}$ (s)</td>
<td>5.3</td>
<td>10.6</td>
<td>15.9</td>
<td>21.2</td>
</tr>
<tr>
<td>Transmission time to the processing server, $T_T$ (s)</td>
<td>234.7</td>
<td>229.4</td>
<td>224.1</td>
<td>218.8</td>
</tr>
<tr>
<td>Data rate to transmit ECG signal to processing server (kbps)</td>
<td>8.181</td>
<td>8.369</td>
<td>8.567</td>
<td>8.775</td>
</tr>
<tr>
<td>Data rate to transmit analysed ECG signal to cloud storage (kbps)</td>
<td>4.688</td>
<td>2.344</td>
<td>1.563</td>
<td>1.172</td>
</tr>
<tr>
<td>Transmission time to the cloud storage (s)</td>
<td>27.03</td>
<td>54.07</td>
<td>81.1</td>
<td>108.13</td>
</tr>
</tbody>
</table>

The power profile considered in this work for all networking equipment and processing server consists of idle power and a linear load proportional power. The idle power of network equipment and processing server is 90% [18], [19] and 54% [20], respectively of the power consumption at maximum utilisation. The networking devices are shared by multiple applications while the considered processing servers are dedicated for the healthcare application. As discussed above, the healthcare application is considered to contribute to 0.3% of the idle power of the networking devices. Table 2 shows the maximum power consumption and capacity of the devices used in the evaluated architecture.

Table 2. Power Consumption and Capacity of devices.

<table>
<thead>
<tr>
<th>Type of device</th>
<th>Power (Watts)</th>
<th>Capacity (Watts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access point (Wi-Fi) [21]</td>
<td>21</td>
<td>0.3 Gbps</td>
</tr>
<tr>
<td>ONU [22]</td>
<td>8</td>
<td>3.75 Gbps</td>
</tr>
<tr>
<td>OLT [24]</td>
<td>20</td>
<td>128 Gbps</td>
</tr>
<tr>
<td>Aggregation switch [19]</td>
<td>1766</td>
<td>256 Gbps</td>
</tr>
<tr>
<td>Processing server (PandaBoard) [25]</td>
<td>3.96</td>
<td>-</td>
</tr>
<tr>
<td>Cloud Switch [19]</td>
<td>2020</td>
<td>320 Gbps</td>
</tr>
<tr>
<td>Cloud Storage [23]</td>
<td>4900</td>
<td>75.6TB</td>
</tr>
<tr>
<td>Core router [19]</td>
<td>12300</td>
<td>4480 Gbps</td>
</tr>
<tr>
<td>Content server [23]</td>
<td>380.8</td>
<td>1.8 Gbps</td>
</tr>
<tr>
<td>Aggregation router/Cloud router [19]</td>
<td>4550</td>
<td>560 Gbps</td>
</tr>
</tbody>
</table>

Figure 2 shows the optimum location of the processing servers for SFA and MFA under the four scenarios. In SFA, the OLT is always chosen to place one processing server in all scenarios. However, due to the limitation of placing only one processing server at the OLT, the ONTs are chosen to place the remaining processing servers to
support the demand for processing and analysis of the ECG signals from patients. The number of ONTs chosen to place processing servers is reduced with increase in the number of maximum patients that can be served by a processing server. Meanwhile, allowing more than one processing server to be placed at the OLT in MFA results in placing all the processing servers at the OLT. This is because, the OLT is the nearest shared point to the patients, (the OLT is connected to all access points in the network). This also reduces the number of hops to transmit the ECG signal to the processing server compared to locating the processing servers at the ONT since the processing servers are shared by multiple patients in different access points. Furthermore, in scenario 2, where \( Pat_{max} \) is 100, the SFA utilised three processing servers while MFA utilised only two. This is due to the link capacity constraint between the ONT and OLT. The link has to send the ECG signal of the remaining 100 patients to the same processing server at the ONT while the other 100 patients are served by the processing server at the OLT.

Figure 3 shows the energy consumption of both processing and networking equipment under the four scenarios for SFA, MFA and the conventional approach (CA) where in the CA the processing is done fully in the cloud. The results indicate that a total energy saving of 68% can be achieved when processing the data at the fog for both approaches compared to processing at the central cloud when \( Pat_{max} \) is 50. This is because the location of the processing server at fog is near to the patient compared to the central cloud, hence the energy consumed by the networking equipment to transport the raw ECG signal for processing is reduced. However, due to the limitation of link capacity at the network edge to transport the analysed ECG signal to the central cloud, the total energy saving is reduced to 22% when the capability of the processing server serving patients increases to 200 patients. This is because increasing the number of patients served at a processing server reduces the data rate to transmit the analysed data as the link is shared by more patients. This increases the utilisation time of the networking equipment to transport the analysed ECG signal, hence increases the total energy consumption in SFA and MFA. The energy consumption in SFA and MFA in scenario 1 and 3 are almost similar. This is because, the power consumption of the ONT and OLT are approximately 100 times smaller compared to the network equipment in metro and core network, which results in 0.2% and 0.1% energy saving in MFA compared to SFA under scenarios 1 and 3, respectively. Meanwhile, in scenario 2, the energy saving in MFA compared to SFA is 9%, mainly due to the high number of processing servers used in SFA compared to MFA. However, the energy consumption of SFA and MFA in scenario 4 are equal as the location and number of processing servers used are the same.

4. CONCLUSIONS

In this paper, we optimised the placement of processing servers to process and analyse the ECG signal from patients at the network edge for health monitoring applications. The results show a total energy saving of 68% when performing the processing and analysis of the ECG signal at the network edge compared to processing at the central cloud. However, the energy saving is reduced when the processing server can serve a higher number of patients. This is due to the link capacities limitation at the network edge which results in higher time utilisation of the devices to transport the analysed ECG signal for permanent storage at the central cloud. Besides, the results also indicate that the optimal location to place the processing server in the GPON network is at the OLT as it is the nearest shared point to the patients.
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