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A fast edge turbulence suppression event has been simulated in the electrostatic version of the

gyrokinetic particle-in-cell code XGC1 in a realistic diverted tokamak edge geometry under neutral

particle recycling. The results show that the sequence of turbulent Reynolds stress followed by

neoclassical ion orbit-loss driven together conspire to form the sustaining radial electric field shear and

to quench turbulent transport just inside the last closed magnetic flux surface. The main suppression

action is located in a thin radial layer around wN ’ 0:96–0:98, where wN is the normalized poloidal

flux, with the time scale �0:1 ms. Published by AIP Publishing. https://doi.org/10.1063/1.5020792

I. INTRODUCTION

Transport barrier formation and its relation to the flow

of the fluid medium are of fundamental interest in various

natural and laboratory observations, such as geophysical and

atmospheric fluid systems.1,2 In a magnetic fusion device,

this physics has a critical implication to achieving an eco-

nomical energy production since the bifurcated plasma state,

called the high confinement mode (H-mode),3 is often envi-

sioned as the operating mode of choice for fusion reactors,4

and will be relied in ITER in achieving its goal of ten-fold

energy gain.5 However, despite over 30 years of routine

H-mode operation in all the major tokamaks, there has been

no fundamental understanding at the kinetic level on how the

H-mode bifurcation occurs.

Experimentally, a radial transport bifurcation into the

H-mode in both plasma density and thermal channels occurs

in a thin edge layer of the tokamak plasma just inside the

magnetic separatrix surface when the plasma heating power

exceeds a critical value.3 As a result, a plasma density and

temperature pedestal is formed on the time scale of a few ms

with a steep gradient in the thin edge layer. As this pedestal

forms, the core plasma pressure inside the edge layer posi-

tion increases, resulting in a transition of plasma operation

to a high confinement H-mode from a low confinement

L-mode.3 The bifurcation event is accompanied by a sharp

increase in the sheared E�B flow and a significant drop in

the turbulence amplitude within the thin transport barrier

layer on a time-scale that is often shorter than 0.1ms if the

heating power is strong (strongly driven). The edge heating

needed to initiate this H-mode regime is minimized when

the ion magnetic-drift direction, or the ~B �rB-direction, is

toward the magnetic X-point when the plasma is operated

with a single poloidal divertor.6

There have been many attempts to apply simple theoretical

models to explain how an H-mode transition could occur.

A popular “predator-prey” model7 implies that increasing

the heat flux to the edge of the plasma, thus raising the edge

gradients, results in stronger turbulence (prey). The increased

turbulence could then amplify the sheared poloidal flow (preda-

tor) nonlinearly through the turbulent Reynolds stress. When

the flow drive is larger than the flow damping, the sheared

poloidal flow could grow, nonlinearly extracting even more

kinetic energy from the turbulence. As a result, the turbulence

and the associated turbulent transport could collapse. This sup-

pressed turbulence state is then conjectured to be maintained

through the steep-pressure driven sheared E�B flow driven by

the simultaneous build-up of the H-mode pedestal.

Extended predator-prey models predict both an oscillatory

limit-cycle (LCO) type predator-prey transition8 and a sharp

transition9–11 triggered by a single burst of axisymmetric

sheared turbulence-driven E�B flow (known as zonal flow).

Turbulent fluid simulations have shown evidence for some of

this phenomenology.12–14 Laboratory experiments have indeed

reported both LCO type transition15–20 when operating close

to the H-mode power threshold, and a sharp bifurcation21–24

within 0.1ms (Ref. 24) when the power threshold is exceeded.

In the fast transition, some detailed experiments report that the

turbulent stress-driven shear flow first leads to a collapse of

the turbulence, which is then followed by the development of

the edge pedestal in a rather longer time scale, claiming that

the turbulence suppression is not maintained by the simulta-

neous buildup of the steep pedestal and the associated E�B

shearing.25,26 Some experiments (i.e., Ref. 27) report a differ-

ent evidence that the experimentally observed Reynolds work

is too weak to explain the L-H bifurcation and, thus, the E�B

Note: Paper DI2 4, Bull. Am. Phys. Soc. 62, 107 (2017).
a)Invited speaker.
b)Electronic mail: sku@pppl.gov
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shearing from the neoclassical orbit loss physics28,29 is solely

responsible for the bifurcation. Some LCO type transition

experiments that showed little Reynolds work suggest that the

E�B shearing from the buildup of the steep pressure pedestal

is responsible for the turbulence suppression.30

This body of evidence suggests that the H-mode transi-

tion could indeed be related to the sheared E�B-flow, either

turbulence-, orbit-loss- or rp-driven. However, the existing

models are based upon simplified ad-hoc equations and the

turbulence simulations assume specific instability mecha-

nisms, ignore possible important kinetic effects, and are not

carried out in a realistic geometry. This paper presents a

more detailed report on the first study of edge transport bar-

rier formation dynamics in the Physical Review Letter arti-

cle,31 using a first-principles based electrostatic gyrokinetic

simulation implemented in XGC1 in realistic edge geome-

try.32,33 In the gyrokinetic equations, the fast gyro-motion

is analytically treated, thus removing the gyrophase angle

variable, while preserving the most basic plasma physics ele-

ment at first principles level; i.e., the motions of individual

particles and their parallel Landau resonance with waves.

Moreover, the XGC1 simulations evolve the total distribu-

tion functions f ðx; v; tÞ for the gyrokinetic ions and drift-

kinetic electrons, hence the background macro-scale kinetic

neoclassical physics is self-consistently included together

with the micro-scale nonlinear turbulence physics and no a

priori instability-drive assumption is made, except the low-

beta electrostatic-limit assumption. Even though the bound-

ary plasmas in most of the tokamak experiments are at elec-

tron be (¼electron kinetic energy/equilibrium magnetic field

energy) close to or below the electromagnetic criticality

(¼me=mi ’ 0:03% for deuterons), they may be influenced

by electromagnetic effect through some modification of the

parallel electric field fluctuations. The study of the electro-

magnetic effect on the boundary plasma will be reported

elsewhere in the future. In the present simulation of the

Alcator C-Mod34 L-mode plasma discharge #1140613017,

the plasma be in the relevant edge region is only ’0.01%,

which is well below the electromagnetic criticality. Thus, we

assume that the electromagnetic effect on the edge turbu-

lence suppression physics is much weaker than the electro-

static effect. This assumption needs to be verified in the

future. Experimental observations of the “blobby” boundary

turbulence have shown evidence for dominance of electro-

static fluctuations.35 In order to handle the orbit-loss hole

and non-Maxwellian physics properly in the velocity space,

a conserving and fully nonlinear Fokker-Planck collision

operator is used.36 Lost plasma particles are recycled as

Monte Carlo neutral atoms in the divertor chamber, with

charge exchange and ionization interactions with plasma.

To enable the difficult boundary plasma simulation

in a gyrokinetic code, a new multi-scale, total-df particle-

simulation scheme called a “hybrid-Lagrangian” scheme has

been developed and used in XGC.32 The scheme utilizes a

velocity-space grid in handling a non-Maxwellian plasma, in

performing a fully nonlinear Fokker-Planck collision operation,

in reducing particle noise, and other boundary-specific issues to

be described in this paper. In Ref. 32, the scheme has been used

to verify its effectiveness in the simulation of the ion

temperature gradient (ITG) turbulence with gyrokinetic ions and

adiabatic electrons. In the boundary plasma, a proper kinetic

electron scheme is essential since first-principles-based dynam-

ics of kinetic electrons is critical in producing the first-princi-

ples-based 3-dimensional mean electric field vector, the sheared

E�B flow, and the proper micro-turbulence modes in the

boundary plasma consistently with each other. Moreover, the

plasma ions and electrons are lost to the material wall, which are

then recycled back into the plasma with atomic charge exchange

and ionization interactions. Under the wall-loss conditions, the

phase-space volume conservation requirement is a non-trivial

issue. At the same time, a gyrokinetic-consistent sheath bound-

ary condition should be used to keep the plasma quasi-neutral. It

will be shown in the present report how the hybrid-Lagrangian

scheme can be utilized to resolve these difficult issues.

Kinetic electrons not only add physics difficulty when in

contact with the material wall, but also high computational cost

and algorithmic complexity in the computer hardware accelera-

tors such as Graphics Processing Units (GPU). The electron

parallel speed that is faster than that of the ions by a factor
ffiffiffiffiffiffiffiffiffiffiffiffiffi

ma=me

p

(�60 for deuterons), with ma being the mass of spe-

cies a, makes the simulation time-step smaller by the same fac-

tor. The large amplitude turbulent fluctuations in the boundary

plasma could trigger a more sensitive Courant instability

issue.37 Due to the fast parallel motion of the tail electrons in

the direction parallel to the magnetic field, domain decomposi-

tion is also difficult. In order to address these difficulties, spe-

cial schemes are needed.

Therefore, we take a progressive approach in attacking the

difficult boundary plasma physics and solve the electrostatic

problem first, with the electromagnetic turbulence corrections

to be investigated afterwards. The electrostatic problem can be

simpler in some aspects, but it introduces an additional compli-

cation due to the so called “xH mode” instability38 from the

catastrophic interaction of the passing kinetic electrons with

the electrostatic-version of the shear-Alfven wave. The edge

physics model and algorithm must be able to cope with this

instability to obtain robust solutions. We study the low-

recycling regime first, leaving the study of the high-recycling

regime to a later time with more accurate atomic physics inter-

actions that are adequate for lower divertor temperatures, such

as molecular physics and volume recombination.

This paper is organized as follows: in Sec. II, we

briefly summarize the electrostatic version XGC1 and the

gyrokinetic equations,39 and the basic features of the hybrid-

Lagrangian scheme that utilizes a 2-dimensional (2D) veloc-

ity space grid at each particle-in-cell grid node.32 In Sec. III,

we describe the unusual physics issues that are specific to the

boundary plasma, followed by the new physics models and

the enabling algorithms adopted in XGC1 by taking advan-

tage of the hybrid-Lagrangian scheme. We then verify the

kinetic electron dynamics in the hybrid-Lagrangian scheme

by cross-comparing the ITG-TEM modes transition against

the published results, and demonstrate the scheme’s capabil-

ity in generating the nonlinear turbulence across the magnetic

separatrix. Here, “ITG modes” stands for the “ion tempera-

ture gradient modes” and “TEM” stands for the “trapped

electron modes.” In Sec. IV, we describe the simulation setup

and present the dynamics of the edge turbulence suppression
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in more detail than the abbreviated report in the Physical

Review Letter article.31 The conclusions and discussions are

summarized in Sec. V. XGCa is the axisymmetric version of

XGC1 for gyrokinetic neoclassical physics, uses the same

equations and the hybrid-Lagrangian scheme, and will not be

specifically discussed in the present report.

II. A BRIEF INTRODUCTION TO THE XGC1 CODE AND
THE BASICS OF THE HYBRID-LAGRANGIAN SCHEME

The material presented in this section is not new and

published elsewhere as cited, but is summarized here for com-

pleteness sake in providing the readers a self-contained back-

ground information before progressing to the new and more

advanced algorithms for the boundary plasma in Sec. III.

XGC1 is a multiscale 5-dimensional (5D) gyrokinetic code

that solves the turbulence-neoclassical-neutral transport physics

together, and is specialized for tokamak edge plasma based

on the particle-in-cell technique combined with a velocity-

space grid technique (hybrid-Lagrangian scheme) in the most

recent version described here. The simulation domain normally

includes the whole plasma volume—from the material wall,

across the magnetic separatrix surface with the X-point, and to

the magnetic axis—in order to avoid artificial Dirichlet or

Neumann boundary conditions at the core side. Unstructured

triangular meshes that follow approximately the equilibrium

magnetic field lines are used to describe the complicated wall

geometry and the X-point.

The only solver boundary condition is the grounded zero

electrostatic potential at the material wall, which is approxi-

mated as axisymmetric. Once a magnetic field-line intersects

a material limiter other than in the divertor chamber, it is

assumed that the strong electrical conductivity holds the elec-

trostatic potential to be zero along the magnetic field lines.

This constraint on the solver boundary condition does not

apply to the plasma or neutral particle motions: they see the

real material wall geometry. The material wall geometry, the

magnetic equilibrium profiles, and the initial plasma profiles

are imported from experimental data using the magnetohydro-

dynamics equilibrium fitting code, EFIT40 outputs, or from an

analytic Grad-Shafranov equilibrium. Wall loss of the plasma

particles induces the birth of Monte Carlo neutral atoms at the

Frank-Condon energy at a specified recycling rate.

A. Gyrokinetic equations

The electrostatic version XGC1 solves the 5D gyroki-

netic Boltzmann equation41,42 in the following form:

@f

@t
þ _X � @f

@X
þ _vjj �

@f

@vjj
¼ Sðf Þ

_X ¼ 1

G
vjjb̂ þ

mv
2
jj

qB2
r� b̂ þ 1

qB2
B� ðlrB� q�EÞ

" #

_vjj ¼ � 1

mG
b̂ þ mvjj

qB
r� b̂

� �

� ðlrB� q�EÞ

G ¼ 1þ mvjj
qB

b̂ � ðr � b̂Þ: (1)

Here, f is the distribution function of gyrokinetic particles, X

is the gyro-center position in the configuration space, S(f)

represents the dissipative terms (such as Coulomb collisions,

heating/cooling sources, and atomic interactions with neutral

particles), vjj is the velocity of the gyro-center parallel to the

local magnetic field B; b̂ ¼ B=B, l ¼ mv
2
?=2B is the mag-

netic moment, v? is the perpendicular velocity to the local

magnetic field vector, �E is the gyro-averaged electric field,

m is the mass, and q is the particle charge.

In the present study, the electrostatic potential is deter-

mined by the lowest-order quasi-neutrality equation that is

also called the “gyrokinetic Poisson equation”42

r? � nem
qB2

r?U ¼ �ð1þ q2ir2
?Þð�ni � neÞ; (2)

where �ni is the ion gyro-center density (not the real ion den-

sity) averaged over the gyro-orbit, ne is the electron density,

r? is the gradient operator perpendicular to the magnetic

field vector B, and qi is thermal ion gyroradius. For the sake

of the discussion in the present paper, we use hydrogenic

atoms and replace q by the unit elementary charge “e” from

this point on. XGC1 actually has multiple impurity species

capability. Electrons are drift kinetic and the gyro-averaged

electric field �E in Eq. (1) is replaced by E in the electron

equation of motion, unless the turbulence contains the electron

scale modes, such as the electron temperature gradient driven

modes (ETG modes).43,44

B. The basics of the hybrid-Lagrangian total-df
scheme

Again, the summary presented in this subsection is not

new, but is for completeness sake. This is a necessary basic

material in understanding the more advanced scheme pre-

sented in Sec. III.

In solving the gyrokinetic Boltzmann equation, the

most recent version XGC1 uses the hybrid-Lagrangian total-

df scheme,32 which utilizes a 2D (2-dimensional) structured

rectangular grid in the velocity space in addition to 3D

unstructured triangular particle-in-cell grids in the configura-

tion space. If we define D/Dt as the left hand side of Eq. (1),

the equation can be represented by

Df

Dt
¼ Sðf Þ: (3)

Note that D/Dt operation itself must conserve the phase

space volume42 when the dissipation source S(f) is absent.

In the present hybrid-Lagrangian total-df scheme, the

distribution function f is decomposed into f ¼ f0 þ df , where

df ¼ fp is described by marker particles and f0 ¼ fa þ fg,

with fa being an analytic function and fg residing in the 5D

grid-space. Equation (3) can then be equivalently written in

the form

Dfp

Dt
¼ �Df0

Dt
þ Sðf Þ: (4)

If f0 is set to zero, XGC1 becomes a pure “full-f” particle-

in-cell code. If fa is set to be a time-invariant, flux-function
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Maxwellian fM with fg¼ 0 and the operator Df0=Dt on the right
hand side is simplified to include only the fluctuation-driven

term (by neglecting the magnetic rB and curvature-drift

driven terms), XGC1 becomes a so-called “reduced df” code

with df ¼ fp. In the reduced df formalism, a steep radial gradi-

ent in fM is problematic since it makes the magnetic drift term

non-negligible compared to the fluctuation driven term on the

right hand side due to the neoclassical orbit excursion. At the

same time, if a linearized Fokker-Planck collision operator

were used, the condition df � fM would be required. These

simplifications cannot be enforced in the edge plasma where

the magnitude of df can be OðfMÞ, and the radial banana drift

width by the magnetic drift is of the same order as the radial-

gradient scale length. Thus, XGC1 assumes neither that the

distribution function f ¼ fa þ fg þ fp is near-Maxwellian nor

that the magnetic drift in the Df0=Dt driving-force is negligi-

ble. It has been shown that this total-df scheme yields the same

self-organized quasi-equilibrium state as the full-f scheme

does,39 even though the transient behavior may be different

due to different noise level. As df ¼ fp grows, a small fraction

of it can be transferred to fg at every time step time to mitigate

the usual “growing-weight problem,”45 as demonstrated in

Ref. 32. The Maxwellian part of fg can also be transferred to fM
while preserving f0. The details can be found in Ref. 32.

In order to describe the effect of the S(f) term and the

steep density gradient profile in the edge plasma on the particle

distribution function fp, we use the two-weight scheme.32,46,47

For simplicity, we choose the initial f to be fa, i.e., fgðt ¼ 0Þ
¼ fpðt ¼ 0Þ ¼ 0. The full-f weight w0 is defined as w0g

� f0ðzt¼0; t ¼ 0Þ, where zt¼0 represents initial positions of the

marker particles in the 5D phase space and g is the spatially

uniform distribution function of the marker particles. The

initial w0 defines the density gradient. w0 is invariant in the

dissipationless time-advance of the marker particles, i.e., the

operation on the left-hand-side of Eq. (4). fp is then the time-

advancing marker particle distribution function with the time-

advancing df weight w1, fp ¼ w1w0g ¼ w1f0ðzt¼0; t ¼ 0Þ.
w1 ¼ 0 at t ¼ 0:

Particle weight evolution from the driver Df0=Dt is eval-
uated using the direct weight evolution method in the differ-

ence form.32 The usual differential form of weight evolution

can be written as

dw1

dt
¼ 1

w0g
�Df0

Dt
þ Sðf Þ

� �

: (5)

Note that g is constant along a collisionless and sourceless

Vlasov particle trajectory since the phase space volume is

conserved. This causes a problem when the marker particles

are lost at the material surface. A special technique will be

introduced in Sec. III D to remedy this problem. Time inte-

gration of Eq. (5) gives a simple difference form of weight

change

Dw1 ¼ � Df0

w0g
þ 1

wog

ð

Sðf Þdt

’ � Df0

w0g
þ Dt

w0g
Sðf Þ; (6)

where D represents the finite difference along the particle tra-

jectory. The Euler method can be applied to obtain the time

integration of S(f). A key advantage of using the difference

form is that it can avoid a numerical derivative of f0. This is

important especially when we use a noisy interpolated quan-

tity fg on the 5D phase space grid. Again, more details can be

found in Ref. 32.

In this scheme, the entire f can be presented on the 5D

continuum grid by mapping fa and fp to the velocity grid and

adding to fg. S(f) of Eq. (4) is then evaluated on the 5D con-

tinuum grid and its effect on fp can be transferred back to par-

ticle weights using the inverse mapping. If a marker particle

corresponding to the 5D continuum grid does not exist, the

f-information can be left on the velocity grid. For verification

of the nonlinear Coulomb operation using this scheme, we

refer the readers to Refs. 36 and 48. A description on using

this scheme for the atomic interaction with neutral particles is

presented in Sec. IIIG.

III. UNUSUAL PHYSICS CONDITIONS, PHYSICS
MODELS, AND THE EXTENDED HYBRID
LAGRANGIAN SCHEME IN THE BOUNDARY PLASMA

Boundary plasma physics has extra features that are

absent from conventional core plasma physics, hence it

requires special treatment. First of all, the plasma particles that

hit the material wall are lost from the simulation domain. The

requirement for the phase-space volume conservation of the

Vlasov system (time-invariance of the function g) can be bro-

ken if a special treatment is not employed. Second, the lost

plasma particles come back into the plasma in the form of neu-

tral atoms after the molecular dissociation into atoms (we

presently neglect in XGC1 the molecular dissociation proce-

dures in front of the divertor plates in the present study of

low-recycling divertor plasma). The neutral atoms then inter-

act with the plasma particles through ionization and charge-

exchange processes. Some of the plasma and neutral particles

even escape the system via vacuum pumping and material

binding. Third, the open system also drives the plasma to a

non-Maxwellian steady state, nullifying the convenient order-

ings used for the core plasma that originated from the near-

thermal-equilibrium assumptions. One of the consequences is

that the Coulomb collisions need to be described by the fully

nonlinear Fokker-Planck operator. Development and utiliza-

tion in the XGC family codes of a fully nonlinear Fokker-

Planck collision operator was already reported in Refs. 36 and

48, and will not be a subject of discussion here.

A. Electron subcycling

The wave frequency x of interest in XGC1 is much

lower than kkve;th, where kk is the wave vector component in

the magnetic field direction and ve;th is the electron thermal

speed. At such frequencies, there is a significant adiabatic

electron response to the electrostatic potential perturbation

on a flux surface. In an edge plasma, both the mean and fluc-

tuating electrostatic potential variation on a flux surface can

be significant. To reduce the particle noise in the adiabatic

response to the electrostatic potential perturbation, the ana-

lytic part of the electron distribution function f ea is chosen to
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be Maxwell-Boltzmann with the perturbed potential contain-

ing both the mean and fluctuating parts as they develop dur-

ing the simulation,49

f ea ¼ n0

T
3=2
e

exp � K

Te
þ edU

Te

� �

; (7)

where n0 is the initial flux-function equilibrium electron den-

sity that is equal to the initial gyro-center ion density, Te is

the initial flux-function equilibrium electron temperature,

K ¼ lBþ mev
2
?=2 is the electron kinetic energy, and dU is

the potential deviation from the flux-surface averaged part,

dU � U� hUi. At the initial time, both dU and hUi have not
developed yet and are zero, and the initial gyrocenter ion den-

sity is equal to the real ion density. For f ia, the Maxwellian

distribution without the Boltzmann factor is used.

Since the electron density from f ea depends on dU, the

gyrokinetic Poisson equation, Eq. (2) becomes

r? � nim
eB2

r?Uþ ð1þ q2ir2
?Þn0 1� exp

dU

Te

� �� �

¼ �ð1þ q2ir2
?Þðd�ni � dnNAe Þ; (8)

where the initial flux-function gyrocenter ion density �ni0

¼
Ð

�f
i

a is equal to n0 with �f representing the gyro-averaged f,

dnNAe ¼
Ð

ðf ep þ f eg Þd3v is the electron density that is not repre-

sented by the adiabatic Boltzmann distribution function f ea ,

and d�ni ¼
Ð

ð�f ip þ �f
i

gÞd3v is the gyro-averaged, perturbed

gyrocenter ion density.

To increase the numerical efficiency by reducing data-

communication among parallel processors (at the cost of a

higher localized arithmetic intensity) in modern massively

parallel computers, XGC1 uses an electron sub-cycling

scheme that is modified from Ref. 50. The electron time step

is smaller by the factor
ffiffiffiffiffiffiffiffiffiffiffiffiffi

me=mi

p

than the ion time step,

and the electric field (thus, the electron charge density) is

updated at each ion time step. This sub-cycling scheme is

justified by the limitation x � kkve;th that is imposed in the

present study. In the original sub-cycling scheme,50 the elec-

tron marker particle number was much less than the ions:

In order to compensate for the statistical error, the electron

charge density was evaluated more frequently in inverse-

proportion to the number of electrons compared to the ions,

and summed up at the ion time step. This required a more

frequent data-communication among parallel processors. In

the present subcycling scheme, the electron marker particle

number is the same as that of ions, and thus the electron

charge density is evaluated at the ion time-step.

One issue in the electrostatic simulation of tokamak plas-

mas is the so-called xH mode.38 The xH mode can give a

rapid numerical instability without self-consistent magnetic

perturbations unless the time step is small enough to resolve

the mode. To avoid this issue, we utilize the numerical scheme

of the fluid-kinetic hybrid electron model,51 utilizing the adia-

batic distribution function f ea as the fluid part. This scheme has

prediction and correction phases. In the prediction phase, the

lowest order perturbed potential, dUð0Þ is determined by the

adiabatic electron response (dnNAe ¼ 0), and dUð0Þ is used to

set f ea in the weight evolution equation. In the correction phase,

the next order potential dUð1Þ is obtained using the Poisson

equation (8) with the non-adiabatic density response dnNAe ,

which is from the weight evolution equation with f ea ðdUð0ÞÞ.
Since the electron particle weights are required only when

evaluating dnNAe for the gyrokinetic Poisson equation, using

the direct weight evolution method, the particle weight can be

determined according to Eq. (6) only at each ion Dt time step

when the gyrokinetic Poisson equation is solved.

B. Linearized Poisson solver, mesh, and charge
interpolation

A linearized gyrokinetic Poisson equation is used in this

work,

r? � n0m
eB2

r?Uþ ð1þ q2ir2
?Þn0

dU

Te

� �

¼ ð1þ q2ir2
?Þðd�ni � dnNAe Þ: (9)

Thus, accuracy for some high amplitude perturbation peaks

(XGC1 sees dn=n as high as �30% in the scrape-off layer),

is not guaranteed and their relative error bar can be as high

as Oðdn=nÞ2. Detailed error analysis will be a subject for

future study using the recently developed nonlinear Poisson

equation solver.

Equation (9) is discretized with a linear finite element

method. The flux-surface-average operator in dU ¼ U� hUi
poses a difficulty because it appears as a dense matrix. Thus,

Eq. (9) is solved iteratively with hUi on the right-hand-side

to avoid explicit inversion of the dense flux-surface-average

matrix.

An approximately field following mesh (unstructured and

triangular) is used. The mesh points are arranged to be axisym-

metric to enable more accurate handling of the global axisym-

metric physics in the multi-scale simulation of the multiphysics

in XGC1. The multiphysics include neoclassical dynamics

together with the X-point ion orbit-loss, microturbulence, zonal

flows, neutral particle transport, and atomic interaction physics.

N-number of “poloidal planes” are defined first at each equidis-

tance in the toroidal angle. Each poloidal plane starts out with

the first mesh point on the outboard midplane. Following the

magnetic field line in the positive toroidal direction starting

from the outboard midplane on the first poloidal plane, we find

the intersecting point with the neighboring poloidal plane and

mark that as the next mesh point. That mesh point is then

mapped to all the poloidal planes axisymmetrically. We con-

tinue this “mesh point marking” until the outboard midplane is

reached. Unless we are on a mode-rational surface, the last

mesh point does not match the first mesh point exactly. We

solve this issue by making small adjustments to each mesh

point to make the last mesh point to come back to the first

mesh point at the outboard midplane. One drawback in this

method is that the mesh point distance at the inboard side is

denser than that at the outboard side. Near the X-point, the field

lines are almost in the toroidal direction (Bh ! 0). The afore-

mentioned method is not needed since a toroidal-angle follow-

ing mesh-points is already approximately field-line following.
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The toroidal distance (2pR=N) between the mesh points

is significantly large compared to that on a poloidal plane

(�qi), where R is the major radius and qi is the ion gyrora-

dius. In order to enhance the accuracy in the charge deposi-

tion of marker particles in solving the turbulent fluctuations

that are highly stretched in the magnetic field direction

(kk � k?), we execute the charge interpolation in the toroi-

dal direction by following the magnetic field lines on which

each marker particle lies.

C. Verification of the hybrid-Lagrangian scheme with
gyro-kinetic ions and drift-kinetic electrons

In Ref. 32, the ion hybrid-Lagrangian scheme was verified

using pure ITG turbulence with the adiabatic electron model in

a core plasma. The main new feature in the present report is

the addition of the kinetic electron hybrid-Lagrangian scheme

that is adequate for the simulation of boundary plasma. Before

we proceed to the descriptions of the boundary condition for

the particle time-marching at the material wall and the dissipa-

tive term S(f), it is prudent at this point to verify the new

kinetic electron simulation scheme using the most relevant

electrostatic kinetic instability feature in a tokamak plasma;

i.e., the transition from the ion-temperature gradient mode to

the trapped-electron mode (the so-called “ITG-TEM transi-

tion” benchmarking). In the present verification study, we

benchmark the XGC1 result against a well-known result by

Rewoldt et al.,52 using the global gyrokinetic codes GTC

and GT3D, and a local eigenfrequency code FULL. The gyro-

kinetic particle code GEM53 has participated in this new

kinetic-electron benchmarking with XGC1. Figure 1 shows the

comparison in the linear growth rate c (left figure) and the real

frequency x (right figure) between all five codes. The vertical

axis is normalized to Cs=Lne, where Cs is the sound speed and

Lne is the scale-length of the electron density gradient. A good

agreement between the XGC1 results and the other code

results can be seen. Some deviation of FULL’s real frequency

in the ITG branch is from the local nature of the eigenfre-

quency calculation52 while other codes are global.

D. Wall boundary condition for the marker particle
time-advance

In XGC1, the wall (divertor and limiter) effects consti-

tute the plasma and solver boundary conditions. There is usu-

ally no boundary condition at an inner radius. The plasma

particles are absorbed at the wall boundary unless reflected

by the sheath potential. All the ions are absorbed, but the

electrons whose parallel kinetic energy is lower than the

sheath potential are reflected back.

The lost marker particles should still remain in the simu-

lation region (g is time invariant) in order to preserve the

phase-space volume, but still satisfy f¼ 0 at the wall in the

lost particle phase space. In order to achieve these condi-

tions, absorbed marker particles are reflected from the wall

with the new weight w1 ¼ �ðfa þ fgÞ=ðw0gÞ that makes f¼ 0

at the wall when added to the wall-absorbed particle weight.

The full-f weight w0 is invariant during the time-advancing

of the marker particles and is kept invariant here since the

reflection process is still part of the D/Dt time-advancing.

The weight change is

Dw1 ¼ �ðfa þ fgÞ=ðw0gÞ � w1: (10)

We note here that this weight change can create a large magni-

tude w1 weight when fg¼ 0 in the beginning of simulation,

since fp needs to cancel the entire fa upon absorption. However,

as the Dw1 information is gradually transferred to fg in the pre-

sent hybrid Lagrangian scheme, the effect of the w1 weight

change can be reduced to the fluctuation level.

E. Logical sheath

In XGC1, the configuration-space grid distance is about

half of the ion-gyroradius (�1mm). Thus, the sum of Debye

sheath, quasi-neutral pre-sheath, and the parallel potential

variation that are not resolved by the gyroradius grid needs

to be handled as a sub-grid phenomenon: XGC1 uses a modi-

fied logical sheath boundary condition.55 The total logical

sub-grid sheath potential is then determined by counting the

FIG. 1. Cross-verification of XGC’s new simulation scheme against the known code results for the ITG-TEM mode transition: (a) linear growth rate and (b)

real frequency. A reasonably good agreement of the XGC1 results (black X mark) can be seen in comparison with GTC (blue line), GT3D (red line), GEM

(purple circle), and the eigenvalue solver Full (black line). The XGC1 and GEM results are overlapped on the FULL, GTC, and GT3D results from Ref. 52.

The XGC1, GTC, GT3D, and FULL cross-verification results have already appeared in Ref. 54. Part of this figure is reproduced with permission from Phys.

Plasmas 20, 032309 (2013). Copyright 2013 AIP Publishing LLC.
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number of ions and electrons crossing the wall boundary and

by making the lost number of electrons, which has larger

parallel energy than the sheath potential, the same as the

number of lost ions on average.

Using a thin layer “pill-box” approximation, Gausses

law yields the electric field Es directed away from the charge

density on the wall r,

Es ¼ r=�0;

where �0 is the vacuum permittivity. Over a grid spacing

Dxg, this equation becomes

Us ¼ �Dxg r=�0:

Taking the time derivative and using dr=dt ¼ eðCi � CeÞ,
where Ci and Ce are the absorbed ion and electron fluxes

on the wall, we have before further modification @Us=@t
¼ �ðeDxg=�0ÞðCi � CeÞ; where Us the logical sheath poten-

tial. It is found from numerical trial that this equation brings

out a fast oscillation in the value of Ci � Ce, including the

sign, around the scale of simulation timestep and easily yields

a numerical instability.56 To avoid this numerical instability,

a damping must be imposed on the fast oscillation. We find,

empirically, a modified logical sheath algorithm as

@Us

@t
¼ �c

ekD

�0
ðCi � CeÞ;

where c is the damping factor and kD is the Debye length.

We find that c ¼ 10�6 is needed for a stable solution of

Us. For the initial condition, eUs ¼ 2:5kTe is used, which is

roughly the Debye sheath potential given by simple analytic

theories. Note here that the magnitude of the logical-sheath

potential Us is typically greater than the magnitude of the

Debye sheath potential (about 1.5 times greater, depending

upon the grid size).

F. Demonstration of edge turbulence simulation
across the magnetic separatrix

Before we present the dissipation source terms (nonlinear

collisions, heating/cooling, and neutral particles), we demon-

strate the capability of the extended hybrid-Lagrangian scheme

in simulating electrostatic plasma turbulence across the mag-

netic separatrix surface. For this demonstration, we turn off the

dissipation sources and use only the capabilities and schemes

described up to this point.

For this purpose, a DIII-D like L-mode plasma is used

with the initial plasma density and temperature profiles mod-

eled as shown in Fig. 2. At the magnetic separatrix, the

plasma density is 7� 1017 m�3 and the electron temperature

is 45 eV. This gives 0.003% of electron beta that is smaller

than the electron/deuteron mass ratio by about a factor of 10,

partially justifying the present electrostatic simulation. A

possible electromagnetic effect on edge turbulence will be

studied in a future study.

The simulation is performed on the Titan Cray-XK7

supercomputer at the Oak Ridge National Laboratory using

16 384 and some additional reserve compute nodes (90% of

Titan capacity) for 72 h. 13 billion marker particles are used

for each plasma species. The number of configuration-space

grid points of the unstructured triangular mesh is about 55 000

per poloidal plane, with a total of 32 poloidal planes. Because

of the high safety factor (q95 ’ 5) in the edge plasma, 32

poloidal planes is equivalent to ’ 150 poloidal planes in the

core plasma with q¼ 1. The velocity space mesh is taken to

be a 30� 31 rectangular grid with the maximum vjj and v?
being three times the thermal velocity. Hence, the total phase

space grid has about 1.5� 109 grid elements. The simulation

time step is 1:6� 10�7 s, and the simulation ended at 1.7ms

in physical time. This is much longer than the saturation time

for the collisionless nonlinear turbulence around the magnetic

separatrix surface. The simulation time step 1:6� 10�7 s

needs to be small enough to resolve the ion neoclassical orbits,

the relevant turbulence modes, and the strongest linear growth

time. 1:6� 10�7 s is about 1/100 of the ion toroidal transit

time and less than 1/20 of the maximal relevant turbulence

oscillation time scale (300 kHz, see Fig. 8) and the maximal

E�B-shearing and linear growth time scale (300kHz, see

Fig. 6). From the convergence study, this time step has been

found to be sufficiently small to study the edge turbulence

bifurcation physics in the present study.

Figure 3 is the poloidal cross-sectional view of the edge-

saturated nonlinear electrostatic turbulence. Core turbulence

has a slower growth rate and the growing front can be seen.

The inset box shows an enlarged spatial structure of the tur-

bulence. Streamer type structures can be noticed inside the

magnetic separatrix (ion temperature gradient and trapped

electron turbulence). Around the magnetic separatrix and in

the scrape-off layer, coherent blobby type structures can be

seen that is intermittent. Detailed statistical properties of this

boundary turbulence have been reported elsewhere.57 In this

subsection, we only present essential figures that have not

yet been published, including Figs. 3 and 4.

Figure 4 depicts the square root of the space-time aver-

aged normalized perturbed density dn=n0 from turbulence,

measured at the outboard midplane. Here, dn is the perturba-

tion from the toroidally averaged electron density and n0 is

the equilibrium electron density. ðdn=n0Þ2 is averaged over

–30 cm to 30 cm in the poloidal direction, 0 to 2p in the

FIG. 2. The modeled initial plasma density, electron temperature, and ion

temperature profiles for the capability demonstration of the extended hybrid-

Lagrangian scheme in the simulation of the plasma turbulence across the

magnetic separatrix surface in a DIII-D like tokamak geometry.
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toroidal direction, and 0.6–1.7ms in time, when turbulence

intensity is nonlinearly saturated. Spatial variation of the

flux-surface volume Jacobian is taken into consideration in

the averaging operation. The normalized turbulence intensity

increases slowly toward the edge, followed by a rapid growth

from wn ¼ 0:96, where a large density gradient starts, into

the scrape-off layer. The peak of the average turbulence

intensity reaches about 9% in the near-scrape-off layer. The

individual dn=n0 fluctuation could reach over 30%, as can be

seen from the color bar in Fig. 3. Such a high level turbu-

lence intensity in the boundary plasma, around the separatrix

surface into the scrape-off layer, has been observed in multi-

ple tokamaks.35

With the capability demonstration of the hybrid-

Lagrangian scheme in the gyrokinetic simulation of the edge

turbulence across the magnetic separatrix in this subsection,

we will proceed with the description of the additional neces-

sary scheme in Sec. III G: the dissipation terms.

G. Coulomb collision, heat/cooling source, and
neutral atomic physics

The operation S(f) on the right-hand-side of Eq. (1)

includes Coulomb collision, plasma heating, radiative cool-

ing, momentum injection, and neutral atomic physics. The

result of the S(f) operation is reflected on the particle weight

w1 and the grid distribution function fg according to the rela-

tion ðDw1Þw0gþ Dfg ¼ Sðf ÞDt with the time step size Dt,

while the phase variables are unchanged. Note that we hold g

unchanged since the particle phase variables are unchanged.

S(f) should be operating on the total f ¼ fa þ fg þ fp and exe-

cuted on the phase-space grid. The total f for this operation is

gathered on the phase space grid by mapping fp and fa to the

local velocity-space grid. In the simulations performed so far,

we choose ðDw1Þw0g ¼ Sðf Þ when there exist particles on the
phase space grid. The modified particle weight is mapped

back to the marker particles in the configuration space using

the inverse mapping. When there is no particle on the phase-

space grid, the change in f is left on the phase space grid with

the modification of fg by the amount Dfg ¼ Sðf Þ.
The Coulomb collision operator part of S(f) is solved

using a fully nonlinear Fokker-Plank-Landau collision opera-

tor on the phase-space grid, i.e., on the 2D velocity space grid

at each configuration space grid-node. We refer the readers to

Refs. 36 and 48. A fully nonlinear Coulomb collision opera-

tion is necessary due to the non-Maxwellian distribution in

the edge plasma, especially in the steep pedestal and the

scrape-off layer regions, and for the accuracy of the X-point

orbit-loss hole physics.

Heating and radiative cooling in S(f) are applied in an

isotropic way in the 2D velocity space. The kinetic energy

on each phase-space grid vertex is enhanced or reduced by a

small fraction at each simulation time-step, while preserving

the particle density and the net parallel momentum on the

configuration grid so that the heating and cooling themselves

do not inject a net mass or momentum into the plasma. This

method preserves the equilibrium (Maxwellian) distribution

function. Momentum is injected into the plasma in a similar

way, shifting the parallel velocity by a small fraction at each

time-step, while preserving the particle density and kinetic

energy. The radial profiles of heating, cooling, and momen-

tum sources are either prescribed as input using neutral and

impurity profiles. For the cooling profile, an option for a sim-

ple radiative power loss model from impurity particles also

exists in XGC.

In the XGC version used for the present study, the neutral

ionization and charge exchange part of S(f) is from the built-in

Monte Carlo neutral transport routine that uses the rate coeffi-

cients of atomic processes.58,59 An earlier version XGC0 con-

tains DEGAS2 (Ref. 60) as a subroutine, as described in Ref.

59. First of all, for ions absorbed by the wall, neutral atoms

are born with a wall recycling coefficient at the Frank-Condon

energy (set to be 3 eV in the present simulation, with random

angular distribution) on the material wall or on a specified

FIG. 3. Poloidal cross-sectional view of the perturbed density normalized to

the mean density from electrostatic turbulence in the global boundary

plasma. The sheared streamer structures inside the magnetic separatrix sur-

face (black line) and the blobby structures around and outside the magnetic

separatrix can be observed. A DIII-D like plasma model is used.

FIG. 4. Square root of the space-time averaged normalized perturbed density

dn=n0 from turbulence, measured at the outboard midplane, where n0 is the

equilibrium electron density. ðdn=n0Þ2 is averaged over –30 cm to 30 cm in

the poloidal direction, 0 to 2p in the toroidal direction, and 0.6–1.7ms in

time, when turbulence intensity is nonlinearly saturated.
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birth surface in the scrape-off layer (SOL). A gas puff or vac-

uum pump can also be modeled by generating or annihilating

the neutral particles at a prescribed location on the wall.

Again, for the S(f) operation, all the plasma particles reside

on the 5D phase-space grid, while the neutral marker particles

reside in the configuration space. As the neutral particles move

into the plasma, the charge exchange and ionization probability

are calculated using the background plasma information accord-

ing the atomic rate data, and the new ion marker particles are

generated on the ion phase-space grid nodes using the energy

and momentum of the neutral particle. The plasma particles are

treated as the background fluid (plasma particles are gathered

and approximated as shifted Maxwellian on the configuration

space grid). Upon the ionization interaction, the new electrons

are generated on the electron phase-space grid at the average

kinetic energy given in Ref. 61, with a Gaussian velocity distri-

bution. A similar procedure is taken for the plasma marker par-

ticle interaction with the background neutral particles. On each

phase-space grid point, the charge exchange probability is cal-

culated according the atomic rate data, the new neutral particles

are generated using the kinetic energy and momentum on the

phase-space grids, and the new ion particle is generated using

the neutral particle’s energy and momentum. For this plasma

atomic process, the neutral particles are treated as background

shifted-Maxwellian. The ionization cross-section rion and the

charge-exchange cross-section rcx are as described in
59

rion ¼ 8� 10�15

ffiffiffiffiffi

Te
p

exp �13:56=Teð Þ
1þ 0:01Te

m3 s�1;

rcx ¼ 1:1� 10�14E0:3
i =

ffiffiffiffiffi

mi

p
m3 s�1;

and the average kinetic energy Knew
e of the new electron

generated from the electron-impact ionization is as described

in61

Knew
e ¼ Eionization=4; if Ke > 1:5Eionization;

Knew
e ¼ 0:5ðKe � EionizationÞ; if Ke < 1:5Eionization;

where Ke is the kinetic energy of the impact electron, Eionization

is the ionization energy of the ion species, and the minimum

Knew
e is set to 4.5 eV. Since the particle-particle interactions

are not considered, it is inevitable to suffer from some energy

and momentum conservation error in the plasma-neutral sys-

tem. This topic has been studied in Ref. 59, with the conclu-

sion that the error is not significant enough to replace the

built-in neutral Monte-Carlo routine by DEGAS2. The volume

recombination has not been considered, assuming that the

plasma kinetic energy in the divertor chamber is above the

recombination energy.

IV. GYROKINETIC SIMULATION OFA FAST
LOW-TO-HIGH CONFINEMENT MODE
BIFURCATION DYNAMICS

A. Simulation setup and edge plasma profile evolution

A global transport time-scale gyrokinetic investigation

of the L-H transition (starting from a global L-mode trans-

port equilibrium, gradually increasing the heating power to

get the transition, and observing a pedestal build-up) has

been prohibitively expensive on the present-day supercom-

puters. In the present study, we make the simulation possible

by reducing the computational resource requirement as much

as possible via a model simplification; i.e., by choosing a

fast electrostatic bifurcation case under strong forcing by a

high rate of edge heat deposition without prolonging it to the

slow, follow-on pedestal build up process. XGC1 simula-

tions and analytic study show that edge turbulence saturation

is usually established within 0.1ms,33,62 while in the core

plasma, the nonlinear turbulence saturation is established in

1ms or longer.

By definition, a turbulence-bifurcating plasma is not in a

global transport steady state. This implies that the establish-

ment of a global transport steady-state may not be a neces-

sary condition for an edge transport barrier formation study.

If the turbulence suppression in the edge layer can occur in

much less than 1ms of plasma time by strong forcing, the

transition dynamics can be studied on the 27 peta-flop-peak

computer Titan at ORNL.63

For the present study, we use the magnetic field geome-

try and the plasma profile from the Alcator C-Mod34 L-mode

plasma discharge #1140613017 as simulation inputs, but tak-

ing the toroidal magnetic field (BT) to yield the magnetic drift

VB toward the magnetic X-point (i.e., the favorable direction

for an H-mode transition); the actual discharge had VB away

from the X-point. The plasma current is parallel to BT. In

these plasmas, be (� the electron kinetic energy density/mag-

netic energy density) is only 0.01% just inside the separatrix

and thus magnetic fluctuation effects are neglected. How the

magnetic fluctuations affect the present L-H bifurcation study

is a subject of future study, as stated earlier.

To minimize the computational cost, an exaggerated

amount of net heat DWlayer � 0.8MW (significantly exceed-

ing the experimentally observed net heat accumulation rate

in the edge layer from the 1.6MW heat flux from core) is

accumulated in the 0:947 < wN < 0:989 edge region so that

the edge temperature is forced to increase at an exaggerated

rate (Fig. 5), thereby quickly inducing edge transport bifur-

cation. Here, wN is a normalized minor radius in terms of

poloidal magnetic flux that is zero on the magnetic axis and

unity on the separatrix surface. For this plasma, the L-H tran-

sition power threshold is known to be about 1–1.5MW if the

magnetic drift is toward the X-point. Thus, the amount of

power accumulation in the edge layer is as high as the L-H

transition threshold power in this model.

The heat source is designed in the way not to generate

an artificial flow in the plasma: After each heating time step

in which a small fraction of the particle kinetic energy is

increased, any momentum generation is removed by shifting

back the particle distribution function in the parallel direc-

tion by a proper amount. Moreover, we applied the heat

source only at wN < 0:76 so that the heat accumulation in

the edge region is from divergence of the radial heat flux.

The edge particle density profile evolves differently

from that of temperatures, as can be seen from the bottom

figure in Fig. 5. Around the magnetic separatrix surface

(wN > 0:98), a strong neutral ionization raises the particle

density, making most of the density slope to exist outside

of the separatrix surface. This is caused by the low initial
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plasma density assumed in the far-scrape-off layer in the

simulation, which allows stronger penetration of the neutral

particles to the separatrix area. A possible effect of this den-

sity buildup around the separatrix on the L-H bifurcation

dynamics is unknown in the present study. The rise of parti-

cle density deeper in the core at wN < 0:95, while there is

no particle source in the core plasma, is due to divergence

of turbulent particle flux.

B. Observation of turbulence bifurcation

A gyrokinetic simulation always experiences transient

oscillations in the geodesic acoustic modes (GAMs)64–69 as

the initial, approximate experimental plasma profile relaxes

to a profile that is self-consistent with the gyrokinetic equi-

librium and transport. These transient GAMs usually decay

away after several oscillations in the near-equilibrium core

plasma.64–69 However, the GAM oscillation may persist lon-

ger or be easily excited in a time-transitional edge plasma

due to a weak poloidal winding of the edge magnetic field

and a high free energy.33,70,71 A strong GAM activity is

indeed observed as the L-H bifurcation is approached in

ASDEX-U.15

Figure 6(a) depicts the activities of the E�B flow VE

¼ �Er=B (green dashed line), its radial shearing rate V0
E

¼ dVE=dr (red dotted), and the turbulence intensity ðdn=nÞ2
(blue) in the middle of the edge layer at wN � 0:975. We

will focus our attention to V0
E, not to VE itself, since the latter

is found not directly correlated with the bifurcation event.

Oscillations at approximately the theoretical GAM frequency

of the modeled C-Mod edge plasma (sGAM ’ 0.03ms) can be

observed in Fig. 6(a). Analysis of these oscillations show

that they have an m/n¼ 0/0 (velocity) and 1/0 (density)

Fourier mode structure, consistent with GAMs. The electron

and ion heat fluxes are shown in Fig. 6(b) and also exhibit

a similar oscillation. Figure 6(c) shows, together with Fig.

6(a), the V0
E activities in radius-time with the initial transient

shearing rate of �� 105 Hz decreasing to a negligible level

(�� 104 Hz) around 0.12ms at wN ’ 0:975 as the nonlinear

edge turbulence is established with its intensity modulated

with the global GAM activity. We observe that the GAMs

propagate from inner radii towards the edge, with a gradually

decreasing radial propagation speed as they approach the

edge and some interference pattern as they are reflected from

the edge.

A peculiar feature can be noticed in the V0
E oscillation

before t¼ 0.175ms (denoted by the vertical dashed-dotted

line): Fig. 6(c) shows that in the edge layer near the magnetic

separatrix, the positive peaks of the sheared E�B flow oscil-

lations do not penetrate very well into the region wN > 0:96
(with only one transient penetration, marked with the dashed

box), suggesting that at this time there is some mechanism at

play to suppress the positive E�B shearing in this region. In

the gyrokinetic Poisson equation33 ðq2i =k2i ÞV0
E � ne � ni;gc in

an L-mode edge, a negative E�B-flow shearing rate V0
E < 0

implies that the guiding-center plasma is (slightly) positively

charged in the edge layer 0:96 < wN < 1. This also implies

that the electrons lead the particle loss, giving rise to the

V0
E < 0 before t¼ 0.175ms.

Let us continue to discuss the V0
E behavior further as

seen in Figs. 6(a) and 6(c). At t � 0:15 ms, a strong positive

V0
E peak penetrates into the far edge region wN ’ 0:99 [Fig.

6(c)] as seen in the dashed box. However, it is only an iso-

lated event. A more robust penetration of V0
E > 0 is observed

at wN ’ 0:975. All of a sudden at t ’ 0:175 ms, V0
E becomes

positive and increases further in the positive direction [Fig.

6(a)]. V0
E and ðdn=nÞ2 at this position now show an out-of-

phase, nonlinear limit cycle behavior. The peak shearing rate

FIG. 5. Initial radial profiles of Ti, Te, and ne in the edge region (solid line).

The profiles around (t¼ 0.174ms, dotted line) and after (t¼ 0.27ms, dashed

line) the bifurcation event have been plotted together.
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at wN � 0:975 exceeds 300 kHz at t � 0:205 ms (solid verti-

cal line), which coincides with the maximum linear growth

rate of the most unstable dissipative modes72 (i.e., dissipative

trapped electron modes in the modeled plasma). Also, the

second kick into the positive V0
E direction that peaks at t

� 0:205 ms [Fig. 6(a)] penetrates deeper toward the separa-

trix wN > 0:97 [Fig. 6(c)]. Around this time, the GAM oscil-

lations at wN < 0:95 are dying out: Thus for t � 0:205ms,

the stronger penetration of the positive V0
E in the region wN

> 0:97 is not driven by the stronger GAM activities from the

core region. It can also be seen that the sign of the average

V0
E inside the edge layer 0:96 < wN < 1 stays positive from

t � 0:175 ms, indicating that an electron-dominated particle

loss has changed into an ion-dominated loss. Notice here also

that the persistent E�B shearing actions are confined to a

thin edge layer around 0:96 < wN < 1.

After t � 0:205 ms, the V0
E oscillations at wN � 0:975

cease but V0
E grows continuously in the positive direction,

and the turbulence is continuously decaying after �0:22 ms.

The radial thermal fluxes [see Fig. 6(b)] then decay in the

same fashion. The ion heat flux does not decay to a small

electron heat-flux level because of the significant neoclassi-

cal heat flux. The electron particle fluxes also decay similarly

as shown in Fig. 7. At this stage, the V0
E > 0 becomes part of

the background mean E�B flow shear with a net negative

charge (ion-dominated loss). We identify this event as the

final stage of turbulence and transport bifurcation after which

the pedestal will grow in this fast bifurcation event.

C. Quenching of turbulence in sheared E3B flow

Theories exit saying that a sheared E�B flow can (1)

shear the turbulence eddies to smaller structures and higher fre-

quency, leading to dissipation at high wave numbers73 or (2)

quench the turbulence via an eddy tilting-stretching-absorption

process.9,11 The latter process is different from the former

in that it happens via Reynolds work through a conservative

process between the turbulence energy and the plasma flow

energy. In order to examine how the turbulence behaves in the

present simulation during the suppression period, we make con-

tour plots of the turbulence amplitude d/0 in the frequency-

time space in Fig. 8 at two different radial positions at wN

¼ 0:975 [at the same position where Figs. 6(a) and 6(b) are

depicted] and away from the bifurcation layer wN ¼ 0:94.
At wN ¼ 0:975 [corresponding to the white horizontal

line in Fig. 6(c)] and t � 0:155 ms (vertical dashed-dotted

line), it can be seen that the stronger and lower frequency

turbulence begins to decay, and the weaker and higher fre-

quency turbulence begins to appear. The start time of this

change coincides with the time when a single strong positive

V0
E peak of GAM first penetrates to wN � 0:99 (marked with

a dashed rectangle). The nonlinear limit-cycle behavior starts

around t � 0:175 ms [vertical dashed-dotted line, see Fig.

6(a)], and the turbulence intensity suffers a partial cut-off

until about 0.19ms. The observation that the strong transient

E�B shearing event at wN � 0:99 is felt at wN � 0:975 is

an indication of a somewhat nonlocal turbulence interaction.

FIG. 6. Time behavior at wN ¼ 0.975 of (a) ðdn=nÞ2, E�B shearing rate,

and E�B flow; (b) electron heat flux; (c) E�B shearing rate in radius; (d)

Reynolds force at wN ¼ 0.972 and 0.984; and (e) orbit-loss force. All the

one-dimensional quantities are flux surface averaged values except ðdn=nÞ2
in (a), which is measured at the outboard midplane. This figure is reproduced

with permission from Chang et al., Phys. Rev. Lett. 118, 175001 (2017).

Copyright 2017 American Physical Society.

FIG. 7. Flux-surface-averaged radial particle flux at wN ¼ 0:975 correspond-
ing to Fig. 6(b), showing the suppression around t¼ 0.175ms.
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Figure 8(b) shows that a similar phenomena is also

observed at some distance away from the edge layer. Even

though the main E�B shearing develops at wN > 0:96, as
can be seen in Fig. 6(c), there is a clear sign of turbulence

bifurcation activities at wN ¼ 0:94. This phenomenon is not

surprising since the radial turbulence wavelength is at least

as long as the edge layer width, as shown in Ref. 33 for the

edge ITG turbulence and also confirmed from the present

simulation for general electrostatic edge turbulence.

In both Figs. 8(a) and 8(b), starting around t � 0:205 ms

(solid vertical line), the turbulence begins to get suppressed

over the whole frequency range. There is no further cascade of

turbulence to any higher frequency than is already reached.

This is the time when the E�B shearing rate reaches the criti-

cal strength [represented by the solid vertical line in Fig. 6(a)].

The lower frequency turbulence gets suppressed earlier, indi-

cated by the slope starting from the zero-frequency in the

time-frequency space. This is a sign that the larger eddies are

more susceptible to the E�B shearing effect. These different

behaviors before and after 0.205ms in Fig. 8 suggest that the

E�B shearing events suppress the turbulence in two stages.

Since what is observed at wN ¼ 0:94 may better reflect

the E�B shearing effect and the turbulence intensity observa-

tions presented in Fig. 6(a) due to its proximity, with less

interference from the isolated E�B-shearing event at wN

’ 0:99 and t ’ 0:155 (marked with the dashed box), we

attempt to make some detailed comparison between Fig. 8(b)

and the time behavior of the Reynolds work rate obtained at

wN ¼ 0:972 around the bifurcation time as depicted in Fig. 9.

Here, the rate of Reynolds work is plotted as the normalized

consumption rate7,9,23 P ¼ h~vr~vhiV0
E=ðceff~v2?=2Þ of the turbu-

lence kinetic energy per unit mass, ~v2?=2, by the VE shearing

action, using the critical shearing rate 300 kHz as the effective

source rate ceff of the turbulence kinetic energy (dashed-dotted

line). As described earlier in this section, the critical shearing

rate has been identified as the strongest growth rate of the

turbulence modes (dissipative trapped electron modes in this

case). Turbulence intensity from Fig. 6(a) is also plotted

for reference (solid line). It is indeed found that the rate of

Reynolds work becomes momentarily large enough to con-

sume a significant portion of the turbulence kinetic energy, as

indicated by P> 1 around t � 0:18 ms and the cut-off of the

top in the GAM-oscillating turbulence energy at the corre-

sponding time [in Fig. 6(a)]. Moreover, the time integrated

Reynolds work per unit mass (5:1m2=s2) is somewhat greater

than the maximal turbulence energy just before the transition

(4:5m2=s2). We emphasize here that the significant part of the

Reynolds work exists only momentarily between the time t

’ 0:175 ms and t ’ 0:19 ms. There is a possibility that the

turbulence recovers from the driving source, but it does not.

From these observations, it can be conjectured that the first-

period event is the conservative eddy tilting-stretching-absorp-

tion process via Reynolds work, and that the second-period

event is the dissipative eddy shearing process from the further

growth of the E�B shearing by a mechanism other than the

Reynolds work. A more careful study is needed before this

conjecture can become a more concrete fact.

FIG. 8. Contour plot of the turbulence intensity / at the outboard midplane

in the frequency-time space at two different radial positions: (a) at wN

¼ 0:975 [at the same position where Figs. 6(a) and 6(b) are depicted] and

(b) away from the bifurcation layer wN ¼ 0:94.

FIG. 9. Normalized consumption rate h~vr~vhiV?=ðceff~v2?=2Þ of the turbulence
kinetic energy ~v

2
?=2 by the shearing action V0

E at wN ¼ 0:972 around the

bifurcation time, using the critical shearing rate 300 kHz as the effective

source rate (ceff). Turbulence intensity dynamics is also shown. These quan-

tities are measured at the outboard midplane. This figure is reproduced

with permission from Chang et al., Phys. Rev. Lett. 118, 175001 (2017).

Copyright 2017 American Physical Society.
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There are also differences in the eddy shearing pattern

between the two radial locations, as observed from Figs. 8(a)

and 8(b). (1) The time slope of the shearing action is lower

and the turbulence shearing is saturated at a lower frequency

at wN ¼ 0:975 than that at 0.94, and thus (2) the shearing

pattern is more coarsely-grained at wN ¼ 0:975 than at 0.94.

Despite these differences, the turbulence experiences a simi-

lar level of suppression. The difference indicates that the tur-

bulence property at the two places could be different. As

depicted in Fig. 10, a visual inspection reveals that the turbu-

lence pattern during the shearing action is coarser around the

magnetic separatrix wN > 0:97, where the turbulence pattern
appears to be blob-type which is not easily sheared to higher

kr and frequency, than at inner radii wN < 0:96, where the

turbulence is mostly drift-wave type (ITGs-TEMs) with radi-

ally elongated streamer structures that can be easily sheared

to higher kr and frequency. Reference 57 indeed shows from

other XGC simulations that the coarser structures around the

separatrix and in the scrape-off layer are quasi-coherent and

intermittent “blobs.” A figure similar to Fig. 10 that shows

the shearing of turbulence from an experimental L-H bifur-

cation has appeared for a DIII-D discharge.74 The oppositely

directed flows in Fig. 10 across the magnetic separatrix sur-

face are due to a mean E�B flow profile shape resulting

from interaction between turbulence, neoclassical (including

the ion X-point orbit-loss), neutral particles, and SOL phys-

ics at the time of bifurcation.

Figure 11 shows the time-averaged wavenumber spectrum

of the turbulence at the two different radial positions before the

first-phase E�B shearing starts (t¼ 0.12–0.17ms) and well

into the second-phase shearing activities (t¼ 0.22–0.26ms).

The white-red dashed line represents the E�B Doppler-shift

xD ¼ 2p�D and the white-black dashed line represents the

maximum amplitude for each wavenumber. Electron modes are

characterized by ðx� xDÞkh > 0 and the ion modes are by

ðx� xDÞkh > 0. Thus, most of the electron modes reside in

the positive-kh space and the ion modes in the negative-kh space

for the positive-� values presented here. At t¼ 0.12–0.17ms,

there are both ion and electron modes at both locations,

with the electron mode being stronger at wN ¼ 0:941 than at

wN ¼ 0:975. It is interesting to find that the electron modes

have already disappeared by t¼ 0.22–0.26ms at both locations

while the ion modes are being actively sheared away to higher

frequency. This may not be a surprising observation since the

radially elongated streamers from the trapped electron modes

can be highly sensitive to the changes in the drift-resonance of

trapped electrons caused by radial E�B shearing. This will be

a topic for future research. We note here that the dual modes

have been experimentally observed prior to the L-H bifurcation

in a low density deuterium discharge in DIII-D.74

D. Reynolds force and X-point orbit-loss force

Questions that arise at this point include: (1) what trig-

gers the sudden penetration of the strong V0
E > 0 part of the

GAM oscillations into the edge layer at t � 0:15 and 0.175

and thus triggering the E�B-shearing of the edge turbulence,

(2) why does V0
E and its oscillations stay positive and keep on

increasing after 0.175ms, and (3) what maintains the positive

E�B flow shear as the turbulence is suppressed?

Figure 6(d), which shows the Reynolds force,7,9 FRe

¼ �dh~vr~vhi=dr at wN ¼ 0.972 and 0.984, offers an answer

to the first question (this force was already hinted by the

Reynolds work): there are spatially localized oscillations of

FRe into the positive poloidal direction (electron diamagnetic

flow direction) in the edge layer at t � 0:155 and 0.175, with

a radial gradient that promotes positive sheared flow in the

edge layer (since dVE=dt � dFRe=dr). Furthermore, there is

another strong peak in the Reynolds force at t � 0:195 at

the radial position wN ¼ 0.984, that coincides with another

push of the E�B shearing into the positive direction above

300 kHz in Fig. 6(a).
FIG. 10. E�B shearing action of the turbulence eddies across the magnetic

separatrix surface.
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The second and third questions imply that there is a

background force, at least at t� 0:175, pushing the edge

layer to a negative charge state or V0
E > 0. The third question

also suggests that this background force is strong enough to

keep the turbulence suppressed in the edge layer.

The X-point ion orbit loss mechanism28,29 is a well-

known and robust physics mechanism (see Fig. 12) that

drives the edge layer to a negative charge state or a V0
E > 0

state. As the edge Ti increases, the enlarged X-point ion

orbit-loss hole provides a stronger background force leading

to a negative local charge with V0
E > 0 that keeps the plasma

losses ambipolar. The mechanism can also be interpreted as

a loss-hole induced Jr � B return-current force on the main

ions that drives a poloidal rotation profile until the viscous

force balances the driving Jr � B return-current force in the

H-mode equilibrium (see Fig. 8 of Ref. 28).

Figure 6(e) shows a simple estimate of the underlying

Jr � B return-current force, measured at wN ¼ 0:975, from
the collisionless ion-loss hole in the vicinity of the magnetic

X-point as function of time while the local Ti increases from

heating [see Fig. 5(a)]. The orbit-loss driven Jr � B return-

current force is comparable and adds to the Reynolds force

of Fig. 6(d) in the positive direction. The VE behavior in

Figs. 6(a) and 6(c), and the second and third questions, can

thus be understood as arising from the combined effects of

the Reynolds and orbit loss effects.

Right after the fast turbulence bifurcation, the simulation

shows that Er (or V
0
E) is not yet supported by the pressure

FIG. 11. Time-averaged wavenumber spectrum of the turbulence at the two different radial positions (wN ¼ 0:941 and 0.975) measured at the outboard mid-

plane before the first-phase E�B shearing starts (t¼ 0.12–0.17ms) and well into the second-phase shearing activities (t¼ 0.22–0.26ms). The white-red

dashed line represents the E�B Doppler-shift xD ¼ 2p�D and the white-black dashed line represents the maximum amplitude for each wavenumber. Electron

modes are characterized by ðx� xDÞkh > 0 and the ion modes are by ðx� xDÞkh > 0. Thus, most of the electron modes reside in the positive-kh space and

the ion modes in the negative-kh space for positive-� values are presented here.

FIG. 12. Two types of X-loss orbits. This figure is reproduced with permis-

sion from Phys. Plasmas 11, 5626 (2004). Copyright 2004 AIP Publishing

LLC.77
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gradient. A strong negative dE/dr at wN � 1, or a negative Er

well in the edge transition layer, has not formed yet either.

Assuming that the radial fluid acceleration is small (meaning

that the edge plasma is MHD stable), the flux-surface aver-

aged radial force balance equation yields

Vp ¼ rrP=en� Er=Bþ VtBp=Bt:

Figure 13 plots the poloidal plasma flow speed Vp, the E�B

flow speed VE�B ¼ �Er=B, and the ion diamagnetic flow

speed rrP=en. The figure shows that the Er is not supported

by the pressure gradient at all in the edge bifurcation layer

(E�B flow is even in the same direction as the ion diamag-

netic flow in the bifurcation layer), and that the poloidal flow

speed Vp from the above equation is almost the same as the

addition between the E�B and the ion diamagnetic speed.

The toroidal flow speed contribution to Vp during this fast

bifurcation is negligible due to the small Bp=Bt. The figure

also implies that the negative potential structure and the Er-

well have not formed yet, only the curvature has formed (see

dotted line in Fig. 14). As the edge pressure profile gradually

steepens, it will force Er to be negative in the steep pedestal

region to form a negative well, and the usual H-mode pedes-

tal structure is expected to emerge. In other words, across the

fast bifurcation time, the most noticeable change in the

plasma behavior is in the E�B shearing rate and the poloi-

dal flow velocity. Change in the toroidal flow speed exists,

but not at a level to influence the radial force balance relation

yet.

The radial profile of the edge electrostatic potential is

depicted in Fig. 14 at t¼ 0.130ms (solid line), which is

before the bifurcation activities start, and at 0.260ms (dotted

line), which is at the end of the bifurcation activities. It can

be seen that the curvature flipped sign in the bifurcation layer

in the way consistent with the earlier discussions. However,

the edge potential well has not formed yet, and the potential

value is slightly positive (relative to the grounded wall).

V. CONCLUSION AND DISCUSSION

A special hybrid-Lagrangian scheme has been developed

and extended to enable a total-df gyrokinetic simulation of

the boundary-plasma across the closed and the open magnetic

field-line topology in the electrostatic limit, for gyrokinetic

ions and drift kinetic electrons with a fully nonlinear Fokker-

Planck collision operation, and Monte-Carlo neutral atomic

particles. The scheme allows ambipolar electron and ion loss

to the material wall, which results in neutral atomic particle

recycling back into the plasma, but still preserving the phase-

space volume of the charged particles. The scheme has been

parallelized and optimized to reduce data communications in

extreme-scale parallel computers, and applied to study the

present L-H bifurcation study,31 the divertor heat-flux foot-

print study,62 and other boundary physics.

A fast, forced bifurcation of turbulence and transport has

been observed for the first time in an electrostatic nonlinear

gyrokinetic simulation. The simulation shows the validity of

most of the underlying assumptions used by the popular

predator-prey model in this fast transition event, with one

important addition that the neoclassical orbit loss physics also

plays a critical role in the bifurcation process. We observe that

an edge turbulence and transport bifurcation event occurs

when the microscale turbulence-driven Reynolds force and the

macroscale neoclassical orbit-loss force reinforce each other,

and when the combined E�B shearing rate in the edge layer

reaches a critical level. Thus, the experimental argument based

upon the orbit loss mechanism in Ref. 27 and the conventional

Reynolds stress argument work together. In the present simula-

tion of a fast bifurcation event, the Reynolds work causes a

conservative eddy tilting-stretching-absorption process, with

the orbit-loss then taking over with the shearing of eddies to

smaller-scale dissipative eddies and finishing up the turbulence

quenching process and keeping the turbulence suppressed.

The present study indicates that an intrinsic limitation of

the notion of Reynolds stress in the L-H bifurcation dynam-

ics is its disappearance during the period of turbulence sup-

pression, implying the necessity of some other mechanism

for the generation of the sheared E�B flow to keep the tur-

bulence suppressed while a high enough pressure pedestal is

formed to provide the needed steady sheared E�B flow.

Another limitation is in the lack of a preferred direction in

FIG. 13. Flux-surface-averaged poloidal plasma flow, E�B flow, and the

ion diamagnetic flow in the edge layer, showing that the Er is not generated

by the pressure gradient during this fast bifurcation event.

FIG. 14. Electrostatic potential at the outboard midplane as function of nor-

malized radius wN before the bifurcation activities start (t¼ 0.130ms) and

near the end of the bifurcation activities (t¼ 0.260ms).
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the Reynolds force [it fluctuates in both directions, see

Fig. 6(d)]. The synergistic orbit-loss driven E�B-shearing,

caused by the rising edge Ti, that acts in the same direction

as the steep rpi driven E�B shearing that develops at a

later time, provides such a mechanism. The synergism may

help reconcile some experimental observations that ascribe

the transition to the orbit loss effect27 or the neoclassical

effect30 with reports of the key role of turbulent stress.12–22

There exist other experimental observations that identified a

strong correlation between the L-H transition and the orbit

loss driven E�B shearing rate.75,76

The spatial scale of orbit-loss physics is about the ion

poloidal gyroradius (DwN � 0:05), while that of the Reynolds
stress variation is about DwN � 0:01 [see Fig. 6(d)]. The tem-

poral scale of the orbit-loss force development is �0:05 ms

and increasing [Fig. 6(e)], while that of the Reynolds stress is

�0:01 ms [Fig. 6(d)] and fluctuating. Thus, the ion orbit-loss

provides a background force, interacting with the space-time

dynamical Reynolds force. The ion 90o collision time �ic in
the transition layer is � 0.05ms and similar to the ion orbit

loss force time scale, and longer than the Reynolds stress time

scale. The �ic time appears to be related to the limit-cycle time

scale [see Fig. 6(a) during t � 0:17–0:21 ms].

The synergism between the Reynolds and orbit loss

forces is also consistent with the general experimental obser-

vation that the L-H bifurcation is more difficult in the case

when the r B-drift is away from the single-null magnetic

X-point, in which the orbit-loss effect is weaker.28,29

In the present simulation, a significant amount of heat

(�0:8 MW) accumulates in the edge layer in a plasma whose

L-H power threshold from the core to the edge is 1–1.5MW.

Thus, the rise of the ion temperature and the orbit-loss force

is quick, easily forcing the neoclassical E�B shearing to be

effective. In a plasma where the heat deposition to the edge

layer is not as strong as what is used in the present simula-

tion, the limit cycle oscillation period may become longer to

give a chance for the pedestal pressure gradient to build up,

as experimentally observed in Ref. 30. In this case, the E�B

shearing from the pressure gradient may add to that from the

orbit-loss effect. This is a subject of future study.
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