tvst

https://doi.org/10.1167/tvst.7.4.2

Philippe C. Cattin""

2 Moorfields Eye Hospital, London, UK

Correspondence: Peter M. Maloca,
Moorfields Eye Hospital, 162 City Rd,
London EC1V 2PD, London, UK. e-
mail: peter.maloca@moorfields.nhs.
uk

Received: 23 March 2018
Accepted: 29 May 2018
Published: 9 July 2018

Keywords: virtual reality; ray cast-
ing; ophthalmology; optical co-
herence tomography; volume
rendering; point cloud data; poly-
gon; mesh

Citation: Maloca PM, de Carvalho
JER, Heeren T, Hasler PW, Mushtaq F,
Mon-Williams M, Scholl HPN, Balas-
kas K, Egan C, Tufail A, Witthauer L,
Cattin PC. High-performance virtual
reality volume rendering of original
optical coherence tomography
point-cloud data enhanced with
real-time ray casting. Trans Vis Sci
Tech. 2018;7(4):2, https://doi.org/
10.1167/tvst.7.4.2

Copyright 2018 The Authors

translational vision science & technology

High-Performance Virtual Reality Volume Rendering of
Original Optical Coherence Tomography Point-Cloud Data
Enhanced With Real-Time Ray Casting

Peter M Maloca'??2, J. Emanuel Ramos de Carvalho?, Tjebo Heeren?, Pascal W
Hasler'®, Faisal Mushtag®?, Mark Mon-Williams®~°, Hendrik P.N. Scholl’®,
Konstantinos Balaskas®'®, Catherine Egan?, Adnan Tufail? Lilian Witthauer'', and

! OCTlab, Department of Ophthalmology, University Hospital Basel, Basel, Switzerland

3 School of Psychology, University of Leeds, Leeds, West Yorkshire, UK

4 Centre for Immersive Technologies, University of Leeds, Leeds, West Yorkshire, UK
> Bradford Institute for Health Research, Bradford, UK

5 National Centre for Vision, University of Southeast Norway, Kongsberg, Norway

7 Institute of Molecular and Clinical Ophthalmology Basel (IOB), Basel, Switzerland

8 Department of Ophthalmology, University of Basel, Basel, Switzerland

 Wilmer Eye Institute, Johns Hopkins University, Baltimore, MD, USA

0 Moorfields Ophthalmic Reading Centre, London, UK

" Center for Medical Image Analysis & Navigation, University Basel, Switzerland

Purpose: Feasibility testing of a novel volume renders technology to display optical
coherence tomography data (OCT) in a virtual reality (VR) environment.

Methods: A VR program was written in C++/OpenGL to import and display
volumetric OCT data in real time with 180 frames per second using a high-end
computer and a tethered head-mounted display. Following exposure, participants
completed a Simulator Sickness Questionnaire (SSQ) to assess for nausea,
disorientation, and oculomotor disturbances. A user evaluation study of this software
was conducted to explore the potential utility of this application.

Results: Fifty-seven subjects completed the user testing (34 males and 23 females).
Mean age was 48.5 years (range, 21-77 years). Mean acquired work experience of the
35 ophthalmologists (61.40%) included in the group was 15.46 years (range, 1-37
years). Twenty-nine participants were VR-naive. The SSQ showed a mean total score of
5.8 (SD = 9.44) indicating that the system was well tolerated and produced minimal
side effects. No difference was reported between VR-naive participants and
experienced users. Overall, immersed subjects reported an enjoyable VR-OCT
presence effect.

Conclusions: A usable and satisfying VR imaging technique was developed to display
and interact with original OCT data.

Translational Relevance: An advanced high-end VR image display method was
successfully developed to provide new views and interactions in an ultra high-speed
projected digital scenery using point-cloud OCT data. This represents the next
generation of OCT image display technology and a new tool for patient engagement,
medical education, professional training, and telecommunications.
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Introduction

Major progress has been made in virtual reality
(VR) technology (defined as systems that support
skilled sensorimotor interactions with computer
generated information in three-dimensional [3D]
space)' in recent years. While the entertainment
(and specifically gaming) industry has been driving
much of the progress, these developments are
expected to transform the medical field and are
increasingly being used to provide clinicians with
environments that augment their training,” > facilitate
operative planning,®’ and support clinical decision
making.®""

The field of ophthalmology is particularly well
placed to benefit from the VR revolution as it has
been making use of 3D information for many
years.'>'? Indeed, optical coherence tomography
(OCT) as a noninvasive imaging technology that uses
low-coherence light to capture optical scattering from
tissue, is one of the fastest adopted retinal imaging
technologies.'*'> OCT has made it possible to
visualize the vitreoretinal interface, and especially
the retina and its layers using a cross-sectional and 3D
display.'® The integration of the OCT system into the
operating microscope enhanced ophthalmic surgery
and neurosurgery and has allowed OCT imaging of
live surgery without disturbing a surgeons’ work-
flow."” Yet, despite the benefits of OCT, the
technology is hindered in its utility through a lack
of interactivity and limited spatial navigation. Meth-
ods that provide more accurate shadow rendering
with increased image clarity and sharpness using 3D-
OCT image stacks have previously been described.'®
Even though comprehensive volumetric animations
have been created from these OCT data, major
drawbacks have been identified, namely the use of
compressed images, the need of long post-processing
rendering times of several seconds and the use of
nonintegrated second party software. This means that
such approaches do not yet allow for real-time data
interaction, especially in clinical settings.

Recently, new methods have been described in
which stereolithography of volume-rendered choroi-
dal vessels was used to enhance the spatial OCT
visualization. Such printable models are based on a
simplification of the natural tissue structure by the use
of polygons to reduce the calculation requirements
and, thus, make it printable.'"” Typically, these
renderings represent a geometric approximation of
an object and are therefore incomplete as only the

sides of the objects seen by the observer are rendered.
While these polygon-based representations of tissue
can be a useful, detailed presentation and clinical
relevance may still be constrained.

The aforementioned advances in VR have now
made it possible to overcome these barriers. In
contrast to previous reports, here, we introduce a
novel VR imaging technique for instant volume OCT
data rendering that is enhanced with real-time ray
casting of shadows. Instead of polygons we used
original, high-quality OCT point-cloud data. We
describe how this digital transformation could alter
the display of OCT and other imaging information,
presenting a novel approach for visualization and
interaction, for education purposes and for the
conceptualization of retinal disorders.

This research followed the tenets of the Declara-
tion of Helsinki. The use of the data was approved by
the local ethics committee (EKNZ-ID:2016-01948).
Written informed consent was obtained from all
subjects.

Subjects

Participants trialed the software voluntarily and
were given the option to interrupt or end the VR
experience if desired or needed. Following exposure to
the system, they were asked to complete a brief survey
for feedback. Inclusion criteria were 18 years of age or
older and anamnestic normal stereoscopic depth
perception (stereopsis). The use of spectacles or
contact lenses was allowed. Exclusion criteria were
coexisting diseases, such as epilepsy, dementia,
parkinsonian syndrome, serious mental health illness,
developmental disability or cognitive impairment,
general disability that would preclude adequate
comprehension of the informed consent, or subjects
who did not sign informed consent.

Virtual Reality Environment

A VR program (SpectoVR/RetinopsyVR Version
1.0; Center for Medical Image Analysis & Navigation,
University of Basel, Switzerland) was particularly
created for an immersive experience and written in
C++/OpenGL that enabled volume data import from
different medical imaging resources, such as comput-
ed tomography (CT), magnetic resonance imaging
(MRI), or OCT. Volume data were transferred as
original .bmp stack files or DICOM format exported
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from the OCT scanner into the VR play arena (HTC
Vive, Xindian District, New Taipei City, Taiwan) and
instantly volume rendered as original point-cloud
data.

One major objective of the software from the
outset was to provide a unique illusion of reality so
that the user could both engage and enjoy the
experience. For the highest level of immersion, a VR
room large enough to safely walk around was
programmed in room-scale to heighten the feeling of
immersion (size play arena ~4 X 4 X 3 m). The VR
floor texture consisted of a high-resolution photo-
graph of a linoleum surface, which also contained
scratches, and thus simulated a very realistic environ-
ment. Several artificial windows with a view of the sea
and sky were designed to avoid anxiety or the fear of
being trapped. Room illumination consisted of an
ambient light source that could be enhanced by a
single ray-casting light, which itself could be manip-
ulated in position and light intensity. The advanced
ray-casting system was implemented to render shad-
ows cast in real-time with 180 frames per second (2 X
90 frames per second and eye) to provide high realism
and clarity of the rendering.

The tethered head-mounted display (HMD) headset
enabled a “room scale” tracking technology, allowing
the subject to move in 3D space and use motion-
tracked handheld controllers to interact with the VR
model and VR environment (image resolution 1080 X
1200 pixel per eye, thus, 2160 X 1200, nominal field of
view ~110°, tracking system lighthouse with 2 base
stations emitting 60-Hz pulsed infrared lasers, wired
connection using HDMI 1.4). Virtual reality refresh
rate was set at 180 frames per second for both eyes and
the application was deployed on an XMG high end-
notebook (Windows 10 home, 64bit, 32 RAM,
NVIDIA GeForce GTX 980 8192MB GDDRS, CPU
Intel Core 17-6700K CPU @ 4.00 GHZ, 4 cores;
Schenker Technologies GmbH, Leipzig, Germany).

A number of tasks were created for this VR
application. Manipulation of the VR model featured
change of first-person view angle, change of model
size, walk through option, adjustment of ray-casting
light to highlight region of interest, VR cutting with a
plane, display and cutting of original point-cloud in
any direction, and stereotactic, bimanual manipula-
tions. The VR application is demonstrated in
Supplementary Video S1.

Participants

To explore the utility of this technology, 57 healthy
participants volunteered to trial the VR experience

and provide their feedback via a user preference
survey constructed in collaboration with experts in
the measurement of user interaction with virtual
environments. The participation to the study was
voluntary and written informed consent was obtained
from each subject.

Procedure

All participants were assigned to the same proce-
dure. The HMD displayed a VR room, which
contained a single virtual model of a peripheral
retinal tear (swept-source OCT, 1050-nm wave-
length, optical specimen of 3 X 3 X 2.6 mm, Topcon,
Tokyo, Japan). There was no data preprocessing,
speckle-noise reduction, thresholding, or image com-
pression applied before the application started, but
OCT data were imported as original .bmp volume
stack files. Aspect ratio was adjusted before data
import using the bounding-box diameter displayed by
the manufacturer’s software. The examiner was
instructed on the correct use of the manipulators, fit
of the VR glasses, and were immersed into the VR
play arena up to a minimal immersion time of 5
minutes that could be individually extended if desired.
Immersion time was recorded. No extended explana-
tion, nor training, for the VR-naive examiner was
carried out. After the experience, participants were
asked to complete the questionnaire without being
disturbed or influenced. An experienced supervisor
was assigned, for instance in case of sickness,
disorientation, or a potential collision with real-world
walls to avoid undesired incidents. The use of the
OCT-imaging data for VR modeling was approved by
the local ethics committee. Figure 1 visualizes the VR
reconstruction system depicting the VR environment,
the volume rendered retinal tear, and the manipula-
tors.

Analysis

All responses on the survey were voluntary, which
resulted in incomplete information for some items on
the survey. Therefore, percentages of completed
responses are reported throughout the manuscript.
Response data were processed using R (2017; R Core
Team, Vienna, Austria) and figures were created
using Prism v6.00 for Mac (GraphPad Software, La
Jolla, CA). To examine the extent to which the OCT
point-cloud visualization tool induced side effects,
participants were asked to complete the 16-item
Simulator Sickness Questionnaire (SSQ).”” The anal-
ysis process followed the procedure described in the
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Figure 1. Stereoscopic illustration of the VR environment displaying volume OCT data of a peripheral retinal tear used in this study
(images can be fused for a 3D sensation). (A) High-quality point-cloud rendering shows how the round border of the retinal tear is held
with the left-hand VR handle (single arrow) and the origin of a retinal bridging vessel (white arrow head) is indicated with the right VR
handle (double arrows). The neurosensory layer of the retina shows vitreoretinal traction (arrow head) and is separated from the
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underlying retinal pigment epithelium (RPE; double white arrow head), which is enhanced using shadow ray casting to provide realism
and a sense of depth. Note that the used ray casting depicts near reality impression of floor scratches (asterisk) to produce the sensation
of “being there” allowing reaction to stimuli as if they were in the real world, although the user is immersed in a synthetic environment.
(B) The vitreoretinal traction is peeled off using a separate cutting plane (arrow) to highlight the bridging vessel (white arrow head). The
cutting plane can be manipulated in all directions to deliver full freedom to operate. (C) Switch from VR-3D rendering (A, B) to original
cross-section OCT mode in the same VR model and VR room shows the vitreoretinal traction (arrowhead) being continuous with the
detached retina, which is separated from underlying RPE (double arrow head).

literature previously”’ using a custom-written R

script. Forty-nine participants provided complete
responses for the SSQ questions so only these
participants’ data were included in this specific
analysis. Each item was rated on a scale of 0 to 3
and responses to these items were used to compute
ratings of three distinct categories of symptoms:
nausea (to capture gastrointestinal distress), disorien-
tation (e.g. dizziness) and oculomotor disturbances
(e.g., eye strain). Specifically, a weighted average of
these three factors produced a total score measure,
which provides some heuristic value for capturing
systems that induce high levels of simulator sickness
(where a score of 0 would indicate no symptoms, <5=
negligible symptoms; 5-10 minimal symptoms; 104
significant symptoms through to a problem simula-
tion). Participants were also asked to state the extent
to which they agreed (on a 5-point Likert scale) with
12 statements related to the VR tool.

The data were also analyzed to explore whether
volunteers who were new to VR experiences had a
higher discomfort score. For this purpose, a Wilcoxon
rank sum test was performed to compare the scores of
those who had and those who had not previously been
exposed to VR. Finally, participants were asked to
state what they believed to be the best feature(s) of the
tool and where improvements could be made.

Of the 57 subjects, 34 were males (59.65%) and 23
were females (40.35%). Thirty-five were eye care
professionals, such as ophthalmologists (61.40%),
and 22 non-ophthalmologists (comprising 6 opticians
and 16 other healthcare professionals; 38.60%). The
mean age was 48.5 years (range, 21-77 years).
Ophthalmologists had a mean acquired work experi-
ence of 15.46 years (range, 1-37 years of specific
subspecialty training). Twenty-six subjects (45.61%)
were using any prescription glasses or contact lenses
(1 subject had previous refractive corneal surgery), 18
(31.57%) used prescription glasses and 11 (19.30%)
contact lenses.

Twenty-nine participants (54.72%) reported that
they had never used VR before and 24 (45.28%)
reported that they had previous VR experience (4
participants did not provide responses). The minimal
immersion time for all participants was 5 minutes
(mean 20.17 minutes, range, 5-50 minutes).

The mean total score of 5.8 (SD =9.44) on the SSQ
indicated that the VR system was well tolerated and
produced minimal symptoms. All participants com-
pleted the VR testing and no participants requested to
end the experience prematurely. No external inter-
vention by the supervisor was required in any of the
tested subjects (0%). There was a stable VR applica-
tion performance (100%) and no interruption of the
application or technical shut down was noted.

Almost all participant responses to the Likert scale
statements exploring their perceptions of the system
were positive. The percentage of each response on all
items is visualized in Figure 2 alongside a summary
statement for the survey item.

A full list of the statements is provided in
Supplementary Materials S1.

The majority of participants either strongly agreed
(66.66%) or acknowledged (31.25%) that the simula-
tor provided a realistic presentation of the clinical
case (0 disagreed or strongly disagreed). All partici-
pants agreed (16.32%) or strongly agreed (83.67%)
that using the tool was an enjoyable experience.
Consistent with this, 50% strongly agreed and 38%
agreed that they would use the system again if offered
the opportunity and only 2% stated that they would
not. When asked whether participants felt that the
tool was an unnecessary use of their time, only 4.16%
of participants agreed (2.08%) or strongly agreed
(2.08%).

To explore the subjective educational value of the
system, we asked whether participants agreed that the
system enhanced their understanding of the clinical
case, increased their confidence, and whether the
system improved their knowledge of eye disease. For
all three questions, participants had positive respons-
es, with greater than 70% agreeing or strongly
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Figure 2.

Visual representation of the percentage agreement levels in response to 12 statements probing the utility of the virtual reality

(VR) tool. Overall, the full volume rendering tool is well tolerated and beneficial.

agreeing that these were valuable attributes of the
system.

Next, we wanted to explore whether the tool could
be used to augment intraoperative performance (e.g.,
as a preoperative simulation tool).>’” Therefore, we
asked whether the ophthalmologists in our sample felt
that the tool could help them anticipate potential
problems and take appropriate action. Here, 14%
strongly agreed and 46.9% agreed that it could be
useful in this regard, 34.69% were ambivalent, and 4%
disagreed. The results were similar when we asked
whether participants felt that the system might make

them less likely to make errors, 21% strongly agreed,
42.5% agreed, 31.9% neither agreed nor disagreed,
and 4.2% disagreed.

Finally, Wilcoxon rank sum test for comparison of
the simulator sickness scores of those who had and
those who had not previously been exposed to VR
showed no statistically reliable difference between the
two groups (W =224, P =0.2202).

In summary, the system was positively viewed by
our sample of participants and this is reflected in our
final question, which enquired whether they would
recommend the use of this system to their colleagues,
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with 89.5% agreeing (31.25%) or strongly agreeing
(58.33%) that they would recommend to others and
only 2.08% stating that they would not. Our final two
questions asked participants what they felt were the
best features of the system and where improvements
could be made (see Supplementary Materials S1 for
the list of statements provided). In line with our
expectations that current approaches are limited by
the lack of interactivity and that this tool could
address this problem, respondents most frequently
suggested this capability to be a strong feature of the
tool. Reflecting on the VR performance, respondents
also indicated that further work improvements could
be made in terms of the usability (referring to
handling, cutting), resolution, and wireless capabili-
ties.

Discussion

The physician as sole keeper of knowledge belongs
to the primordial era of medicine. The advent of print
marked the beginning of shared medical knowledge.
Recently, information technology (IT) systems have
been used for data digitisation.”' In our opinion, VR
is not only the next logical evolution in knowledge
diffusion but also the conveyer of a new learning
experience. We explored the potential of this ap-
proach by applying VR to OCT, one of the most
important imaging techniques in ophthalmology and
visual science.”

Current OCT systems normally use two-dimen-
sional computer interfaces (e.g., flat display monitors,
keyboard, and mouse) to create and interact with
OCT data, which is presented as flat two-dimensional
B-scans.” The users’ view is therefore restricted along
an axis and is “framed.” Recent techniques of 3D
OCT rendering add a new dimension to OCT
interpretation, disclosing important spatial relation-
ships within the neurosensory retina and choroid.>*>*

The novel tool herein described enhances OCT
image display and interactive capabilities by freeing
OCT data from rigid frames—allowing access to OCT
as a free-floating model that can be interactively
explored and arbitrarily enlarged with no restriction
on user movement. This occurs within a VR setting
with no angular constraints and cutting planes in any
location and direction. The application was positively
accepted and judged, especially by the largest
subgroup consisting of trained ophthalmologists
who had undergone a mean of 15 years of postgrad-
uate professional subspecialization. The VR software

reported here is continuing in its development and is
now available as a research tool.

Furthermore, the system empowers the user to
switch promptly between the 3D-OCT VR model and
the corresponding original OCT data by means of the
cutting plane. Instantly, the user can focus on any
space, section. and junction, and selectively hide or
display particular structures. This combined feature
of synchronized mapping of original, highly complex,
3D-OCT point-cloud volume data and plane view
offers an unprecedented and meaningful VR environ-
ment. This kind of 3D data modeling and data
representation may especially be important as it was
shown that VR rendering can mask pathologic tissue,
such as intracranial aneurysms.29 Thus, the combined,
multidimensional feature in this software can avoid
missing critical information as the VR image is
immediately correlated and made comparable with
corresponding OCT images.

A key advantage of the method reported here is
that it is based on real-time rendering of original
point-cloud data instead of polygons or meshes. The
polygon extant approach approximates an object to
save computational resources, but also reduces the
complexity and detail level of a structure as an
unwanted side effect in medical imaging. Thus, this
novel method offers a valuable implementation for
managing high complexity data that is enhanced with
ray casting of shadows for a more natural and
photorealistic illumination of the rendered data.
Moreover, the VR data can be illustrated in different
colored fashions using various transfer functions to
highlight specific structures. This modality aided
visualization of details of the vitreoretinal interface,
vitreous body, or retinal layers that were not always
apparent clinically or on standard B-scan OCT
images.’**" Such an intuitive VR tool may require
less user training time, increase work productivity,
and represent a novel paradigm for an advanced
human—computer interaction.’”** The described VR
system is being introduced for medical teaching
purposes at Moorfields Eye Hospital, London,
United Kingdom, and at the University of Basel,
Switzerland, with not only medical students and
medical staff, but also patients and their relatives,
including visually impaired patients.

Given the increasing use of VR, evidence has
emerged that these systems can limit the user
experience by inducing general discomfort, headache,
eye strain, disorientation, or even nausea, vomiting,
and oculomotor symptoms, resulting in a form of
motion sickness known as cybersickness.”’** In
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Figure 3. Integration of different image data resources into the VR-imaging method to show the capability of VR as a novel multimodal
imaging display platform. (A) The developed VR tool was capable to import original, structural swept-source OCT data, for example of
vitreoretinal traction and showing the corresponding original point-cloud rendering (OCT optical specimen measuring 9 X 12 mm;
Topcon) (B). (C) Another example is shown as VR OCT angiography (3 X 3 mm, spectral-domain Cirrus HD-OCT; Carl Zeiss Meditec) and en
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face rendering of the optic disc vessels (D). (E) VR CT of a skull with soft tissue rendering and corresponding original CT data with
intensity display (F) to show that VR as a new medium may be beneficial for ophthalmology and potentially for medical education and
other healthcare subspecialties, such as neuroradiology or neurosurgery.

addition, a positive correlation has been found
between the frequency of negative side effects and
the technical VR implementation to immersed people
and the degree to which users were able to control
movements during the immersion.>” ' However, in
this study, all subjects were able to successfully use
and complete immersive VR tasks, such as walking
around a VR-3D OCT model, cutting in different
angles or handling of a ray-casting light source, with
solely minimal discomfort reported afterward. It
could be possible that a longer lasting immersion
triggers more side effects, but the noted symptoms are
within the range of previous studies.*®*’ We did not
find a difference with regard to discomfort between
VR-experienced subjects and VR-naive participants
who were represented at a relative high percentage of
all participants. On the contrary, the large majority of
the subjects reported a positive and enjoyable VR
experience. This supports the safety of the described
VR system for a display of 3D-OCT data. Further-
more, disorientation, one of the commonest reported
side effects of VR, was not noticed during the
experiment in any subject. This fact could be justified
by the sophisticated VR interface, which was aimed at
total immersion of the subject in the VR environment
by including familiar and inherent objects, such as a
floor with scratches, which would react to the angle of
incidence of the ray-casting light, windows with a
view of the sea or the sky, as well as the representation
of the three orthogonal OCT cross sections in the
usual way within virtual big screen monitors. Thus,
this study shows that the personal integrity, individual
representation of room scale, and orientation within
the VR coordinates was consistent with the personal
metric, which is associated with the extremely high
rendering speed of 180 frames per second of high-
resolution images. Nevertheless, we still advocate
systematic monitoring of unwanted side effects
before, during, and after the immersion.

Although the potential impact of VR in ophthal-
mology is high, there are major issues, such as lack of
standardization in VR hardware and software and
high expenses in programming and testing that must
be overcome. Among the major criticisms regarding
current VR systems, is the need for relatively heavy,
tethered high-end headsets that require powerful (and
expensive) high-end computers to operate. However,

a number of forthcoming hardware and software
solutions will likely reduce the financial burden of
these systems. Given the current rate of progress in
hardware development, higher resolution wireless
head-mounted displays with controllers that provide
more nuanced haptic information are expected to be
introduced in coming years and we plan to ensure that
the software described here is compatible with future
systems. In such an image-information and commu-
nication environment, the capacity of our VR
application will be further enhanced as the system
already works across multiple imaging systems such
as different OCT systems, CT, MRI, and 3D
ultrasound. In Figure 3, some examples are shown
to demonstrate other VR data integration, such as
structural OCT, volumetric OCT angiography, and
CT.

Conclusion

This study presents the first report on the
feasibility, performance and safety of a newly
developed real-time volume rendering technique for
interactive VR environments to display original OCT
point-cloud data, including an integration of real-time
shadows cast by a moving light source. The possibility
to render high-quality environments may position VR
as the next generation image display method and
platform of OCT and all other volumetric medical
data, and forge a new perception on how we
communicate and work with this technology.
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