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DOUBLE RAMIFICATION CYCLES AND THE n-POINT FUNCTION FOR
THE MODULI SPACE OF CURVES

ALEXANDR BURYAK

ABSTRACT. In this paper, using the formula for the integrals of the v-classes over the double
ramification cycles found by S. Shadrin, L. Spitz, D. Zvonkine and the author, we derive a new
explicit formula for the n-point function of the intersection numbers on the moduli space of
curves.

1. INTRODUCTION

Consider the moduli space Mg,n of stable complex algebraic curves of genus g with n marked
points. The class 1; € H?(M,,,Q) is defined as the first Chern class of the line bundle

over Mgm formed by the cotangent lines at the i-th marked point. We define the intersection
numbers by

(11) <Td17—d2"'7_dn>g = ¢f1 52¢gn
Mg n

In the unstable case 2g —2+n < 0 we define the bracket to be equal to zero. The bracket (1.1

vanishes unless the dimension constraint
n

Zdi:3g—3—|—n

i=1
is satisfied. Introduce variables tg,t1,ts,.... The celebrated conjecture of E. Witten [Wit91],
proved by M. Kontsevich [Kon92], says that for the following generating function

t, -t
Flto,t,...) =Y > <Td1-.-fdn>g%,

920 di,....dn>0

n>1

the exponent e is a tau-function of the KdV hierarchy in the variables Th; 1 = m

In this paper we discuss a different generating function for the intersection numbers ({1.1)).
Let n > 1. Introduce variables x4, ..., x,. Define

F(l‘l, s 71771) = Z‘Fg(xl7' - 7xn)7
920
where
Fylzy, ... xn) = Z (Tay -+ Ta), gf g,
d1,---,dn20

The function F(xq,...,x,) is often called the n-point function. There are several known

closed formulas for it [BDY15, BHOT, [(Oko02]. In this paper we derive a simple new formula
for F(x1,...,x,) using the result of [BSSZ15]. We believe that our approach can be useful for
the understanding of the structure of more general Gromov-Witten invariants.
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2 ALEXANDR BURYAK

Let us formulate our main result. Introduce variables aq, as, ..., a,. We will use the following
notations.

o Let ((2) :=e2 —e 2.
e For a permuation o € S,, denote a; := a,(;) and z; 1= To().

e Finally,
a b
= ad — bc
d
We define the functions P,(as, ..., a,;21,...,2,) by
1
Py(ay;21) == —,
Iy
(1.2)
Py(ay, ... ap;21,...,2,) ==
/ / i / / / / /
¢ a; Gy ¢ a; +ay as o ap+- . a,
/ / ! / / / / /
/ / Ty Lo Tyt @y Ty 25 e S A R
= 5:132"'1‘”71 / / / / / / ) n =2
oes, ay Qg || ay ag ap—1 Gy
o(1)=1 Tyoah || Ty @y Ty T,

At first sight it appears that for n > 2 the function P,(a;x) has simple poles along the hy-
perplanes {a;,x; — a;z; = 0}, but in [BSSZ15, Remark 1.6] it was shown that for n > 2 the
function P,(a;z) is a power series in 1, ...,x, with coefficients in Clay,...,a,]. Moreover,
by [BSSZ15, Remark 1.5], the function P,(a;x) is symmetric with respect to simultaneous
permutations of the variables ay,...,a, and the variables x1,...,z,. Our main result is the
following theorem.

Theorem 1.1. We have

(1.3) Flag,...,x,) =

6(22?)3 o2 S S
o 72272 . n,1 n,2
= e o P,(vV—=1ay,...,vV=1ay;x1,...,x,)da — — — ,
S T vors Ja Wt Vi i) =S =

where da := day - - - da,,.

Let us make a few comments about the right-hand side of equation ((1.3) and, in particular,

show that it is a power series in x1,...,x,. Note that for x > 0 and d > 0 we have
d ..
(1.4) 1 / o2 g — (d—1)zz, %f d %s even,
V2rx Jr 0, if d is odd.

Therefore, the transformation

(1.5) 7Z%Pn(\/—1a;x)da

just means that we replace each monomial " - - - af in P,(a;z) by

T (- )

if all exponents d; are even and by zero otherwise. The transformation ([1.5) can also be
interpreted as the Laplace transformation. For n > 3, in [BSSZ15, Remark 1.6] it was shown

that the function :ﬁ(—ag is a power series in x1,...,x, with coefficients from Clay, ..., a,].
Therefore, the right-hand side of (1.3]) is a power series in z1,...,z,. In the case n = 2, again
from [BSSZI15, Remark 1.6] we know that PQ(“;’laj;?’”) - xlim is a power series in @1, o with

coefficients from Clay, as]. This implies that the right-hand side of (1.3) is a power series in x4
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x

»‘»—t w

and xs. For n = 1 we immediately see that the right-hand side of ([1.3)) is equal to £

is of course a power series in 7.

Let us describe briefly the plan of the proof of Theorem [1.1. The double ramification cy-
cle DR,(ay, ..., a,) is a cohomology class in H?*(M,,,Q). It depends on a list of integers
ai,...,a, satisfying > a; = 0. In [BSSZ15] the authors derived an explicit formula for the
generating series

—L that
1

2
xT

DR, (aq, ..., an)p™ - qpdn | ... gl
Z Z (/ 9( ) ) )1 wn) 1 n

g>0  dy,...d,>0 \YMan
2g—24n>0
We recall it in Section |2 Denote by m,,: Mg,n — Mg,n,m the forgetful map that forgets the
last m marked points. Let aq,...,a, and by, ..., b, be arbitrary integers and let A := ) a; and
B :=3"b;. The push-forward n,.DR,(a1,...,a,, —A — B,by,...,b,) is a cohomology class of
degree 0 and it is equal to g!b3b3 - - - b2 times the unit. This observation together with the string
equation for the intersection numbers implies that

g'b? - --bé (Z :z,‘l) Folxg, ..., xn) =
- Z (/ ﬂ-g*DRg(ah-"aana_A_B,bl,...,bg) ill---l/)gl") xtlilxin

diyedn>0 \Y Mantgtt

Moreover, this polynomial is the term of the lowest degree 3g — 2 4+ n with respect to the
x-variables in the infinite series

Z Z (/ g DRy(aq, ... a,,—A — B,by,....by) fl---iﬁff”)m‘lil---xi”.

m>0dy,.dn >0 \Y Moot

In Section 2] we derive an explicit formula for this series and then in Section [3|prove Theorem [I.1]
In Section [] we do an explicit computation of the one-point and the two-point functions
using our general formula.

2. DOUBLE RAMIFICATION CYCLES

Let n > 2 and let ay, ..., a, be a list of integers satisfying > a; = 0. The double ramification
cycle DR,(aq, .. ., a,) is a cohomology class in H?9(M, ,,, Q). If not all of a;’s are equal to zero,
then the restriction

DRy(a, ... an)|yy,

to the moduli space of smooth curves Mg, C Mg,n can be defined as the Poincaré dual to
the locus of pointed smooth curves [C,py, ..., p,] satisfying Oc (O a;ip;) = Oc. We refer the
reader, for example, to [BSSZ15] for the general definition of the double ramification cycle on
the whole moduli space ﬂgyn. We will often consider the Poincaré dual to the double ramifica-
tion cycle DRy(a1,...,a,). It is an element of Hag—31n) (ﬂg,n, Q) and, abusing our notation
a little bit, it will also be denoted by DR,(ay, ..., ay,). An explicit formula for the double ram-
ification cycle DRy(ay, ..., a,) in terms of tautological classes in the cohomology H*(M,,, Q)
was recently obtained in [JPPZ16]. In particular, it implies that the double ramification cy-
cle DRy(a,...,a,) depends polynomially on the parameters ay, ..., G,.

Let us now formulate the main result of [BSSZ15]. Let di,...,d, be non-negative integers

satisfying > d; = 2g — 3 4+ n. Then the integral

(2.1) / R
DRgy(ai,...,an)
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is equal to the coefficient of 2% - - -z in the generating function

P.(ay,...;an;2q, ..., 2y On
(2.2) (@ : ) _ 2
Clay 4 -+ my) T + To
As it was discussed in the introduction, this generating series is a power series in x1, ..., x, with

coefficients from Clay, . . ., a,]. We see that the integral (2.1)) is a polynomial in ay, . . ., a,. Note
that ((x) = > Ll)!, then from the definition (|1.2)) it is easy to see that the series ({2.2))

i>0 222+ 1
has the form

Pn(al’.“7an;$1,...,xn) . 571,2 — Z Zfl,](a)g7'7](x)7

C($1++In) l‘1+l’2 =0 r
2j—2+n>0
where g, j(x) € C[zy,...,x,] is a polynomial of degree 2j —3 + n, f;;(a) € Clay,...,a,] and
for any fixed j the second summation is finite. From this we conclude that all terms in the
series ([2.2)) have the geometrical meaning and, thus,

(2.3)
P ", ooy Lp 671
S O% ([ ) et - Pttt
920 di,endn>0 \7PRo(a1,.0n) Qx4 ) L1t T
29—24n>0 e

Now we want to generalize formula ([2.3)) for the integrals over the double ramification cycles
with forgotten points. We begin with the following lemma.

Lemma 2.1. For n > 2 we have
Clan(xy 4+ +xp_1))

G,

Py(ay, ... an;21,. .. ,xn)|xn:0 = P, q(ay, ..., Qn 1,21, Tp_1)-

Proof. For n = 2 we have

Q(CL1$2 - a2$1) .

A1T2 — Q221

PQ(ahaz;fUl,J?Q) =

Therefore,

C(agry) C(a2x1)P1(a1;l‘1).
Ao a9
Suppose n > 3. Note that if we set x,, = 0, then the product zf--- 2] _; on the right-hand

n—1
side of (1.2)) vanishes unless o(n) = n. Therefore, we obtain

Pg(al, 2,1, x2)’x2=0 =

Polay, ... an; 01, 20|, o = Z el X

gESy
o(1)=1,0(n)=n

/ / / i / / / /
C al (IQ . C a’l + a2 + tte + a’n—2 an_l C a’l + ° + an—l an
/ / / ! / / /
Ty Ly Ty + Tyt Ty g Ty i+ ta, g 0 o
X / / / / / -
ay Gy Upg Gpq || p1 On
/ / / / /
Ty Ty Tp_g Tpq||Th_y O
/ / / i ! !
! ! ! / / !
Clan(xr + -+ 2p_1)) Z . o Ty Ty T3+ Ty + -+ Ty o Tpog|)
= 2Ty 9 =
Qn " ay  ag Upg Oy
UESn—l / / / /
o(1)=1 Ty Lo Tpog Tpa
_lan(i ) ,
- n_1<a1,...,an_1,$1,...,$n_1).
an
The lemma is proved. O

Introduce the series S(z) := % =1+ Wilﬂ)'
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Lemma 2.2. Letn >3, m >0 and ay,...,ay, by, ..., by beintegers satisfying Y a;+y b; = 0.
Then we have

dl dn dl dn —
E E / 1 wn Ty e x)t =
DRy(a1,...,an,b1,....bm)

920 dy,...,dn >0
™ S(h X
Hzfl ( ) )(m_l_Pn(a/l,

SX) e A X, e D),
where X =Y x;.
Proof. Using equation ([2.3) and Lemma , we compute
>y (/ o) et -
9>0 di,....dn>0 DRg(a1,.-,an,b1,---,bm)
 Puimlan, a0, b1, b T Tpgm) B
C(1 4 + Tnpm) R
1 1 C(5:X)
= Pn AR n; VAR n =
C(X) (:J;Il: bz ) (al Qp s L1 T )
moS(h X
:%Xm_lf’n(al, ey Ay Ty ey Ty
The lemma is proved. O

We keep the assumptions of the last lemma. Recall that by ), : Mg,n—l—m — Mgm we denote
the forgetful map that forgets the last m marked points. For a subset I C {1,...,m} let

B; = Zb,-.

iel
The following proposition generalizes formula ({2.3]).

Proposition 2.3. We have

(24) / (lil . ¢g1,n :L»ill . xgn —
Z Z TmxDRg(a1,....an,b1,....bm)

90 di,..rdn >0
1 n
_ Z x1ol-1 H(_xi>|li| H S(b;X)P, (ay + By,,...,a, + Br,; 7).

S
( ) IoLlIll_l...LlInZ{l,...,m} =1 i€lp

Proof. For a subset I = {i1,4s,...,91} C {1,...,m}, where i1 < iy < --- < i, we denote
by by the string b;,, by, ..., b; . Clearly, formula ([2.4)) follows from Lemma[2.2/and the equation

i1

(2.5)

n

d dn _ —| I di—|1I;
/ 11...¢n — Z (_1)m |0/ . le | |.
Tm+DRg(a1,...,an,b1,....bm) DR9<U‘1+3117"'7a”+Bln7bID) i=1

77777 ?:0 Il:{177m}
|1;|<d;

The proof of this equation is very similar to the proof of Proposition 2.3 in [BS11]. Let us first
prove that for m > 1 we have
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(2.6)

dy dn __ di d
[ . —_—
WWL*DRg(a17“'7aTL7b17"'7bm) 7Tm 1 DRg(ah G, bm b1, b 1)

-2 o I

1<i<n DRg a1,.-,ai+bm;.an,b1 50 b — 1) j#i
d;>0

For this we write m,, = 7 o m,,_1, where m,_1: Mg pim — Mgpp1 and m: Mg — Mg,
Then we have

d1 dn * dq d
/ 1“‘¢n"—/ T (W)
Wm*DRg(alw-yan’bl7~~~7bm) (ﬂ'mfl)*DRg(alw-’anvbm’bl7~~~7bm71)

For an integer N > 2 and a subset J € {1,..., N}, |J| > 2, denote by &f the cohomology class
in H*(M, n,Q) that is Poincaré dual to the divisor whose generic point is a nodal curve made
of one smooth component of genus 0 with the marked points labeled by the set J and of another
smooth component of genus g with the remaining marked points, joined at a separating node.
If 1 <i<mnandd>1, then we have mj¢d = ¢ — 5éi’n+1}7ri“¢f_1. Therefore,

R e D W (w?i‘lﬂw?‘).

1<i<n i
d; >0

We have (see [BSSZ15] and, in particular, Section 2.1 there for the explanation of the nota-
tion X))
(5éi7n+1} . (Wm_l)*DRg(al, vy Qpy, bm; bl, ce 7bm—1) =
= (Wmfl)* (DR,0<CLi, bm, —a; — bm> X DRg(al, Ce ,C/L\i, ey Qpy, bl; ce ,bmfl, a; + bm)) .

Therefore,
/ 5{2 1) [ it H ¢
(Wmfl)*DRg(al:-~~7an7bm7b17~--,bmfl) ]751
:/ o
(Wm—l)*DRg(al7~~~’ai+bm:~~~7an:b17~~~7bm 1 j#i

This completes the proof of equation (2.6)).
It is easy to see that, applying formula (2.6 m times, we get equation ([2.5). The proposition

is proved. [l
Finally, let us formulate an important geometric property of the double ramification cycle

that we will use in the next section. Let ¢ > 0, n > 3 and ay,...,a,,b1,...,b, be integers

satisfying > a; + > b; = 0. Then we have (see [BSSZ15, Example 3.7])

(2.7) T DRg(ar, ..., an,br, ..., by) = glb7 -+ X[ M),

(2.8) T DRy(a, ... an, b1, ..., by) =0, m < g.

The last property implies that the coefficient of a monomial 3:‘111 ---a% in the generating se-

ries (2.4) is zero, if > d; < 3m — 3 + n. We will use this observation in the next section.

3. PROOF OF THEOREM [L.1]

We divide this section in two parts. In Section we use the string equation for the inter-
section numbers (1.1)) in order to reduce Theorem to the case n > 3. We treat this case in
Section 3.2l
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3.1. Reduction to the case n > 3. The intersection numbers (74, - - - 74,), satisfy the string

equation
(ToTay Ty = D <Td¢1 Hde> ,

1<i<n jF#i
d;>0 g

with one exceptional case (73), = 1. The string equation implies that for n > 2 we have

(3.1) Floy,.oan)l, o= (@14 + 2 1) F(x1,. ., 2p1) + Ons.

Denote the right-hand side of . 1.3) by G(x1,...,2,). Let us show that the function G also
satisfies equation (3.1). We compute

2
—21:1 EPH (\/—_1@17 ey \/—1an;$1, A ,{En) da1 . 'dan

1
[T, V2ra; /n c

zn,=0
: V4 by L
= (271')721\/\ e 2 2P (\/ —X1a1, ..., —xnan;xl,...,xn) dal...dan Yy en;ma@
R™ L
T+t x, - 2
1 o n 1/ e”2i=13 P, (V=r1a1, ...,/ ~Tp1an_1;31,. .., Tp1) day - - - da, =
n

o . n—1 az
:-Tl _:71 + Tn1 € ~ i 2IZP (\/—1(11,...,\/ —1an_1;:1:1,...,$n_1) dal---dan_l.
[[= v2ma Jroos

Thus, we obtain
(3.2) G, )|y, o= (@1 + -+ 2, 1)G (21, Tn1) + O3

We see that if equation ((1.3)) holds for n = ng, then it holds for all n < ngy. Hence, it is sufficient
to prove equation ([1.3)) for n > 3.

3.2. Case n > 3. We assume that n > 3. Let ¢ > 0 and consider arbitrary integers aq,...,a,
and by, ...,b,. Let

A::iai, B:Zbl, X:ixl
=1 ] =1

Equations (2.7)) and (3.1)) imply that
glbt - bf]X]:g(xl, ) =glb7 - - bg Fy(x1, ..., Tn, $”+1)|xn+1:o =

_ E dy dn di dn
(33) — / 1 ...wn xl ...xn
wg«DRg(a1,...,an,—A—B,b1,...,bg)

di,...,dn>0 ¢ gAT

independently of ay, ..., a,. Moreover, by the remark at the end of Section [2| expression (3.3])
is equal to the term of the lowest degree 3g — 2 +n with respect to the z-variables in the series

d1 dn dl dn
Wg*DRm(al7---=a’n7_A_Bvbl7---7bg)

m>0dy,...,dn >0

Proposition and Lemma imply that

d1 d d1 dn
TgxDRm(a1,....an,—A—B,b1,...,bg)

m>0dy,...,dn >0

:S((—é()—()B)X) So X (—a)™ T S®iX) Py (a1 + Br,... an + By ).
;ﬂ:O Ii:{lr"-vg} =1 i€l
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S((—A—B)X)
Sx)
with respect to the z-variables. Therefore, we obtain

In the last expression the multiplication by doesn’t change the lowest degree term

g} - X Fy(ay, ... xy) =

= > X J(=a) " ] S0 X) P (a1 + By, ... an + By, @) =
[0 fi={lng) 3= i€l 3g-24n
= Z XIIO'H( ‘IIHSbX Bhv'--?BIn;:E) )
| [T Li={1,....9} i=1 i€l 3g—24n

where by [-]; we denote the degree d part with respect to the z-variables. Equivalently, we can
write

(3.6) g XF,(x1,...,2,) =

= Coefb%“bg Z X|10|f[( ‘I|HS bX B[l,...,B[n;iL')

T Li={1,....9} =1 i€ly 3g—2+n

From the definition (1.2)) we see that the series P, (a1, ..., a,; 21, ..., z,) satisfies the following
homogeneity property:

Po(Atay, ..., AN ran Ary, . Axy) = APy (ag, . G T, ., D).

Therefore, the expression in the square brackets on the right-hand side of (3.6]) has automatically
degree 3g — 2 4+ n in the x-variables. Since S(z) =1+ % + ..., we have

X 2o

Coefyz g2 (HS (b; X)P, (Bh,...,BIH;x)> Y - Coefp. " 2P (Brs- ., Br,; ).

i€lp

Note that

otherwise.

n n d ! .
d; i=1 9d; 5d; /2 1f dZ:2|Il‘7
Coefl—[i¢10 b2 H B = { 0.
Therefore, we get

Coefb%.,bg Z X|10|f[( ‘I|HS bX B[l,...,B[n;$> =

iy Li={1,....9} i=1 i€lp
XPIl (2]1:])!
= — e\l v
_U IZ; } Yl 1 (( ;) S| )Coef " 22|1|P (a;z) =
T oli={1,...g9 =

_ g' X3 mg N B ml(2m) . B
= Z me!l - --m,,! <24) H(( ) oms Coet ?la?mipn(a,gj)_

=1

gl X3\ “ s
. m_ov(ﬂ) TT ()™ (@m; — 1)) Coef,  mi Palas 2).

. i=19;
=1
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Finally, we obtain

XF(x1,...,xp) :Zng(xl,...,xn) =

920

. miO'(X_> OH((—xi)mi@mi—l)!!)Coef v i Po(a; )

24

i=1"

mo,mi,...,Mn >0 i=1
6)2%3 > %2
e — 2 p, (\/—1@; :1:) da

- H vV 27'('.%1‘ R™

This completes the proof of the theorem.

4. EXAMPLES

For n = 1 Theorem |1.1| immediately gives the well-known formula (see e.g. [FP00])

Suppose n = 2. We have

C(a1$2 - CL2SC1) a1x2 — a2:c1
Py(ay, as; w1, x2) = = S(a1z9 — azz1) E )122n
a1Ty — A9xq = (2n+1)!2

- Z Z (a129)™ (—agw)™?
(Zn + 1)22”m1!m2! '

n>0 mi1+mo=2n

Therefore, we obtain

(x1+902)

27Tw /12 /R2

al a

€ E_212 PZ(V alu Vv a27x17x2>da -

(x1+x2) n,.2mi _2mso _2mi _2mo
Z Z / efmfﬁ (=1)"ay™ ay™ 2™ a5 da —
27?,/x1x2 227 (2n + 1)(2mq)!(2ma)!

n>0 mi+mao=n

3 n..mi_m2 _2mji _2mso
_€($1J2j2) Z Z ( ].) Ty X1 °T] Ty o

237 (2n + 1)my!my!

n>0 mi+ma=n

_€r12-t1126z1z2(171+172) Z (—1)”(.’B19§2($1 + xQ))n _
87(2n + 1)n!

n>0

. of+a} leg(l’l +{E2) " (_1)m2
- Z ( 8 Z m1!m2!(2m2 + 1) ’

n>0 mi+mao=n

Let Cy, :=)_ D™ por > 1 we compute

mi+ma=n mi!ma!(2ma+1)

I 2 !
= 1— 2nd - = 21_ 2n—1d = _9 - 271—'
C n!/o( yo)"dy (n_l)!/oy( yI)" T dy nC, +2C,

Therefore, C,, = Hence, we obtain

——C,_1, and, since Cy = 1, we get C,

_ 2n
2n+1 — @Dl

(11+12)

by (1.4

277'«/1'11’2 /IRLQ 2

‘ 2n 4+ 1)!

a? a2 |
e_ﬁ 29522 PZ(\/_(]/17 \/_a/27 €1, -Q:Q)da/ - €Z1;1I2 Z ( = (xlx2(ml = SE2)
n>

v
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As a result, we get the following formula for the two-point function:

x%-!—x%

e 22 n! T120(x1 + T " 1
SHS Ay el

(21 + x2) (2n+1)! T+ Xy
n>0

This formula was found by R. Dijkgraaf (see e.g. [FP00]).
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