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The tendency of convective rainfall to initiate over a wetter or drier land surface is

a critical feedback process in the climate system, influencing the hydrological cycle

on a variety of spatial scales, especially in parts of the world where water is limited.

A simple algebraic solution is derived from fundamental physical equations, to pre-

dict the sign of this convective rainfall feedback with the surface. The tendency for

convection to occur is evaluated by the rate at which the convective boundary-layer

top approaches the level of free convection. Well-known integral models predict the

rate of ascent of the boundary-layer top, which tends to be faster over a dry surface.

The associated changes in equivalent potential temperature in the boundary layer

determine the rate at which the level of free convection descends, typically faster

over a wet surface, as a function of the ambient profile, the thermodynamic forcing

and the surface Bowen ratio. The resulting system is controlled by three parameters.

Two nondimensional parameters determine whether there is wet or dry “advantage”;

the Bowen ratio at the boundary-layer top and a “convective instability parameter,”

defined as the ratio of the vertical gradient of saturated equivalent potential temper-

ature at the level of free convection to the profile stability just above the boundary

layer. A dimensional function, dependent on the surface fluxes, the boundary-layer

depth, and the profile stability, provides the magnitude of the response. In com-

parison with previous work, the solution is both rigorously derived from physical

principles and encapsulated in a simple algebraic form. A first evaluation of the theo-

retical framework has been made using data from a convection-permitting numerical

model simulation over India, and this indicates that the equations successfully

determine the conditions under which convection is triggered over dry surfaces.
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1 INTRODUCTION

Over recent decades, it has increasingly become clear that soil

moisture conditions can control the initiation of deep convec-

tion, and hence control rainfall. A number of observational

and modelling studies have demonstrated the links between

the surface moisture state and cumulus convective rainfall (for

example, Cutrim et al., 1995; Pielke et al., 1997; Trier et al.,

2004; Taylor and Ellis, 2006; Taylor et al., 2007; Wang et
al., 2009; Garcia-Carreras et al., 2010; Guillod et al., 2014).

More generally, variability in land surface temperature (Tay-

lor et al., 2012) is significantly related to afternoon rainfall

worldwide.

Several studies have attempted to explain the relationships

and feedbacks between the surface state and the rainfall (for

example, Eltahir, 1998; Peilke, 2001; Daly et al., 2004; Ek
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and Holstag, 2004; Huang and Margulis, 2011). Although

surface roughness and surface albedo both influence the

boundary-layer state and therefore influence the conditions

supplying rainfall, most attention has focussed on the role of

spatial patterns in soil moisture (for example, Pielke et al.,
1991; Chen and Avissar, 1994; Schär et al., 1999; Findell and

Eltahir, 2003a; Taylor et al., 2011; Huang and Margulis, 2012;

Gentine et al., 2013; Lintner et al., 2013; Guillod et al., 2015),

which affects the partitioning of the latent heat flux and sensi-

ble heat flux and thus the surface Bowen ratio. Increased veg-

etation cover and increased soil moisture each act to reduce

the Bowen ratio. If afternoon convection is more likely to be

triggered over such a vegetated or wet surface, there is said

to be “wet advantage” (or positive feedback), whereas “dry

advantage” (negative feedback) refers to conditions in which

afternoon convection is more likely over a surface of high

Bowen ratio, where there are conditions of low evaporation.

Considerable progress has been made in understanding the

response of the boundary layer to the Bowen ratio in differ-

ent atmospheric profiles (Haiden, 1997; Findell and Eltahir,

2003; Huang and Margulis, 2011), using one-dimensional

models. Such models consider the growth of the bound-

ary layer in height and the evolution of its thermodynamic

properties to determine whether these changes favour the

release of moist conditional instability and deep convection

over a given surface. These one-dimensional models do not

consider dynamic triggering of the convection by vertical

circulations, which are generally two- or three-dimensional

(Birch et al., 2014), but they may tell us whether convection

is more strongly favoured on one day rather than another (for

instance, according to changes in the profile and the surface

state) or whether convection may be favoured over one sur-

face or another, in conditions when dynamic forcing is weak.

Guillod et al. (2015) have shown how soil-moisture feedbacks

with rainfall on the (spatial) mesoscale can be dominated by

dry-advantage feedbacks, while temporal relationships are

dominated by wet advantage, indicating that there is value

in studying the spatial and temporal relationships indepen-

dently. The conceptual simplicity of one-dimensional models

makes them attractive for the development of physical

understanding of the problem.

Haiden (1997) addressed the question of cumulus forma-

tion by solving a boundary-layer evolution equation analyt-

ically, to assess the point at which the equilibrium height

of boundary-layer air reaches the lifting condensation level

(LCL). Haiden (1997) showed an interesting sensitivity of the

cumulus onset to the surface Bowen ratio and stability above

the boundary layer, with the sensitivity to the Bowen ratio

changing sign according to the stability of the profile. Simi-

larly, Ek and Holtslag (2004), in discussing the evolution of

boundary-layer cloud, used theory, observations, and models

to show that the stability and dryness just above the bound-

ary layer are both important in the sign of the response to

soil moisture. A regime exists, with low stability and reason-

ably humid air above the boundary layer, in which cloud cover

can be suppressed by surface moisture (Huang and Margulis,

2011). These studies of shallow cumulus development do

not necessarily apply to deep convective initiation, since the

behaviour of the LCL and the level of free convection (LFC)

differ significantly and may have opposite tendencies. Parker

(2002) analysed the tendencies in convective available poten-

tial energy and convective inhibition (CAPE and CIN) accord-

ing to the surface Bowen ratio and atmospheric stability, but

failed to synthesise these results in a manner that would enable

the question of wet or dry advantage to be answered.

Findell and Eltahir (2003, hereafter FE03a) made a num-

ber of innovations that enable the deep convective initia-

tion problem to be understood physically and quantitatively.

FE03a contrasted surface states of low and high Bowen ratio

and considered the mechanisms by which the boundary-layer

depth and the level of free convection move closer together,

to a point at which CIN is very low and deep convective initi-

ation is presumed to occur. Over a wet surface of low Bowen

ratio, the boundary-layer growth is always relatively slow,

because the sensible heat flux is relatively low, and there-

fore over the wet surface the approach of conditions of deep

convection occurs by descent of the LFC (as the assumed

cloud parcel from the boundary layer increases its equiva-

lent potential temperature). In contrast, over a dry surface

of high Bowen ratio, the boundary-layer depth can increase

much more rapidly, and this rate of increase depends on

the stability of the profile just above the capping inversion

(quantified by FE03a as a convective triggering potential,

or CTP, which is inversely related to the stability). In con-

ditions where that stability is low (CTP is high), the dry

boundary layer grows rapidly and may approach the LFC.

On the basis of this conceptual model, FE03a argued that

the occurrence of wet or dry advantage is controlled by two

parameters, namely CTP and a humidity index, HI, defined as

the sum of dewpoint depressions at 50 and 100 hPa above the

ground. Using a one-dimensional numerical model, FE03a

plotted the occurrence of wet and dry advantage on axes of

CTP and HI, to argue finally that certain regions of (CTP,

HI) space can be used to determine the likely behaviour.

This approach has been quite influential and has been applied

in a number of contexts. Tuinenburg et al. (2011) used the

same (FE03a) slab model along with radiosonde observa-

tions over India to study local land–atmosphere feedbacks

and proposed modified thresholds for CTP and HI. Ferguson

and Wood (2011) used satellite remote sensing and reanaly-

sis data to derive a modified CTP–HI framework to study soil

moisture–precipitation feedback globally.

Although the CTP–HI approach of FE03a brings in some

useful innovations, helping us to understand the problem, it

also has some drawbacks. Primarily, it is not clear why these

two parameters are thought to be the right ones (and the

only ones) to characterize the conditions. The role of CTP in

allowing a dry boundary layer to grow rapidly can be under-

stood physically, but the dependence on HI is not obvious.

In fact, observations (Parsons et al., 2000) and models of



2218 BHOWMICK AND PARKER

boundary-layer growth (for example, Betts and Ball, 1995;

Parker, 2002) emphasize the role of dry air above the bound-

ary layer in controlling the likelihood of deep convection,

implying that a measure of this dryness, such as the difference

in humidity between the boundary layer and the layer above,

should be used. Furthermore, there have been questions over

the generality of the results: FE03a tested their model with

profiles typical of the continental United States, but when it

was applied to Indian profiles, Tuinenburg et al. (2011) found

higher values of CTP–HI to be required to reduce the pre-

diction error of the framework. On the other hand, Ferguson

and Wood (2011) found that the fixed threshold framework

of F03a cannot be applied at a global scale and required a

modified framework including latitudinally variable, zonal

CTP–HI thresholds calculated at 5◦ intervals. This apparent

lack of generality suggests that either additional parameters

are needed to characterize the problem or the two parameters

chosen are not the optimal ones.

Articles by Gentine et al. (2013) and Yin et al. (2015)

both provide direct calculations of the evolution of the deep

convective state of a one-dimensional atmospheric profile

over surfaces of differing surface Bowen ratio. Gentine et
al. (2013) analysed the shallow convection problem, but also

calculated the buoyancy of boundary-layer air relative to

the air just above the boundary layer, as a measure of CIN,

to assess the possibility of free convection. In contrast, Yin

et al. (2015) made numerical calculations of the CAPE of

boundary-layer air at the time when the boundary-layer depth

reaches the LCL. Each of these articles was able to show,

directly from the simple physical basis model, quantitative

estimates of the conditions separating wet and dry advantage

as a function of the atmospheric temperature and humidity

profile and the surface conditions.

Here, we redevelop the FE03a model from first principles,

using the theoretical boundary-layer growth model of Betts

(1973), Carson (1973), and Tennekes (1973), which has pre-

viously been used in the convective initiation problem by

Haiden (1997), Parker (2002), Gentine et al. (2013), and Yin

et al. (2015). We take a different approach from those earlier

articles in the way that we analyse the conditions for deep

convection, and this approach leads to simpler analytical and

graphical solutions. It will be shown that the model can be

solved exactly, to yield the three parameters that are needed

to establish whether wet or dry advantage will occur in given

conditions.

2 DEVELOPMENT OF THE
ONE-DIMENSIONAL MODEL

It is the goal of this article to describe the likelihood of a

given atmospheric profile supporting deep, as opposed to

shallow, convection. Specification of the conditions for deep

convection to occur can be approached in different ways.

For example, Gentine et al. (2013) estimated the CIN of

TABLE 1 Symbols used in the analysis

Symbol Description

Pi pressure depth of mixed layer

ps surface pressure

pF pressure at level of free convection (LFC)

Δp pressure difference between inversion and LFC, ps − pF

zi inversion height above ground

R rate of change of Δp, or convective triggering rate

R1 convective triggering rate parameter

ΔR difference in R between wet and dry surface conditions

𝜃e equivalent potential temperature

𝜃es saturated equivalent potential temperature

Fn net surface heat flux

𝛽 surface Bowen ratio

𝛽i inversion Bowen ratio

𝛽v slope of dry virtual adiabat

AR entrainment parameter

Γ+ stability of profile just above boundary-layer capping inversion

SF conditional instability at the LFC

a nondimensional parameter in rate equation

b nondimensional parameter in rate equation

𝜎 convective instability parameter, SF∕Γ+

rs saturation humidity mixing ratio

Γ thermodynamic stability of profile

boundary-layer air relative to air above the boundary layer,

while Yin et al. (2015) computed the CAPE at the time of

‘crossing the LCL’ as different measures of the likelihood

of deep convection. Instead, here we follow the approach of

FE03a in considering deep convection to become more likely

as the top of the boundary layer approaches the LFC, and use

the rates at which these levels approach each other to differ-

entiate wet and dry advantage. Like FE03a, we assume that a

morning atmospheric sounding can be analysed to explain the

forthcoming tendencies in the boundary-layer state and LFC

over surfaces of differing wetness.

Following Betts (1992) and Betts and Ball (1995), we

define the pressure depth of the mixed layer to be

Pi = ps − p(zi), (1)

where zi is the inversion height, p(z) is the pressure as a func-

tion of height, and ps is the surface pressure. Symbols used

here and elsewhere in the article are listed in Table 1. The

pressure difference between the inversion and the level of free

convection, pF, is

Δp = p(zi) − pF (2)

(Figure 1). The rate of change of Δp with time, or “convective

triggering rate,” R, can be defined as

R ≡
dΔp
dt

= −dPi

dt
−

dpF

dt
, (3)

where we assume that the temporal variation of surface pres-

sure is small relative to the other terms. For a transition to

deep convection by one-dimensional boundary-layer growth,
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FIGURE 1 Schematic thermodynamic diagram (tephigram) showing the

assumed structure of the atmospheric profile. The black and red lines

indicate the parcel ascent and environmental profiles, respectively, and the

level of free convection (LFC) lies at their intersection. If the

boundary-layer equivalent potential temperature, 𝜃e, increases by an amount

𝛿𝜃e, the new parcel ascent is indicated by the blue curve and the LFC

correspondingly descends, as indicated by the black dashed arrow. The

resulting change in the level of free convection (LFC), which causes a

change in Δp, is then inversely proportional to the gradient of saturated

equivalent potential temperature, 𝜃es in the environmental profile, at the

LFC (see text for more details)

we require that the LFC and inversion approach each other,

and that R < 0.

The first term in Equation 3, along with the tendency

in potential temperature, 𝜃, can be calculated with good

accuracy using well-known bulk formulae for the growth of

a convective boundary layer (Betts,1973; Carson, 1973; Ten-

nekes, 1973). The main assumption in this model is that the

turbulent heat flux due to entrainment at the boundary-layer

inversion is a constant fraction, AR, of the surface sensible

heat flux. Here we use the model in the form given by Betts

and Ball (1995):

d𝜃
dt

=
gFn𝛽

cpPi(𝛽 + 1)

[
1 + 𝛽i

𝛽
AR

(𝛽 − 𝛽v)
(𝛽i − 𝛽v)

]
, (4)

dPi

dt
= 1

Γ+

d𝜃
dt

, (5)

where

Γ+ = − d𝜃
dp

||||+ (6)

is the stability of the profile just above the boundary-layer

capping inversion, g the acceleration due to gravity, Fn the

net surface heat flux (the net radiative and ground heat fluxes,

corresponding to the total sensible and latent heat flux into the

atmosphere through the surface energy balance), 𝛽 the sur-

face Bowen ratio, cp the specific heat at constant pressure,

AR the entrainment parameter, and 𝛽v ≈ −0.07 the slope of

the dry virtual adiabat (Betts, 1992). These equations have

been found in many studies to have useful accuracy in describ-

ing the daytime growth of convective boundary layers. The

second term in parentheses in Equation 4 is the one represent-

ing the entrainment assumption at the boundary-layer top. AR
is thought to have a value of between 0.2 and 0.4, and probably

depends in practice on the presence of wind shear or shallow

cumulus. Here we will assume that AR is a constant. We note

that, in normal circumstances, Γ+ > 0.

Most commonly, 𝛽i is negative, with boundary-layer growth

corresponding to dry entrainment and the sensible and latent

heat fluxes at the boundary layer inversion being of opposite

sign. On relatively rare occasions it is possible to observe 𝛽i >

0, when there is particularly humid air lying above the bound-

ary layer (for example, LeMone et al., 2000). The right-hand

side of Equation 4 has a singularity at 𝛽i = 𝛽v: this corre-

sponds to the situation in which the boundary-layer inversion

corresponds to a virtual adiabat (Betts, 1992). Therefore we

expect 𝛽v < 𝛽i < 0 not to occur, on physical grounds; in this

regime, the inversion would be unstable in terms of 𝜃v. At

this point it is worth noting that it would be possible to make

the approximation 𝛽v = 0, thereby removing the singular-

ity from the equations and somewhat simplifying the algebra.

This approximation amounts to ignoring the effect of moisture

on buoyancy around the boundary-layer inversion level and,

given the other approximations used (such as the uncertainty

in AR), it arguably does not lead to a large error. However,

given that we are able to obtain a closed algebraic solution

anyway, we do not make the 𝛽v = 0 approximation here.

The second term on the right-hand side of Equation 3 can be

related to the development of equivalent potential temperature

in the boundary layer by inspection of the parcel ascent curve

in the vicinity of the LFC. From Figure 1, in which we assume

that the parcel equivalent potential temperature, 𝜃e, is equal

to that of the well-mixed boundary layer, it can be seen that

dpF

dt
=

d𝜃e

dt
|||PBL

d𝜃es

dp
|||LFC

(7)

and we can use

d𝜃e

dt
||||PBL

=
gFn

cpPi

[
1 + AR

(𝛽i + 1)
(𝛽 + 1)

(𝛽 − 𝛽v)
(𝛽i − 𝛽v)

]
(8)

(Betts and Ball 1995) to obtain

dpF

dt
=

gFn

SFcpPi

[
1 + AR

(𝛽i + 1)
(𝛽 + 1)

(𝛽 − 𝛽v)
(𝛽i − 𝛽v)

]
, (9)

in which

SF ≡
d𝜃es

dp
||||LFC

(10)

is a measure of the conditional instability of the profile. For a

conditionally unstable atmosphere in which convective show-

ers may occur, we require SF > 0 . Putting Equations 4, 5 and
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9 in Equation 3 yields

R = −
gFn𝛽

Γ+cpPi(𝛽 + 1)

[
1 + 𝛽i

𝛽
AR

(𝛽 − 𝛽v)
(𝛽i − 𝛽v)

]

−
gFn

SFcpPi

[
1 + AR

(𝛽i + 1)
(𝛽 + 1)

(𝛽 − 𝛽v)
(𝛽i − 𝛽v)

]
.

(11)

In this one-dimensional model, the question of whether a

given atmospheric profile offers a wet or dry advantage in

terms of convective initiation comes down to a question of

whether the rate of change of pressure difference between the

top of the boundary layer and LFC, R, is higher over a wet

(low 𝛽) or dry (high 𝛽) surface. Given that R is negative if

any initiation is to occur, wet advantage implies that R is an

increasing function of 𝛽, or dR∕d𝛽 > 0, and dry advantage

occurs when R decreases with 𝛽, or dR∕d𝛽 < 0.

Equation 11 can now be rearranged in the following form,

to clarify the dependence on 𝛽:

R = R1

b𝛽 − a
1 + 𝛽

, (12)

where a, b and R1 are all independent of 𝛽. The nondimen-

sional parameters a and b are given by

a = −𝛽iAr
𝛽v

𝛽i − 𝛽v

+ 1

𝜎

(
1 − Ar𝛽v

𝛽i + 1

𝛽i − 𝛽v

)
(13)

and

b = −1 − Ar
𝛽i

𝛽i − 𝛽v

− 1

𝜎

(
1 + Ar

𝛽i + 1

𝛽i − 𝛽v

)
, (14)

where

𝜎 = SF

Γ+
. (15)

𝜎 will be termed the “convective instability parameter”,

because SF is a measure of the conditional instability and Γ+
is the profile stability just above the boundary layer (to be dis-

cussed in more detail later). The rate parameter, R1, is the only

dimensional quantity on the right-hand side of Equation 12

and it is positive-definite:

R1 =
gFn

Γ+cpPi

. (16)

R1, like R, has units of Pa/s.

To establish the dependence of R on surface state, we

differentiate R with respect to 𝛽, from Equation 12, to find

dR
d𝛽

= R1
b + a

(1 + 𝛽)2
. (17)

Equation 17 tells us that the sign of dR∕d𝛽 is independent of 𝛽

itself. This is a powerful result, because it means that the ques-

tion of wet or dry advantage is universal in terms of surface

Bowen ratio; its sign is independent of Bowen ratio. This is in

contrast to the shallow-cumulus system explored by Gentine

et al. (2013), for which the sensitivity of the inversion-level

relative humidity to the evaporative fraction, EF, changes sign

according to EF, leading to a rather complicated set of possi-

bilities. Furthermore, since R1 is a positive-definite function

in convective conditions, the sign of dR∕d𝛽 (and hence the

separatrix between wet and dry advantage, dR∕d𝛽 = 0) is

determined by the sign of b + a. If b + a > 0 then we expect

wet advantage and if b + a < 0 we expect dry advantage.

Once it is seen that the function R(𝛽) is monotonic, the

question of wet or dry advantage can alternatively be found

by comparing the wet (low 𝛽) and dry (high 𝛽) limits of R.

These are, respectively,

R(0) = −R1a, (18)

R(∞) = R1b, (19)

and the difference in R between dry and wet conditions is

ΔR = R1(b + a). (20)

Again, the conclusion is reached that the sensitivity of R to 𝛽

is controlled by R1 and (b + a), with (b + a) alone determin-

ing the sign of ΔR. Henceforth, we use ΔR to assess the sign

and amplitude of the sensitivity of convective initiation to the

surface Bowen ratio.

Expanding b and a yields

b + a = −1 − Ar𝛽i

𝛽v + 1

𝛽i − 𝛽v

− 1

𝜎
Ar(𝛽i + 1) 𝛽v + 1

𝛽i − 𝛽v

(21)

and, if we were to make the assumption 𝛽v = 0 (ignoring the

buoyancy effects of moisture as discussed above), this would

simplify to

b + a = −1 − Ar

(
1 + 𝛽i + 1

𝜎𝛽i

)
. (22)

Putting the complete form, Equation 21, back into Equation

17 gives

dR
d𝛽

= ΔR
(1 + 𝛽)2

= − R1

(1 + 𝛽)2

×
{

1 + Ar𝛽i

𝛽v + 1

𝛽i − 𝛽v

+ 1

𝜎
Ar(𝛽i + 1) 𝛽v + 1

𝛽i − 𝛽v

}
.

Unlike FE03a, who identified two parameters (CTP and

HI) to categorize the behaviour of the system, we find that

the progression of the boundary layer towards triggering

over surfaces of differing Bowen ratio is controlled by three

parameters derived from the ambient profile, namely 𝛽i and

𝜎 (which together control b and a) and R1 (which is the only

dimensional parameter involved). We are fortunate that the

separatrix between wet and dry advantage given by b+ a = 0

depends only on two of these parameters, 𝛽i and 𝜎, and is

independent of R1.

3 SENSITIVITY OF CONVECTIVE
DEVELOPMENT FUNCTIONS, R AND ΔR, TO
CONTROLLING PARAMETERS

3.1 Summary of the controlling parameters

The strength of the gradient of R with 𝛽, ΔR, which quantifies

the degree of wet or dry advantage, depends only on the func-

tions a, b and R1. Since R1 is positive-definite, this reduces to

two statements.
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• b+a determines the sign of ΔR, and therefore controls wet

or dry advantage. This depends only on 𝛽i and 𝜎.

• ΔR = R1(b+a) determines the amplitude of the sensitivity,

and depends on all three parameters, 𝛽i, 𝜎, and R1.

3.2 Typical values and functional forms

Making sense of these relationships requires some appreci-

ation of physically relevant values of the external param-

eters. The inversion-level Bowen ratio can be estimated in

terms of the humidity and temperature jumps across the

boundary-layer inversion, according to

𝛽i =
cp

L
𝛿𝜃

𝛿q
, (23)

where L is the latent heat of vaporization and q the mixing

ratio. Betts and Ball (1995), in presenting data from the First

International Land Surface Climatology Project Field Exper-

iment (FIFE), suggest that 𝛽i may take a wide range of values,

though for most of FIFE 𝛽i lay in the range −0.5 < 𝛽i < −0.3.

For physical reasons, we require 𝛽i < 𝛽v ∼ −0.07 or 𝛽i > 0.

The stability just above the boundary-layer inversion, Γ+,

may take a wide range of values, from very low stability

associated with a residual boundary layer to stable values

associated with subsidence. High values might correspond to

an isothermal layer, which close to the ground would have a

stability of the order of Γ+ ∼ g∕cp ∼ 10−3 K/Pa.

In deep convective conditions, SF can also take a wide range

of values. Starting from a definition of saturated equivalent

temperature in the form

cp
d𝜃es

𝜃es

= cp
d𝜃
𝜃

+ d
(

Lrs

T

)
(24)

(where rs is the saturation humidity mixing ratio) and approx-

imating L as a constant, the direct relationship between a

profile’s thermodynamic gradients

S = d𝜃es

dp
and Γ = −d𝜃

dp
can be found, in the form

S = −Γ 𝜕𝜃es

𝜕𝜃

||||p +
𝜕𝜃es

𝜕p
||||𝜃 , (25)

where

𝜕𝜃es

𝜕𝜃

||||p = 𝜃es

𝜃

[
1 + Lrs

cpT

(
L

RvT
− 1

)]
, (26)

𝜕𝜃es

𝜕p
||||𝜃 = 𝜃es

Lrs

pcpT

[(
L

RvT
− 1

)
Ra

cp

− 1

]
, (27)

and Ra and Rv are the gas constants for air and water vapour,

respectively. Larger values of SF are obtained for warm tropi-

cal environments and are maximized when Γ at the same level

is almost zero. For example, at a pressure of 750 hPa and 𝜃 =
320 K, the magnitude of SF is a maximum of 3.7× 10−3 K/Pa

when Γ = 0. At cooler temperatures, SF is much smaller.

The convective instability parameter, 𝜎 = SF∕Γ+, has

a reasonably straightforward relationship with the lower

tropospheric stratification, because SF decreases with ΓF

(evaluated at the LFC) in conditionally unstable conditions.

This relationship can be inferred from Equation 25 or from

inspection of a tephigram, where a profile with low ΓF has

strong conditional instability (high SF). In consequence, 𝜎

decreases with both increasing ΓF and Γ+. When ΓF and

Γ+ are high and the lower troposphere is stable (a warm

mid-troposphere), 𝜎 will be low. High 𝜎 means a more unsta-

ble lower troposphere and cool mid-troposphere. For this

reason, the convective instability parameter, 𝜎, can be viewed

as a measure of lower tropospheric instability and will be

similar in functional behaviour to the CTP defined by FE03a.

In comparing the likely values of Γ+ and SF, it appears that

𝜎 ranges from much less than 1 to values that can be much

higher than 10. However, it should also be recognized that

very low values of 𝜎 are unlikely to have CAPE, because the

combined condition of high Γ+ and low SF corresponds to a

very warm mid-troposphere. For this reason, very low 𝜎 cor-

responds to a profile that is too stable for deep convection.

The particular thresholds over which deep convection is pos-

sible will depend on the climatological conditions, since the

relationships between 𝜃es and 𝜃 are sensitive to pressure and

temperature and will need to be tested in practice.

R1, as the only dimensional parameter in the system, con-

trols the absolute magnitude of the response to the surface.

In understanding the physical meaning of this parameter, it

can be seen that it is proportional to the net surface heat flux

and inversely proportional to the boundary-layer depth and

the stability just above the boundary layer. Strong surface

fluxes lead to rapid boundary-layer growth, but this growth

is “diluted” if the boundary layer is deep and suppressed if

the stability is high. R1 is therefore the primary control on

the rate of boundary-layer growth, whether over a wet or dry

surface. In order to estimate typical scales of the response in

terms of the amplitude of R1, it is helpful to note that we can

use the hydrostatic relation to approximate Pi∕zi ∼ 𝜌g, and

therefore write

R1 = Fn

𝜌cpΓ+zi

, (28)

where zi is the boundary-layer inversion height. Given that,

for an isothermal layer, the stability is approximately

Γ ≡
d𝜃
dz

≈
g
cp

, (29)

g∕(cpΓ+) is likely to be greater than 1 for profiles supporting

deep convection, because an isothermal layer represents a

reasonably strong stability above the boundary-layer inver-

sion. With strong surface fluxes (Fn ∼ 500 Wm−2) over a

shallow PBL (zi ∼ 500 m), typical values of R1 may be of the

order R1 ∼ 0.1 Pa/s, but can range from just above zero (at

sunrise when the net heat flux is low) to much greater than

1 Pa/s if Pi and Γ+ are small. Note that a value of R ∼ −1 Pa/s

would be a reasonably rapid rate of decrease of Δp, about

360 m/hr using a hydrostatic approximation of 10 Pa/m.

The results of the evaluation of the model against numerical
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FIGURE 2 Typical curves of R as a function of surface Bowen ratio, 𝛽, for

wet and dry advantage, as given by Equation 12. The atmosphere moves

more rapidly towards deep convective initiation when R is strongly negative,

therefore curves for which R is strongly negative at lower values of 𝛽 (blue

curves) show wet advantage. Similarly, curves for which R is more negative

for large 𝛽 (red curves) have dry advantage. Solutions with small values of

R show only weak wet or dry advantage. Note that the limiting values of

each curve are related to the parameters a, b and R1 by R(0) = −R1a, and

R(∞) = R1b

model simulation data (Section 5) confirm that significant

values of R1 of the order R1 ∼ 0.1 Pa/s are indeed obtained.

Now, considering Equations 12 and 17, it can be seen

that the shape of R(𝛽) is relatively simple, as illustrated by

Figure 2. From consideration of Figure 2, we can summarize

the conditions for wet or dry advantage as follows.

• If ΔR = R1(b+ a) is small, then there is no significant wet

or dry advantage (illustrated in Figure 2 by a grey curve).

• If ΔR = R1(b + a) is not small, and R is negative for some

𝛽, then

– if b + a > 0 there is wet advantage (blue curves);

– if b + a < 0 there is dry advantage (red curves).

The numerical evaluation of these rules can be seen in

Figure 3, in which ΔR is plotted as a function of (𝛽i , 𝜎) for

two different values of Γ+. Note that the separatrix between

wet and dry advantage is the same curve in each panel of

Figure 3; only the amplitudes of the wet and dry responses

in each regime of the plot change, according to the differ-

ing Γ+, and therefore R1, in each. The horizontal 𝛽i axis

delineates the control by the inversion Bowen ratio. Most

commonly, atmospheric profiles lie in the negative 𝛽i regime,

where large negative values mean that the humidity gradi-

ent at the inversion is weak, but low negative values imply a

strong gradient at the inversion, with dry air above the bound-

ary layer. The vertical 𝜎 axis quantifies the lower tropospheric

instability: as noted earlier, given that the static stability at

the LFC, ΓF, and conditional instability, SF, tend to be oppos-

ingly related, 𝜎 = SF∕Γ+ will tend to be inversely proportional

to lower tropospheric stability and proportional to FE03a’s

CTP. In Figure 3a, corresponding to low stability and rapid

boundary-layer growth, the regime appears to be dominated

by high dry advantage for high 𝜎 and strongly negative 𝛽i. In

contrast, in Figure 3b, which corresponds to a relatively sta-

ble, isothermal layer above the boundary layer, dry advantage

is weaker and very high values of wet advantage appear to be

possible. Note, however, that a logarithmic scale is used in

Figure 3, and the low values of 𝜎 that dominate Figure 3b may

correspond to atmospheric profiles that are too stable for deep

convection. In both panels of Figure 3, the regime of positive

𝛽i corresponds to strong dry advantage.

From inspection of Figure 3 and consideration of Equation

17, the sensitivity of triggering to surface type and atmo-

spheric profile can be explained in the following ways.

3.3 Physical interpretation of the controls on wet and
dry advantage

If it is the case that R is sufficiently large and negative for

one-dimensional triggering to be a possibility, then we can

consider the conditions that determine the sign of (b + a) in

Equation 17 as a function of just two parameters: 𝛽i and 𝜎.

The inversion Bowen ratio, 𝛽i, controls the rate of drying

of PBL air by entrainment and, in most circumstances, where

the air above the PBL is drier than the air in the PBL, this

drying tends to reduce 𝜃e (slows its increase due to surface

sensible and latent heating) and therefore restricts the rate of

descent of pF. For these reasons, the PBL over the dry sur-

face normally has lower 𝜃e than the air over the wet surface

and, in extreme cases, 𝜃e can fall with time over the dry (Betts

and Ball, 1995; Rochetin et al., 2017, their fig. 7). Whether

this process is significant depends then on the difference in

humidity between the PBL and the air above it (not, as in

FE03a, a sum of low-level humidities, HI). When the humid-

ity difference between PBL air and the air above is small, 𝛽i

is very large and negative and we should expect a dry advan-

tage: the LFC behaves similarly over the wet and dry ground,

because there is little reduction of 𝜃e due to entrainment, and

pF is similar over the wet and dry surfaces, but the boundary

layer grows deeper more rapidly over the dry surface. In con-

trast, when the difference in humidity between the PBL and

the air above it is large, 𝛽i is very small and negative and 𝜃e in

the PBL is significantly reduced by entrainment. In this case,

while the boundary layer over the dry surface may be deepen-

ing rapidly, pF over this surface may also be rising less rapidly

(or even possibly falling) relative to pF over the wet surface,

which will always fall in cases of conditional instability. So,

in summary, for large negative 𝛽i we expect dry advantage,

but for small negative 𝛽i wet advantage is possible.

On occasions when the air within the boundary layer is drier

than the higher layers into which it is growning, 𝛽i is posi-

tive. In these circumstances, entrainment leads to an increase

of 𝜃e in the boundary layer and a descent of the LFC. Con-

sequently, there is strong dry advantage, with the boundary

layer growing rapidly and the LFC descending over the dry

surface. The dry advantage for 𝛽i > 0 is apparent in Figure 3.
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(a) (b)

FIGURE 3 Example plots of ΔR, the magnitude of the sensitivity of convective triggering rate to surface Bowen ratio, as a function of inversion Bowen ratio

𝛽i and convective instability parameter 𝜎, for (a) Γ+ = 10−4 K∕Pa, and (b) Γ+ = 10−3 K∕Pa. The separatrix between wet and dry advantage is indicated with a

bold dashed line: note that this line is identical in each panel, but the axis scalings are different, to reflect the different ranges of 𝜎 appropriate in each case.

For negative 𝛽i, the most common state, wet advantage occurs below the separatrix and dry advantage above. The region of 𝛽v < 𝛽i < 0 corresponds to an

unstable boundary-layer top and is shown as white. Postive 𝛽i corresponds to strong dry advantage

It has already been noted that the convective instability

parameter, 𝜎 = SF∕Γ+, corresponds to a measure of lower

tropospheric instability, since SF is a measure of conditional

instability and 𝜎 decreases with both Γ+ and ΓF. 𝜎 also rep-

resents the degree to which pF and Pi are responsive to the

surface heat fluxes and attendant changes in PBL thermody-

namics and could be termed a “stiffness ratio”. If SF is high,

then the LFC is in some sense “stiff” in relation to the changes

in 𝜃e in the boundary layer, meaning that the descent of the

LFC with increasing boundary layer 𝜃e is slow. If Γ+ is high,

then the PBL grows relatively slowly over both wet and dry

surfaces. Therefore, if the convective instability parameter, 𝜎,

is high, the LFC remains relatively fixed while the PBL is

more mobile and may grow more rapidly (particularly over

dry surfaces, where sensible heating is significant). In con-

trast, if 𝜎 is low, the LFC moves more freely in response to

PBL 𝜃e, but the boundary-layer depth grows more slowly; in

these circumstances wet advantage is possible.

Combining the effects of the controlling parameters, we

find wet advantage to be increased when 𝛽i is small negative

and when 𝜎 is low (below the separatrix curve in Figure 3). In

this case, pF descends rapidly over the wet surface and is also

more highly sensitive to 𝜃e in the PBL. 𝜃e is lower over a dry

than a wet surface, and therefore pF is also lower (higher alti-

tude) over the dry. It should also be remembered that the sit-

uation of low 𝜎 corresponds to high dry stability in the lower

troposphere and relatively high static stability around the

LFC, and may be too stable for deep convection to occur at all.

3.4 Amplitude and sign of R: is wet or dry advantage
significant?

It has been seen that the possibility of wet or dry advantage

is determined by the separatrix curve in Figure 3, but for any

advantage to be significant we still require the sensitivity of

R to the Bowen ratio, ΔR, to be large. We can say that ΔR,

which is proportional to R1(b+ a), will be large in magnitude

when the magnitude of (b + a) is large and/or R1 is large.

If Γ+ is large (meaning lower R1 and lower 𝜎), CBL growth

is slow over both wet and dry surfaces. In this case, there is lit-

tle entrainment of dry air from aloft over either surface and the

development of 𝜃e and LFC is very similar over the wet and

dry. Consequently, there can only be weak advantage between

wet and dry surfaces.

The rate parameter, R1, also depends on the net heat flux,

Fn: the rates of PBL growth and 𝜃e tendency are controlled

by the magnitude of surface fluxes; if these fluxes are weak

then R1 is small and there will be little tendency for con-

vective development through this one-dimensional process.

Similarly, the dependence of R1 on Pi can be explained quite

easily: when Pi is small, the rate of boundary-layer growth

is much more rapid (heat is added to a smaller mass) and

therefore there can be much greater difference between wet

and dry environments.

We require R to be significantly negative somewhere, for

any advantage between dry and wet surfaces to be significant.

In considering this, we treat the regions of dry and wet advan-

tage separately and consider the possible curves in Figure 2.

• In regions of wet advantage, we require R(0) = −R1a to be

large and negative for R to be sufficiently negative over a

wet surface.

• In regions of dry advantage, we require R(∞) = R1b to

be large and negative, which only fails when 𝛽i is very

small and negative (in which case we expect wet advantage

anyway).

These conditions were tested in the plotting of Figure 3 and

the condition of large negative R in in cases of wet or dry

advantage was always fulfilled.
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Finally, note that there is a connection between the con-

ditions on 𝜎 and R1, in that inversion stability Γ+ appears in

both parameters, in ways that are in opposition. High Γ+ will

tend to decrease 𝜎, generally increasing the likelihood of wet

advantage by suppressing vertical growth of the boundary

layer over the dry surface. At the same time, high Γ+ will also

decrease R1 and will therefore tend to reduce the amplitude

of this wet advantage, by suppressing boundary-layer growth

also.

4 DISCUSSION OF THE THEORETICAL
FRAMEWORK

4.1 Relationship to previous solutions

While FE03a proposed that the tendency of deep convective

initation is controlled by two parameters, CTP and HI, we

find the dynamics of the system to depend on three parame-

ters. Only two parameters, 𝛽i and 𝜎, determine the separatrix

between wet and dry advantage (namely (a + b) = 0, plot-

ted in Figure 3), but this is not a sufficient condition and it

is also necessary that R1(a + b) is large enough in Equation

17, in order for any advantage to exist, and therefore the third,

dimensional parameter, R1 cannot be neglected. Gentine et al.
(2013), who used a different approach to analysing the same

system, present their solutions in terms of four controlling

parameters, namely the profile stability (our Γ+), evaporative

fraction, tropospheric relative humidity, and potential tem-

perature. Our approach has therefore reduced the number of

free parameters; for instance, the nondimensional 𝛽i and 𝜎 are

sensitive to the temperature and humidity.

The CTP measure defined by FE03a can be considered as a

measure of instability above the CBL inversion and, broadly,

we can associate high CTP with both lower Γ+ and higher

SF, meaning a high convective instability parameter, 𝜎. FE03a

found that higher CTP (broadly associated with higher 𝜎) led

to a greater likelihood of dry advantage (for sufficiently high

HI). Here, we confirm that higher 𝜎 does favour dry advan-

tage. High CTP, in corresponding to decreased Γ+, will also

increase the strength of the advantage between dry and wet

(through R1 in Equation 17). Therefore, in regard to CTP and

its approximate relationship with 𝜎 and R1, the results derived

here are in accord with those of FE03a.

Gentine et al. (2013) also indicate that low tropospheric

stability leads to dry advantage, at least in conditions of

reasonably warm and humid tropospheric conditions. For a

cool and humid tropospheric profile, Gentine et al. (2013)

show that wet advantage occurs increasingly with increasing

stability: these conditions correspond to low 𝜎 and small

negative 𝛽i and are therefore apparently consistent with our

solutions. Similarly, our results are broadly consistent with

those of Yin et al. (2015), who found dry advantage to occur

with low tropospheric stability and low (negative) vertical

gradient of specific humidity (which we may associate with

strongly negative 𝛽i).

Where FE03a used HI as a sum of the humidities (dewpoint

depressions) in the boundary layer and the layer immediately

above it, our analysis, as well as that of Yin et al. (2015), high-

lights the importance of the difference in humidities between

these layers, as expressed in the inversion Bowen ratio 𝛽i.

The inversion Bowen ratio controls the evolution of 𝜃e as a

boundary layer grows vertically, and therefore it controls the

behaviour of pF. FE03a assumed that in conditions of high

surface Bowen ratio, when the boundary layer is growing

rapidly, the LFC remains fairly constant in height and dry

advantage is likely. However, when 𝛽i is small and negative,

the LFC may also move upwards over the dry surface, so that

dry advantage is reduced.

4.2 Limitations

In applying these results to real-world situations, a num-

ber of important limitations must be considered. The model

is restricted to describing initiation of convective systems

through daytime growth of the convective boundary layer, and

not the important class of convective rainfall events occur-

ring at night, nor convective events dynamically triggered, at

cold fronts for instance. Guillod et al. (2014) highlight the

role of synoptic forcing of rainfall in forcing a serial correla-

tion of rainfall with soil moisture, regardless of any physical

feedback between them. The distribution of rainfall by orga-

nized convective systems (MCSs) is also not likely to be

captured by this model: such systems usually involve intense

mesoscale flows (gravity currents and gravity waves), which

trigger convection dynamically, somewhat independent of the

underlying boundary-layer state. For these reasons, there is

evidence that MCSs deliver more precipitation to a surface

of low Bowen ratio, where there is simply more water vapour

in the boundary layer available for precipitation (Clark et al.,
2003; Hartley et al., 2016).

An additional, and fundamental, drawback of the model

presented here is that its one-dimensional setup ignores

mesoscale dynamic flows, which are also driven by differ-

ences in the boundary-layer state over adjacent wet and dry

surfaces. Guillod et al. (2015) showed that we need to con-

sider temporal and spatial relationships between rainfall and

soil moisture separately and these relationships can be of

the opposite sign. This being acknowledged, if we are con-

cerned with the spatial distributions of rainfall and its role

in either increasing or decreasing soil moisture heterogeneity,

then the very question of whether wet or dry surfaces trig-

ger convection first in a given atmospheric profile implies

that these surfaces are in some proximity and therefore

will tend to drive their own circulations on the boundaries.

Such flows have been shown in observational (Taylor et al.,
2007; Kang et al., 2007; Dixon et al., 2012) and modelling

(Garcia-Carreras et al., 2011; Huang and Margulis, 2013;

Rieck et al., 2014) work to be significant in modifying the

thermodynamic distributions under conditions of reasonably

light winds. Rochetin et al. (2017) used a model to analyse
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in detail how the boundary-layer thermodynamics evolve in

the pre-convective hours and are influenced by large-scale

and mesoscale advection, which conditions the entrainment

and surface flux regimes to be much more complex than a

one-dimensional model can easily encompass. The mesoscale

circulations are thermally direct, with hot air rising, and tend

to give the greatest convective triggering on the warm and

dry side of a surface boundary (specifically, on the downwind

side of a warm/dry surface). Garcia-Carreras et al. (2011) also

showed that this location is where, due to interactions of mix-

ing and advection, the boundary-layer 𝜃e is maximized, giving

an additional advantage for convective triggering close to the

boundaries. Taylor et al. (2012), in a global analysis, found

dry advantage at almost every location where a significant sig-

nal appeared and argued that this is consistent with dynamic

triggering on the warm side of boundaries. Situations where

the one-dimensional model may best apply might be those

where the boundaries between contrasting wet and dry sur-

faces are relatively smooth transitions, meaning that pressure

gradients and the resulting circulations may be weak.

One uncertainty in the method developed here is that it is

(like FE03a) based on the morning thermodynamic profile

and does not follow the full transition through several hours

towards the eventual point of convective initiation. A num-

ber of functions of the system will necessarily change during

this evolution, differently over wet and dry surfaces, including

the surface and inversion Bowen ratios, 𝛽 and 𝛽i. In contrast,

the approach of Gentine et al. (2013) was to integrate the

basic equations through the day and inspect the conditions

that would prevail by sunset: this method introduces similar

uncertainties, notably that the tendency is consistent between

wet and dry surfaces over this longer time period. The analysis

shown here indicates the sense of the tendency towards deep

convection in the morning, but does not tell us whether that

tendency is maintained consistently in the following hours.

Whether the method does consistently capture wet and dry

advantage must be tested in practice. Note that use of a

single morning profile can also be regarded as a significant

benefit of this approach, because it leads to a system that is

relatively straightforward to apply and interpret in practical

applications, requiring only a morning sounding.

Finally, the practical application of the theoretical model

will depend on obtaining appropriate profile and land-surface

data to which it can be applied. Guillod et al. (2014) showed

the difficulties of obtaining good surface data, while obser-

vational profiles are often not available on the spatial scales

needed for boundary-layer analysis and can involve signif-

icant errors in the convective boundary layer, due to their

sampling of transient eddies (Weckwerth et al., 1996).

Ultimately, the question of whether this, or any other

one-dimensional model, can usefully describe real con-

vective initiation regimes will only be answered by testing

on observations and numerical models. A first attempt

to evaluate the theoretical framework with convection-

permitting model data is described in the next section.

5 FRAMEWORK EVALUATION

A comprehensive evaluation of the theoretical model is

beyond the scope of this article. Guillod et al. (2014) explain

some of the many difficulties in effectively diagnosing

soil-moisture relationships with rainfall from observations.

These difficulties include uncertainties in surface flux data

and difficulties in separating external forcing of serial cor-

relations of soil moisture with rainfall, for instance due

to synoptic forcing, from direct physical coupling. Rather

than attempt to use measurements to evaluate the theo-

retical framework, here we make a first attempt to show

how it may be applied in practice, by using the framework

to analyse results from a convection-permitting numerical

model simulation performed over India. A study of simi-

lar model simulations applied in the Sahel region of Africa

(Cascade project: Taylor et al., 2013) has shown that a

convection-permitting simulation at 4 km resolution can

exhibit excellent spatial relationships between soil mois-

ture and convective triggering, similar to those inferred

from observational proxy data (including aircraft-based case

studies and statistical analysis of satellite data).

5.1 EMBRACE simulation and data

Diagnostics from a limited-area model simulation of the Met

Office Unified Model (Met UM), run as part of the Earth

system Model Bias Reduction and assessing Abrupt Climate

change (EMBRACE) project, are used for this study. A model

run with 4 km grid spacing over a large domain containing

the entire Indian subcontinent has been considered. The 4 km

resolution model uses non-parametrized (explicit) convec-

tion and a 3D Smagorinsky scheme for sub-grid mixing. The

model was initialized on August 18, 2011 at 0000 UTC with

the Met Office global operational analysis flow fields and run

for 21 days. Lateral boundary conditions were updated every

hour and derived from a series of six-hour long global MetUM

simulations run from each successive operational analysis,

which is available every 6 hr. The soil moisture was initialized

by downscaling the soil moisture of the global model analy-

sis. The soil moisture stress was kept the same as in the global

model, meaning that the soil moisture in the high-resolution

model is different from that in the global one, because of the

more detailed soil properties of the high-resolution model.

The EMBRACE simulation configuration is described in

more detail by Willetts et al. (2017), who also show that

the rainfall distributions in the model verify well against

satellite-derived rainfall estimates for most parts of India.

5.2 Study domain and convective precipitation
initiation

In analysing the initiation of deep convection in the

EMBRACE simulations, four subdomains have been used

(shown in Figure 4). The northern and southern domains are

arid to semi-arid in climatic conditions, whereas the central
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FIGURE 4 Map of daily surface soil moisture (kg/m2) for a single date in the model simulation, August 21, 2011, overlaid by the study domains: (a)

northern (red), (b) eastern (white), (c) centre (blue), and (d) southern (black)

and eastern domains have more humid conditions. The north-

ern, central and eastern study domains lie along the axis of the

monsoon trough, whereas the southern domain is positioned

a little off track. Therefore these four domains encapsulate a

range of climatic conditions typical of the Indian monsoon.

We have studied only those initiations where the difference

between the 90th and 10th percentiles of orographic height

is less than 300 m, to discard orographically induced rainfall

(following Taylor et al., 2011).

An afternoon rain event is diagnosed with a method similar

to Taylor et al. (2013) using hourly accumulated precipita-

tion between 1130 and 2030 LT (where Local Time (LT)

is UTC plus 5.5 hr). An afternoon rainfall event is defined

where there is no rainfall in the chosen area in the 3 hr pre-

ceding 1130 LT (to remove stratiform rainfall events, which

continue from overnight). The first step in the method is to

identify a contiguous rain area (Ebert and McBride, 2000)

using the flood-fill algorithm and thresholding technique.

The minimum number of pixels to define a rain event as sig-

nificant in this study is considered as 3 pixels, corresponding

to 48 km2. The minimum rain threshold for all the domains

is taken as 3 mm accumulated rain in one hour. Then, the

location of initiations is traced back in time to a single grid

point, using 10-minute accumulated rainfall. Over the subdo-

mains used, 1,688 intiations were thereby identified with the

method.

5.3 Computation of profile parameters

The theoretical framework has been evaluated using early

morning profiles at 0300 UTC from the 4 km EMBRACE

simulation. For all parts of the subdomains, this is after sun-

rise and before 0900 local time, meaning that we are able

to analyse the shallow, early-morning convective boundary

layer. We have computed 𝛽i, 𝜎 and the resulting ΔR, via

Equations 20 and 21, from the EMBRACE output for after-

noon convective initiations within the four defined domains.

Computation of SF is a two-stage process. First, the LFC

is determined through computation of the moist ascent (Nor-

mand’s construction) of a boundary-layer parcel: here LFC

is the level where the parcel saturated ascent profile meets

the environment profile and this computation is a standard

element in routines to compute CAPE, for instance. Once

the LFC is identified, SF is computed as the vertical gradient

of 𝜃es, using Equation 25. In practice, there are complexities

in this calculation. The precise value of SF at the LFC may

be very sensitive to local thermodynamic anomalies in the

profile. Also, sometimes during the morning the LFC does

not exist and only appears later in the morning. For instance,

in the EMBRACE data, out of 1,688 initiations, the LFC

exists for only 783 cases in the 0300 UTC profile. Thus, we

applied bulk estimates of relatively broad layers between

fixed pressure levels to compute SF. Analysis of the distribu-

tions of the PBL top and LFC (not shown) indicates that the

inversion height (PBL top) has quite a narrow range between
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FIGURE 5 Reconstruction of Figure 3 for initiations diagnosed in the

EMBRACE simulation. Wet (blue) and dry (red) circles represent actual

soil moisture conditions at the location of initiation. The size of each circle

denotes the magnitude of ΔR, and only those events for which R < 0 and

ΔR ≥ 0.05Pa/s (indicated in the key) are included. The black line is the

theoretical separatix curve

875 and 975 hPa, whereas the LFC can take a wide range of

values, falling mostly within the range 550–850 hPa. Thus in

computing bulk estimates of LFC we have chosen 550 and

850 hPa as reference levels and computed mean gradients

between these levels.

To find 𝛽i and Γ+ is also a two-stage process. First, the con-

vective boundary-layer inversion level is identified as the first

level at which boundary-layer air is negatively buoyant. In

practice, the inversion is not always easy to define precisely

in early-morning profiles, when the boundary layer may be

shallow: if the local sounding is too early, say 0000 UTC over

India, which is just around sunrise, there may be no convective

layer at all. However, in the 0300 UTC soundings used here,

1,467 of the 1,688 profiles had a clear inversion identified

with this method. Furthermore, gradients in the thermody-

namic parameters above the inversion can also lead to some

ambiguity. Here, 𝛽i has been computed based on the differ-

ences in specific humidity and potential temperature using

the nearest possible layers across the inversion level, using

Equation 23. Γ+ is then computed as the vertical gradient of

𝜃 just above the capping inversion.

5.4 Results of the framework evaluation

A subset of the convective initiations diagnosed in the sim-

ulation is plotted in Figure 5. In order to test the theoreti-

cal framework, we only include those initiations for which

a significant difference between wet and dry advantage is

predicted (ΔR ≥ 0.05 Pa/s) and for which the actual under-

lying surface was very wet or dry. The colour of the points

denotes the actual surface conditions at the location of initia-

tion: red implies an evaporative fraction less than 0.3 and blue

shows an evaporative fraction greater than 0.9. Of the 1,681

initiations in the simulation, 74 occur in these conditions of

low or high evaporative fraction and significant ΔR and are

plotted in (𝛽i, 𝜎) space.

Figure 5 indicates that the probability of rain initiation

over a dry surface (red points) was almost exactly predicted

with the theoretical model: nearly all of the 33 dry-surface

initiations lie above the wet–dry separatrix curve. In con-

trast, wet initiations have mixed results. While, for large ΔR,

wet-surface initiation events did occur in conditions success-

fully predicted to be wet (large blue points below the sepa-

ratrix), for weaker ΔR, a significant number of wet-surface

initiations had been predicted by the theoretical model to be

over a dry surface (smaller blue points above the separatrix).

It is likely that these smaller blue points in the dry region are

cases in which the surface-forced advantage is weak (small

ΔR) and there is significant external forcing for the con-

vective trigger, either by dynamical forcing or by coherent

topological control. For instance, the observational study of

Guillod et al. (2014) for regions of the United States found

that precipitation the previous day was a better predictor of

afternoon rainfall than surface state, implying that external

drivers dominated the initiation in these examples. In cases

where an external dynamical forcing controls the initiation,

it is usually expected that initiations will occur first at the

location where there is greatest moist static energy, usually

over a wet surface (for example, Clark et al., 2003; Guillod et
al., 2014; Hartley et al., 2016).

In conclusion, the results from the EMBRACE simulation

provide support for the use of the theoretical model, in that it

seems able to identify the conditions under which dry initi-

ation is to be expected. Further analysis would be needed to

establish the performance of the model for wet initiations, and

in particular to separate local, thermodynamic initiation from

dynamically forced initiation in the data.

6 CONCLUSIONS

We have developed a thermodynamic model that describes the

evolution of an atmospheric profile towards deep convective

triggering, according to the underlying surface fluxes over

wetter or drier surfaces. The model is derived from funda-

mental equations for boundary-layer and convective physics

and leads to analytical solutions. The equations describe the

relative effects of deepening of the convective boundary layer

(which is faster over a dry surface) and the lowering of

the LFC (which is faster over a wet surface), and the out-

come can yield “wet advantage” (positive feedback) or “dry

advantage” (negative feedback), depending on the profile.

This one-dimensional model can be applied in atmospheric
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conditions of relatively weak dynamical forcing. For these

circumstances, our results are a compact solution, derived

from sound physical equations, to the conceptual framework

proposed by FE03a, which has been widely used.

Unlike FE03a, we find the system to be governed by

three parameters. However, fortunately, only two of these are

needed to separate the possible conditions of wet and dry

advantage. These two parameters are 𝛽i, the inversion-level

Bowen ratio, and the convective instability parameter, 𝜎.

Together, 𝛽i and 𝜎 define the separatrix curve shown in

Figure 3. Dry advantange (negative feedback of rainfall with

soil moisture) is favoured when 𝜎 is high and 𝛽i is either large

and negative, or positive. In this situation, the LFC is rel-

atively insensitive to the boundary-layer conditions and the

rapid growth of the boundary layer over a dry surface gives

convective advantage. Wet advantage (positive feedback) is

predicted when 𝜎 is low (a stable lower troposphere) and

𝛽i is small and negative, meaning dry conditions above the

boundary layer and strong drying of the boundary layer by

entrainment. In these circumstances, the small values of 𝛽i

imply dry conditions above the boundary layer, leading to

drying of the boundary layer by entrainment, which reduces

the likelhood of deep convection over a dry surface for which

the boundary-layer growth is rapid. Although the separa-

trix divides conditions of wet or dry advantage, whether

this advantage is relevant depends on the amplitude of the

signal and, in order to determine this amplitude, all three

controlling parameters need to be taken into account. One

attractive feature of the model developed here is that its two

parameters determining the sign of the solution, 𝜎 and 𝛽i,

are nondimensional, with no free parameters needing cali-

bration according to climatic conditions. Note that articles

applying the FE03a method to different climatic regions have

expressed a need to change the parameter regimes accord-

ingly (Ferguson and Wood, 2011; Tuinenberg et al., 2011).

When parameters are dependent on the climatic conditions,

the application of a model for extrapolation to new areas, or

to future climates, is questionable.

While a comprehensive evaluation of the theoretical model

is beyond the scope of this article, the model has been tested

here against convection-permitting numerical model simula-

tions. The results of the testing indicate that the model may

indeed be effective, particularly in the diagnosis of conditions

for dry advantage (rainfall over dry surfaces). Wet advantage

cases were not effectively separated by the model; quite likely,

this is related to those events being controlled by dynamical

forcing of the convection, in which case initiation over wetter

surfaces is generally expected. Further testing of the model

beyond these first steps is certainly needed. The equations

provided in this article provide a quantitative prediction of the

possibility of wet or dry advantage occurring systematically,

which is a question of great importance to climatic analysis

and to weather and climate prediction, especially over areas

where water availability is critical to human livelihoods.
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