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GABA_B receptor-mediated, layer-specific synaptic plasticity reorganizes gamma-frequency neocortical response to stimulation

Matthew Ainsworth, Shane Lee, Marcus Kaiser, Jennifer Simonotto, Nancy J. Kopell, and Miles A. Whittington

Repeated presentations of sensory stimuli generate transient gamma-frequency (30–80 Hz) responses in neocortex that show plasticity in a task-dependent manner. Complex relationships between individual neuronal outputs and the mean, local field potential (population activity) accompany these changes, but little is known about the underlying mechanisms responsible. Here we show that transient stimulation of input layer 4 sufficient to generate gamma oscillations induced two different, lamina-specific plastic processes that correlated with lamina-specific changes in responses to further, repeated stimulation: Unit rates and recruitment showed overall enhancement in supragranular layers and suppression in infragranular layers associated with excitatory or inhibitory synaptic potentiation onto principal cells, respectively. Both synaptic processes were critically dependent on activation of GABA_B receptors and, together, appeared to temporally segregate the cortical representation. These data suggest that adaptation to repetitive sensory input dramatically alters the spatiotemporal properties of the neocortical response in a manner that may both refine and minimize cortical output simultaneously.

G
amma-frequency (30–80 Hz) neuronal-population activity is a near-ubiquitous property of cortical responses to all modalities of sensory input (1). It is a feature of the temporal organization of outputs from neuronal ensembles and plays a critical role in intercortical communication and short-term memory (2). However, gamma-frequency responses are not stereotyped; they are powerfully influenced by neuromodulatory state and the nature of the cognitive task associated with sensory presentations. In particular they show plasticity, manifesting as changing local field potential power, frequency, spatial extent, and altered neuronal spike rates and spike-field coherences (3, 4). This plasticity is particularly overt on repeated presentation of familiar or novel discrete sensory stimuli (5–7).

Understanding the processes underlying this plasticity is further complicated by the mechanistic inhomogeneity of brain rhythms within the gamma band. Both the lower (30–50 Hz) and higher (51–80 Hz) subbands are generated by fast spiking interneuronal recruitment into local circuit activity (8). However, in general they originate in different primary sensory cortical laminae and manifest in different cognitive states (9). In addition, although a repetition-related suppression of neuronal response has been most frequently described, notable examples have reported enhancements of both broadband gamma-frequency population activity (10) and discrete neuronal outputs (spikes) (11). Why enhancement or suppression is observed remains unclear. However, the direction of observed plasticity in the sensory gamma-frequency response can be influenced by task (12), stimuli (13), and the pattern of ongoing neuronal activity (5).

Plasticity in the gamma-related cortical representation of a repeatedly presented sensory stimulus has been proposed to underlie cognitive and behavioral improvements during task repetition (14). Enhancement has been suggested to represent greater recruitment of cortex (in terms of neuronal output rates and active area of cortical mantle) involved in encoding of a presented sensory stimulus. In contrast, suppression of neuronal responses may correspond to the “sharpening” (i.e., an increased efficiency) of cortical sensory representation (15, 16). A number of potential mechanisms may account for this sharpening effect, all converging on the pruning of unnecessary information held in the number, and activity patterns, of activated neurons (17). Recent evidence suggests that sharpening and enhancement may reflect different lamina-specific responses to sensory input: layer 4 activation (in response to sensory stimulation) has a predominantly excitatory effect on superficial layer neurons but a predominantly inhibitory effect on deep layer neurons (18).

Despite these observations, little is known about the relevant underlying changes in neuronal communication at the synaptic level—the presumed primary locus for plasticity in the brain (19). This is despite the current understanding of the cellular and synaptic mechanisms required to generate gamma oscillations (20) and their relation to excitatory synaptic plasticity (21). Although extensive literature detailing plastic changes in both excitatory and inhibitory transmission in neocortex (22, 23) complement
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this understanding, few studies have considered both gamma rhythms and plasticity together (21); thus knowledge of how synaptic plastic changes may subsequently perturb gamma oscillations is limited.

To better understand the role of gamma rhythms in plasticity of cortical sensory representations, we explored lamina-specific changes in local population potentials and discrete neuronal activity in response to repeated layer 4 activation in auditory cortex in vitro. We demonstrate concurrent, highly layer-specific plastic changes in the spatiotemporal properties of gamma rhythms differentially associated with either inhibitory or excitatory synaptic plastic processes: both enhancement of neuronal activity in superficial layers and suppression in deep layers manifested through activation of GABA<sub>B</sub> receptors.

**Results**

**Repeat Stimuli Induce Plasticity in Local Field Potential Gamma Rhythm.** An initial, transient excitation of the primary auditory cortex granular layer (Au1) induced local field potential (LFP) responses with both a low (30–50 Hz) and high (50–80 Hz) gamma component in all cortical layers of both Au1 and adjacent Au2 (Figs. 1 and 2A, i). Response durations were 9.3 ± 1.4 s, 11.3 ± 1.4 s, and 9.4 ± 1.2 s in layers 2/3, 4, and 5/6, respectively (n = 7).

High and low gamma frequency LFP power was maximal in different laminae: High gamma frequency activity was predominant in electrodes located 800 μm from pial surface (corresponding to layer 4). In contrast, low gamma frequency activity was most pronounced in more superficial and deep electrode locations (Fig. 2B, i).

A second transient excitation, delivered 1 h after the first, induced gamma responses with durations of 10.9 ± 1.1 s, 10.6 ± 1.2 s, and 11 ± 2.8 s in layers 2/3, 4, and 5/6, respectively (n = 7). Comparison of the repeated and initial gamma responses to glutamate application revealed a lamina-selective potentiation of low gamma rhythm power (Fig. 2A, ii, and B, i). Normalized low gamma rhythm power was 133.5% [interquartile range (IQR) 120.0–138.4%] and 175.2% (IQR 147.5–211.6%) of the initial response recorded at electrodes in layers 2/3 and 5/6, respectively (P < 0.05, n = 7 slices, 15 ± 3 and 11 ± 1 electrodes per slice pooled in layers 2/3 and 5/6, respectively). In contrast, no significant change was seen in layer 4: The second stimulus generated gamma rhythms with a normalized power of 112.0% (IQR 103.7%–121.7%), compared with the first response (P > 0.05, n = 7, 6 ± 2 electrodes per slice pooled from this layer).

Control experiments were performed in which artificial cerebrospinal fluid (aCSF) alone (without glutamate) was applied to layer 4. Application of aCSF alone did not induce gamma-frequency enhancement over baseline levels, nor did it induce any changes in rhythmic activity on repeated application. Analysis of 10-s epochs of activity following the first and second applications of aCSF alone revealed no significant variation in normalized low gamma power: layer 2/3 and layer 5/6 powers were 76.0% (IQR 35.4–103.7%) and 102.2% (IQR 56.5–110.5%), respectively (P > 0.05, both n = 4 slices).

In contrast to the above enhancement of low gamma power on repeated stimulation, no change was evident on examination of high-frequency gamma activity recorded from any cortical layer. The normalized high gamma responses to second stimuli were 111.9% (IQR 64.0–145.5%), 77.6% (IQR 65.5–168.2%), and 123.1% (IQR 75.3–162.5%) of initial stimulus responses recorded from layers 2/3, 4, and 5/6, respectively (all P > 0.05, n = 7, 10 ± 4, 5 ± 2, and 6 ± 1 electrodes per slice; Fig. 2B, ii).

**Low Gamma-Band Power Changes Were Accompanied by Layer-Specific Modulation of Unit Activity.** A total of 382 isolated single units were recorded during the paired responses to glutamate. Pooling all unit recordings by layer did not reveal any significant changes in spiking accompanying the increase in low gamma power in layers 2/3 and 5/6 (Fig. 3A). Mean incidence of units activated by cortical stimulation was increased in layers 2/3 and decreased in layers 5/6 (0.39 ± 0.05–0.43 ± 0.05 and 0.27 ± 0.05–0.25 ± 0.05, respectively). However, this trend was not significant (P > 0.05, n = 7 slices, 52 ± 8 units per slice). Similarly, no significant difference in median spike rates was seen in each of the layers (P > 0.05, n = 7 slices, 48 ± 8 units per slice).

Underlying the lack of significant changes in unit behavior overall was a highly lamina-specific, mixed pattern of suppression and enhancement of single unit responses as seen before in vivo (11) (Fig. 3B). A total of 177 units showed an enhanced firing rate on presentation of the second stimulus or appeared de novo only on second stimulus presentation: The fraction of these enhanced units in a given layer compared with enhanced units in all layers was 0.53 ± 0.06 for layers 2/3. This was significantly greater compared with layer 4 (0.22 ± 0.04) and layers 5/6 (0.25 ± 0.07, Fig. 3C, P < 0.05, n = 7). In contrast, units that showed reduced spike rates, or were silent, on second stimulus presentation (n = 122 suppressed units) were recorded predominantly from

---

**Fig. 1.** Individual example of the response to glutamate application. (A) Spectrograms of the response to a single (initial) glutamate application to layer 4 at the time indicated by the arrow on the x axis. Note both the lamina selective appearance of the high and low gamma bands as seen previously (33) and the gradual reduction on center frequency of each band as the response progresses. (B) Example LFP data from each layer demonstrating the different temporal pattern of magnitude changes as the response progresses (layer 4 initially highest, layers 2/3 and 5 building more slowly). (C) Example showing a selection of units from each layer that responded strongest to the glutamate application. (Scale bar in B, 50 μV.) LFP traces and unit rasters are aligned to the time axis in A.
The fraction of suppressed units was significantly lower in layer 4 and layers 2/3 (0.18 ± 0.05 and 0.26 ± 0.05 respectively, $P < 0.05$, $n = 34$ and $n = 68$, respectively). No changes were seen relative to layer 4.

To investigate any relationship between the changes in gamma frequency LFP power and the above reorganization of active units and their spike rates, we examined spike-triggered LFP average waveforms for enhanced and suppressed units within layers 2/3 and 5/6 (Fig. 4 A and B). In layers 2/3, spike-triggered waveform averages for all pooled spikes had spectra that clearly

layers 5/6 (0.51 ± 0.09 of all units). The fraction of suppressed units was significantly lower in layer 4 and layers 2/3 (0.18 ± 0.05 and 0.26 ± 0.05 respectively, $P < 0.05$ compared with layers 5/6, $n = 7$ slices; Fig. 3C, i).

This superficial/deep layer difference in fraction of enhanced or suppressed units on second stimulus presentation was also apparent when considering the magnitude of spike rate changes (Fig. 3C, ii). Examination of enhanced units revealed the highest increase in firing rates for units in layers 2/3 on second compared with first stimulus presentation [592.7% (209.7–1970.9%)]. This was significantly higher than the rate increase seen in enhanced units in layers 5/6 [234.1% (161.6–501.5%), $P < 0.05$, $n = 68$ and $n = 42$ units, respectively]. Conversely, a significantly more pronounced spike rate reduction was seen in suppressed units in layers 5/6 [second compared with first response 3.6% (0.0–28.2%)] compared with layers 2/3 [25.7% (6.6–58.4%), $P < 0.05$, $n = 34$ and $n = 68$, respectively]. No changes were seen relative to layer 4.

Fig. 2. Repeated application of glutamate to Au1 layer 4 selectively potentiates low gamma frequency activity. (A, i) Color maps showing the gamma band (30–80 Hz) activity in the primary and secondary auditory cortex induced following the application of glutamate (delivery site denoted by the blue triangle). Dotted lines represent the approximate boundaries of layer 4. (ii) Example traces of gamma responses to the initial (Left) and the repeated (Right) application of glutamate recorded at electrodes in layers 2/3, 4, and 5/6. Calibration, 30 μV, 200 ms. (B, i) Laminar profiles showing the mean power of low gamma (30–50 Hz) and high gamma (50–80 Hz) activity in response to the initial (black) and repeated (gray) application of glutamate. Laminar profiles show a potentiation of low gamma activity in the second response to glutamate not seen in high gamma activity. (ii) Summary of the second response to glutamate normalized to first response to glutamate for low (Upper plot) and high (Lower plot) gamma (*$P < 0.05$ vs. initial response).

Fig. 3. Glutamate application induces lamina-specific potentiation and suppression of putative pyramidal cell firing. (A) Laminar profiles showing (i) the incidence of all units across the neocortex and (ii) the mean firing rate during both the initial (black) and the repeated response (gray) to glutamate. Pooled analysis of all isolated single units did not reveal significant changes between the initial and repeated glutamate response. (B) Example frequency plots of single units demonstrating enhanced (red) and suppressed (blue) activity relative to the initial response. (C, i) The median lamina-specific fraction of enhanced and suppressed units revealed enhanced units predominant in layers 2/3 with suppressed units in layers 5/6 (*$P < 0.05$). (ii) Median unit firing rates during the second response to glutamate vs. the first response to glutamate showed the degree of enhancement to be strongest in superficial vs. deep layers and suppression strongest in deep vs. superficial layers (*$P < 0.05$).
showed two components of the gamma rhythm, with modal peaks at approximately 30 Hz and 50 Hz for the first stimulus presentation only (Fig. 4A, i). Separation of relative spike/LFP coherences for subsequently enhanced and suppressed units revealed a significantly greater degree of spike/LFP coherence for enhanced units in the middle of the low gamma band (35–45 Hz).

Fig. 4. Enhancement and suppression of unit activity was associated predominantly with units phase locked to low frequency gamma rhythms. (A) Spectra calculated from spike-triggered LFP averages (STA) of all units (A, i, black), enhanced (red), and suppressed (blue). (A, ii) Superficial units. Differences in the frequency content of the spike-triggered LFP derived from enhanced and suppressed spikes (E_pwr–S_pwr) are shown in A, iii with significance determined by Monte Carlo testing against randomized surrogate data (Methods). Significant portions of the difference spectra are shown in red (enhanced > suppressed) or blue (suppressed > enhanced, P < 0.05). (A, iv) Polar plots of mean spike phase distribution relative to band-pass filtered low (20–50 Hz) and high (50–80 Hz) gamma responses. Data from enhanced units (red) and suppressed units (blue) revealed significant differences between phase locking only to the low gamma field (* P < 0.05). (B) Spectra calculated from STAs of all units (black), enhanced (red), and suppressed (blue) deep layer units. Data in B, i–iv were derived as in A, but using units identified in layers 5/6. (C) Illustration of spike rasters for three concurrently recorded units during response to glutamate stimulation. Note the greater incidence of synchronous generation of spikes in layers 5/6 enhanced vs. suppressed units, compared with layers 2/3 enhanced units, is shown. (Right) shows pooled median probability scores for this measure of enhanced superficial spike–deep spike coherence.
Hz, \( P < 0.05, n = 23 \) enhanced units and \( n = 24 \) suppressed units; Fig. 4A, iii and iv).

Tracking the fate of these enhanced units during the second response revealed a near-abolition of spike/LFP coherence at the higher end of the gamma band, but a very strong relationship between spike timing and the LFP at lower frequencies. This coupling was significantly higher than during the initial response at 27–37 Hz and integrated power within this frequency band increased fourfold [0.0647 (0.0175–0.394) vs. 0.256 (0.0698–0.736) \( \mu \text{V}^2 \cdot \text{Hz}^{-1} \), \( P < 0.05, n = 23 \) units first response and \( n = 41 \) units second response, respectively, Fig. 4A, iii and iv]. This peak was absent from spectra of suppressed units during the second response to glutamate \( (P < 0.05, n = 25 \) suppressed units and \( n = 41 \) enhanced units); additionally suppressed unit LFP coherences showed no significant changes across the entire gamma band between first and second stimulus presentation \( (P > 0.05, n = 24 \) units first response and \( n = 25 \) units second response).

In layers 5/6, both enhanced and suppressed units demonstrated strong spike/LFP coupling at high gamma frequencies during the initial response, with no significant difference evident between spike/LFP spectra \((P > 0.05, n = 23 \) suppressed units and \( n = 22 \) enhanced units; Fig. 4B, ii–iv). In contrast to layers 2/3, enhanced units in layers 5/6 showed no change in spike/LFP relationship across the gamma band during the initial and repeated response \((P > 0.05, n = 22 \) units first response and \( n = 25 \) units second response). Suppressed units in layers 5/6 again exhibited spike/LFP coupling at high (>50 Hz) gamma frequencies during the second response. However, a statistically significant increase in the spike-field coupling at low gamma frequencies (between 25–33 Hz) was seen for suppressed units during response to second glutamate presentation \((P < 0.05, n = 21 \) first response and \( n = 20 \) s response; Fig. 4B, iii and iv).

Previous work has suggested layer 5/6 gamma rhythms are not generated locally (24) (Discussion). Instead these deep layers respond to the frequencies of output from more superficial layers (high gamma from layer 4, low gamma from layers 2/3). To try to understand the mechanism for spike enhancement and suppression in layers 5/6, we compared spike timing in this layer with that of enhanced units in layers 2/3 \((n = 7 \) slices, 12 ± 3 units per slice). During the initial response to glutamate, enhanced units in layers 5/6 spiked with highest probability within a short (within the 2–5 ms) delay of enhanced unit firing in layers 2/3 (Fig. 4C). This interlaminar spike timing relationship was absent from the firing of suppressed units in layers 5/6. Peak probability of enhanced layer 5/6 units spiking within 1 ms of enhanced layers 2/3 units was 0.15 (IQR 0.10–0.24) and for suppressed layers 5/6 units 0.058 (0.04–0.074) \((P < 0.05, n = 7 \) slices).

To further characterize the laminar redistribution of unit recruitment, we examined spike-triggered averages of the LFP waveforms for layers 2/3 and 5/6 enhanced and suppressed units. These were then correlated with each other and to those for input layer 4 units (Fig. 5A). Phase relationships between pairwise spike-triggered correlations were remarkably uniform during response to first stimulus presentation (Fig. 4B, black dots), with all LFP components within and across all layers being within approximately 5 ms of each other.

However, on second stimulus presentation, this close temporal relationship only survived for three of the data pairs. These consisted of the LFPs averaged to enhanced units in layers 2/3 and 5/6 and units in layer 4. In contrast, phase relationships for other data pairs were temporally shifted to such an extent that synchrony estimates (the magnitude of the cross-correlogram at 0-ms lag) were not significantly different from equivalent phase-shuffled pairs \((P > 0.05) \) or, in the case of suppressed units in layers 2/3 and 5 and layer 4, significantly negative (Fig. 5B). Plotting these synchrony estimates in cartoon form (Fig. 5C) showed a pattern of change wherein the local field (population) potentials associated with enhanced units became, in general, temporally separated from those associated with suppressed units. Furthermore, the LFPs associated with suppressed units in layers 2/3 and 5/6 also became temporally separated from each other and from layer 4.

**Layer-Specific Inhibitory and Excitatory Long-Term Potentiation Accompanies Plastic Changes in Gamma Power and Unit Responses.** The contrasting dominance of spike enhancement in layers 2/3 and suppression in layers 5/6 suggested different underlying plastic processes at the local network level, with mismatched plastic changes possibly contributing to the temporal separation of enhanced and suppressed units seen above. We therefore examined the relative plastic changes in two major local circuit pathways: excitatory synaptic inputs to excitatory cells and inhibitory synaptic inputs to excitatory cells. Electrically stimulated excitatory postsynaptic potentials (EPSPs) recorded from principal cells in layers 2/3 were significantly potentiated 1 h after the
initial glutamate stimulation (pre 4.7 ± 0.3 mV vs. post 7.5 ± 1.1 mV, \( P < 0.05, n = 5 \); Fig. 6A). This potentiation was layer specific, not being evident in EPSPs recorded from principal cells in layers 5/6 where unit suppression dominated (pre 4.0 ± 0.3 mV vs. post 4.3 ± 0.4 mV, \( P > 0.05, n = 5 \)). In contrast, inhibitory postsynaptic potentials (IPSPs) electrically induced in pyramidal cells in layers 5/6 were strongly potentiated (pre 3.1 ± 0.5 mV vs. post 12.7 ± 3.2 mV, \( P < 0.05, n = 6 \); Fig. 6A). Again, this was a layer-specific effect. This plastic change was not seen for IPSPs in layers 2/3 (pre 3.3 ± 0.6 mV vs. post 4.1 ± 0.2 mV, \( P > 0.05, n = 5 \)). No significant changes in either EPSPs or IPSPs was seen for layer-4 principal cells (\( P > 0.05 \)).

**Synaptic Plastic Changes, Gamma Power, and Unit Plasticity Were Mediated by Activity of GABA\(_B\) Receptors.** Whereas long-term potentiation of IPSPs and EPSPs can involve the activation of a number of receptors, studies have suggested that GABA\(_B\) receptor activation may be an important mediator of both (25, 26). Bath application of the postsynaptic GABA\(_B\) receptor antagonist CGP 35348 ([3-Aminopropyl](diethoxymethyl)phosphinic acid, 50 \( \mu \)M) significantly attenuated both the layers 2/3-specific potentiation of EPSPs (5.6 ± 0.5 mV pre- and 6.0 ± 0.6 mV post-glutamate, \( P > 0.05, n = 5 \); Fig. 6B) and layers 5/6-specific potentiation of IPSPs (4.8 ± 0.7 mV pre- and 7.4 ± 1.4 mV post-glutamate, \( P > 0.05, n = 5 \); Fig. 5A).

To estimate the potential role of the GABA\(_B\) dependent synaptic plasticity seen, we examined the effects of CGP 35348 on the main plastic changes seen in field oscillations and units. The presence of CGP 35348 did not significantly alter the duration of gamma responses for the first glutamate stimulus (9.3 ± 1.4 s vs. 10.0 ± 2.1 s, 11.3 ± 1.4 vs. 12.2 ± 1.9 s, for layers 2/3, 4, and 5, respectively (\( P > 0.05, n = 7, n = 5 \))). No significant effect on gamma power in either subband in each layer was seen with CGP 35348 either (28.2 ± 3.8 \( \mu \)V\(^2\) vs. 32.4 ± 4.9 \( \mu \)V\(^2\), 18.1 ± 2.2 \( \mu \)V\(^2\) vs. 15.6 ± 3.2 \( \mu \)V\(^2\), 12.1 ± 2.8 \( \mu \)V\(^2\) vs. 14.7 ± 3.9 \( \mu \)V\(^2\) for layers 2/3, 4, and 5 low gamma power, respectively (\( P > 0.05 \))). Layers 2/3 and layer 4 field gamma power changes with the second glutamate stimulus also did not significantly change from control values [128.8% (96.0–148.2), 94.5% (82.3–104.5), respectively, \( P > 0.05 \), for control values see above; Fig. 6B, i]. However, the large increase in layers 5/6 low gamma power on second stimulation was significantly reduced on GABA\(_B\) receptor blockade. The control increase of 175.2% (147.5–211.6) was changed to 111.4% (80.1–131.3) (\( P < 0.05, n = 5 \); Fig. 6B, i). Unit plasticity scores (a combination of the increase or decrease in unit numbers and their change in firing rate during the response to glutamate) were also reduced by the GABA\(_B\) receptor antagonist. Despite seeing no significant change in the field gamma power increase in layers 2/3, CGP 35348 did significantly reduce layers 2/3 median unit plasticity score from 3.7 (2.0–5.8) to 0.8 (0.1–1.2) for enhanced units (\( P < 0.05 \); Fig. 6B, i). Accompanying the abolition of layers 5/6 gamma power increase, GABA\(_B\) receptor blockade also abolished the powerful unit suppression seen in these layers. Control plasticity score for suppressed units was −9.8 (−11.9 to −6.2). This was reduced to −0.7 (−2.3 to −0.2) in the presence of CGP 35348 (\( P < 0.05 \)).

**Discussion**

This simple in vitro model of repeated ascending cortical activation captured three key elements of the plasticity in cortical representations of sensory inputs seen in vivo: First, gamma rhythm power was increased—specifically in the low gamma range—with no significant changes to high gamma power. Second, both enhanced and suppressed spike rates were seen, with a clear laminar separation such that superficial layer units were more likely to be enhanced and deep layer units suppressed on repeated stimulation. Third, the enhanced unit spikes were more likely to be phase locked to low frequency gamma rhythms than suppressed spikes (at least in superficial layers). In addition, the model showed that this response plasticity served to temporally separate enhanced from suppressed units. Thus, in terms of cortical assemblies as a substrate for sensory coding, the response was sharpened via two synergistic phenomena: First, a subset of units reduced their likelihood of participating in an assembly through reduced spike rates; and second, remaining spikes from these suppressed units failed to temporally correlate with the main (enhanced) unit population.

Relating these main findings to (mainly visual) in vivo and human data suggests a correlation between some, but not all, previous data. The enhanced gamma power seen here has been reported

---

**Fig. 6.** GABA\(_B\) receptors mediate lamina-specific, gamma rhythm-associated plasticity. (A) Effects of glutamate stimulation on basic synaptic transmission. (i) Average waveforms of electrophysically stimulated EPSPs recorded from pyramidal cells located in layers 2 and 3 and layer 5 (average from 20 events). Cells held at −80 mV to record EPSPs from cells pre-(black) and 1 h post (gray)-glutamate application. (Lower) Summary graph of plastic changes in mean (±SE mean) EPSP amplitude before and 1 h after glutamate application, \( P < 0.05, n = 5 \). Control responses were compared with those in the presence of the GABA\(_B\) receptor antagonist CGP 35348 (50 \( \mu \)M, CGP). (ii) Average waveform of electrophysically stimulated IPSPs recorded from pyramidal cells located in layers 2 and 3 and layer 5 (averaged from 20 events). Cells were held at −30 mV in the presence of NBXQ (40 \( \mu \)M) and CPP (50 \( \mu \)M) to record IPSPs pre- (black) and 1 h post (gray)-glutamate application. (Lower) Summary graph of plastic changes in mean (±SE mean) IPSP amplitude following glutamate application, \( P < 0.05, n = 5 \). (Scale bar, 3 mV and 20 ms.) (B) Effects of CGP 35348 on the percentage change in median, layer-specific low-frequency gamma field potential power. Note the absence of an effect on the superficial layer potentiation but a near abolition of the deep layer gamma potentiation. (8, i) Unit plasticity scores (a combination of unit incidence and firing rate changes; see Methods) in the presence (light colors) and absence (dark colors) of CGP 35348 for enhanced units (red) and suppressed units (blue) in the three layer groups. Note GABA\(_B\) receptor blockade significantly \( (P < 0.05) \) ablates both the superficial enhancement of unit activity and the deep layer suppression.
in a number of studies (5, 10, 27) but not in all (3–7), with the likelihood of seeing enhancement very tightly related to the nature of the stimulus, repetition frequency, and the nature of any distractors included (5). In the present study, the interstimulus interval was much longer than those used in vivo. This was done deliberately to allow only long-term plastic changes to be manifested. Thus, any short-term remodeling of functional local cortical circuits, such as those underlying the “fatigue” hypothesis (28) cannot be considered to play a role here.

The overall absence of a change in putative principal cell spiking seen in the present study was consistent with the findings of Brunet et al. (5). These authors also reported a selective modification of spike–gamma field synchrony depending on the strength of stimulus drive received, which was similar to the spike/field phase coupling and interlaminar spike–spike coupling seen in the present in vitro experiments (Fig. 4). These data therefore lend further support to the idea of plastic changes due to repetitive stimuli enhancing the efficacy of subsequent cortical representations by increasing synchrony of neurons carrying the most salient information (17). This enhancement process may be, at least in part, a consequence of enhanced top-down inputs to sensory areas at lower frequencies (27, 29, 30). However, as no higher-order, associational areas were present in the slices used here, it can be assumed that such influences are not necessary to manifest the plastic changes most commonly reported on repeated sensory stimulation.

These data raise two main questions: What mechanism(s) may underlie the seemingly opposing, lamina-specific changes seen, and what advantage, if any, does this pattern of plasticity confer on neocortex when coding for repeated sensory inputs?

In auditory cortex, the local neuronal circuits in superficial layers are necessary and sufficient for generation of lower frequency gamma rhythms in auditory cortex (31), and the frequency of the local population rhythm is proportional to the output from excitatory neurons (32). Interaction between this slow gamma superficial layer rhythm and the more dominant fast gamma in layer 4 may provide sufficient, appropriate pre- and postsynaptic activity timing to generate excitatory synaptic potentiation onto excitatory neurons (21, 33). However, to optimize excitatory synaptic potentiation, fast, GABA$_B$ receptors-mediated inhibition must not be too high (34). Postsynaptic inhibitory strength is, in part, determined through the action of release GABA on pre-synaptic GABA$_B$ autoreceptors (25, 35). In superficial neocortical layers, this disinhibition may be compounded on receipt of sensory input by the activity of VIP-immunopositive interneurons that selectively target fast spiking interneurons (36). Disinhibitory interneurons may also use activation of GABA$_A$ receptors to generate their effects (37).

The present data demonstrated that enhanced spiking in superficial layers was associated with a superficial layer-specific long-term (1 h) potentiation of excitatory synapses onto excitatory neurons. This observation was consistent with the predominantly excitatory nature of layer 4 influence on superficial layer neurons (18). Both the spike enhancement and the excitatory synaptic plasticity were almost abolished in the presence of a GABA$_B$ receptor antagonist (Fig. 6).

Synchronous spike generation in superficial layers has been shown to be critical for combining different streams of sensory information. Layer 2/3 neurons are strongly connected to layer 5 neurons (38) so we need also to consider any changes in deeper layers with respect to the above layer 2/3 changes. Layer 5 local circuits (at least in auditory cortex) do not appear to support gamma rhythm generation alone (24) and, in contrast to the superficial layers, receive a predominantly inhibitory input from layer 4 (18). No change in layer 5 EPSP strength was seen in the present study. Whether or not excitatory plasticity occurs at this locus appears to depend on the degree of backpropagation of action potentials in these neurons (39). This backpropagation, in turn, is very much dependent on the level of synaptic inhibition the cells receive (40). This suggests that the dramatic increase in synaptic inhibition in only layer 5 principal neurons seen here may serve to actively prevent recurrent excitatory plasticity in response to repeated stimulation (Fig. 6).

As shown in the present study, inhibitory synaptic inputs to layer 5 principal cells are highly plastic (41). This plasticity is affected by sensory input and has been shown to be involved in long-term local circuit behavior during development (42), habituation to repetitive stimuli (43), and selective optogenetic stimulation of layer 4 neurons (18). However, this latter study implicated layer 4 cell-mediated fast synaptic excitation of layer 5 interneurons in the dominance of inhibition in this layer during sensory input. In the present study, we pharmacologically removed fast synaptic excitation but still saw large increases in synaptic inhibition in this layer. This implicated a locus of plasticity directly at the inhibitory synapse onto layer 5 principal cells. Such plastic potentiation of fast synaptic inhibition is critically dependent on GABA$_B$ receptor activation (44). It has been shown that the patterns of postsynaptic excitatory activity in layer 5 pyramidal cells needed to generate inhibitory input plasticity—short bursts of action potentials—need not also modify excitatory input (i.e., inhibitory synaptic potentiation onto pyramidal cells can occur without concomitant excitatory plasticity as seen in the present experiments) (45). Such a pattern of burst outputs is common in this neuron subtype during gamma rhythms in auditory cortex (24). Interestingly, this form of inhibitory synaptic plasticity did not require precise timing of pre- and postsynaptic excitatory neuronal spiking (46), but potently narrowed the integration window for input summation and enhanced output temporal precision once established (45, 46).

The data presented here therefore indicate that two different forms of synaptic plasticity (both expressed in a GABA$_B$ receptor-dependent manner) occur on cortical activation. Their locus in different laminae, their differential association with spike outputs, and their relationship to low-frequency gamma rhythms on repeated cortical activation, all suggest a profound change in the local cortical representation to repeat stimuli. The changes seen may subserve multiple, computationally useful roles, but two, in particular, seem relevant for habituation to repeated sensory stimuli (47). First, enhanced unit activity and enhanced output temporal precision of superficial layers have been shown to be a vital component of sensory adaptation (3–7, 48). The present data therefore suggest that, for an initial stimulus presentation, long-term potentiation of excitatory synaptic inputs onto superficial layer pyramidal cells enhanced their response to repeated presentation in a manner consistent with the “formation” stage in the Martens and Gruber (47) model. In other words, the more a sensory input is repeatedly presented, the stronger (and thus perhaps more detailed) the neuronal representation of the stimulus in supragranular layers (10–16).

Second, despite this increase in superficial layer neuronal involvement, the enhanced inhibition (and associated gamma rhythm) in the main output layer 5 suggests a sharpening process: the narrowing of the neuronal integration window (above) and overall reduced spike rates, a process similar to that reported for repetitive visual stimulus presentation in the inferior temporal cortex (6, 15). Taken together the present data suggest that the local cortical representation of a repeated stimulus can grow concurrently with a decrease in the output from the region “holding” that local representation; the remaining output is from neurons whose spikes most closely temporally match the representation held in superficial layers. Such “real-time” interactions between selective suppression, enhancement, and increased temporal precision (sharpening) of neuronal outputs has been suggested to be vital for appropriate short-term memory formation and subsequent attentional changes (15).
How the auditory cortex actually “decides” which neuronal activity pattern to keep is a difficult question to answer. The greater association of enhanced units in layers 2/3 with low-frequency gamma rhythms suggests the precise spike timing associated with this local network rhythm may optimize the temporal conditions for excitatory plasticity (21). In contrast, units more likely associated with higher frequency gamma rhythms were suppressed, perhaps corresponding to the reports of high gamma activity as part of an “error” mechanism in vivo (48). Interestingly, the few units that become enhanced in deep cortical layers were those that were significantly more temporally related to these superficial layer enhanced units (Fig. 4C). However, the delineation between enhanced and suppressed units, and the high and low gamma frequencies, was not apparent in deep cortical layers. As these layers receive inputs from both layers 2/3 (low gamma) and layer 4 (mainly high gamma) (Fig. 1B), further experimentation aimed at quantifying interlaminar cross-frequency coupling is required.

In summary, two distinct forms of synaptic plasticity appeared to influence the pattern of network plasticity, at gamma frequencies, seen on repeated neocortical stimulation. As both were critically dependent on GABA<sub>B</sub> receptor activation, it is tempting to suggest that enhancing activity at these receptors may have beneficial effects on cognition. Furthermore, the relationship between GABA<sub>B</sub> receptor function and cognition is not linear. Enhanced GABA<sub>B</sub> signaling is associated with Down syndrome (49) and GABA<sub>B</sub> receptor antagonists may enhance (50, 51) or suppress cognitive performance (52). Both excessive and defective GABA<sub>B</sub> signaling is associated with similar brain pathology (53). As both excitatory and inhibitory plasticity were dependent on GABA<sub>B</sub> receptor function, but in different cortical layers, we suggest that maintaining an appropriate spatial profile of the cognitively critical excitatory–inhibitory synaptic balance in neocortex (54) may be tightly modulated by this aspect of GABAergic signaling.

Methods
Electrophysiology. Horizontal neocortical slices, 450 μm thick, containing primary (Au1) and secondary (Au2) cortex were prepared from adult male Wistar rats (150–250 g). Slices were maintained at 34 °C at the interface between warm wetted 95% (vol/vol) O<sub>2</sub>-5% (vol/vol) CO<sub>2</sub> and aCSF containing the following (in millimoles): 3 KCl, 1.25 Na<sub>2</sub>HPO<sub>4</sub>, 1 MgSO<sub>4</sub>, 1.2 CaCl<sub>2</sub>, 24 NaHCO<sub>3</sub>, 10 glucose, and 126 NaCl. Concurrent recordings of the LFP and extracellular unit activity were made using 10 × 10 Utah electrode arrays (in-terelectrode distance 0.4 mm) placed covering primary and secondary auditory cortices. Signals were amplified and digitized either using a cyberkinetic amplifier (Blackrock Microsystems) or AlphaLab SnR (AlphaOmega). Both LFP and multunit data were saved for offline analysis in MATLAB (Mathworks). Additional intracellular and extracellular recordings were taken with sharp microelectrodes filled with 2 M potassium acetate (resistance, 30–90 MΩ) and blunted microelectrodes filled with 4M KCl (resistance 3–8 MΩ), respectively.

Ascending cortical activation was modeled by focal activation of layer 4 of Au1 using microdrop (approximately 70 nL) application of 1 mM glutamate dissolved in aCSF at the edge of the Utah array (Figs. 1A and 2A, i). To assess plastic changes in the gamma band and associated spiking activity, two stimuli (same volume, same location) were delivered 1 h apart. Pyramidal cell inhibitory and excitatory postsynaptic potentials were recorded using sharp intracellular electrodes filled with 2 M KAc, held at ~30 mV and ~70 mV, respectively, by bipolar electrical stimulation with a width of 0.5 ms at the voltage required to generate half the maximal response. The stimulating electrode was always placed in the same layer as the intracellular recording electrode. Inhibitory responses were recorded in the absence of excitatory ionotropic glutamate responses, ensured by the bath application of glutamate receptor antagonists R-CPP, 3-(3-Hydroxy-2-propyl-1-propyl)azepine (40 μM) and NMDA, 2,3-dioxo-6-nitro-1,2,3,4-tetrahydrobenzo[f]quinoxaline-7-sulfonamide disodium salt (40 μM). Glutamate receptor antagonists were washed out into aCSF 30 min before activation of cortical layer 4 and reapplied 30 min after stimulation. Poststimulus inhibitory and excitatory responses were then recorded as above 1 h after glutamate application. Neurons recorded for the initial and post-stimulus measures of synaptic inhibitory and excitatory responses were not the same, owing to the difficulty in maintaining quality recordings during microdrop application. No significant difference in resting membrane potential or membrane resistance (measures via response to 0.2 nA hyperpolarizing step) was seen for each group (P > 0.1, n = 5 neurons per layer). All neurons recorded in layers 2/3 and 5 were of the regular spiking subtype. Antagonism of postsynaptic GABA<sub>B</sub> receptors was achieved by bath application of CGP 35348 (3-aminopropyl)dietethoxyimethyl phosphinic acid (50 μM), present throughout the entire experiment.

Data Analysis. All electrodes located in cortical and subcortical regions adjacent to Au1 and Au2 were removed before analysis. Remaining data were pooled across all auditory regions. Single units were identified using WaveClus and firing rate was calculated during 1-s bins. The response of single units to each glutamate application was defined as the mean firing rate of a single unit during the initial 10 s of activity following glutamate application. In baseline conditions (before and after each glutamate application) spontaneous spike rates in all layers were low (Fig. 1C); however, all response data are represented as spike rate over baseline levels (calculated as the mean over the 10-s period before glutamate application) to compensate for possible lamina-specific differences in background spike rates. Putative pyramidal cells were split into enhanced and suppressed units based on their mean firing rate during their second response relative to their mean firing rate during the initial response. A “unit plasticity score” was used to quantify overall changes in neuronal activity. The mean number of enhanced or suppressed units recorded per slice was multiplied by the mean, fractional firing rate (second vs. first response to glutamate) for enhanced or suppressed units. Suppressed unit plasticity scores were represented as negative values for clarity in the figures.

LFP data were filtered to remove line noise and bandpass filtered to extract LFP (50–500 Hz) and high (51–80 Hz) gamma band responses. High and low gamma band activity was then quantified using a fast Fourier transform algorithm on 1-s time bins, and the response to each application of glutamate was defined as the mean integrated power in the relevant frequency band during the initial 10 s of activity postglutamate application for each channel. To examine plastic changes in gamma response, power during both the initial and repeated responses was normalized to their second response rate during their second response relative to their mean firing rate during the initial response. A “unit plasticity score” was used to quantify overall changes in neuronal activity. The mean number of enhanced or suppressed units recorded per slice was multiplied by the mean, fractional firing rate (second vs. first response to glutamate) for enhanced or suppressed units. Suppressed unit plasticity scores were represented as negative values for clarity in the figures.

Statistics. Normally distributed data were displayed as mean ± SEM and statistical differences determined using Student’s t test. Nonnormally distributed data were displayed as median (IQR), and differences were tested using the Mann–Whitney rank sum test. Laminar differences in the firing rate and distribution of enhanced and suppressed units were tested with one-way ANOVA, using Bonferroni’s method for even groups (unit distribution) and Dunn’s method for uneven groups (firing rate). Frequency-dependent statistical comparisons of the spike-triggered averages between enhanced and suppressed single units were calculated as follows: A bootstrap procedure was used to generate surrogate data for the null hypothesis (no difference between coherence of enhanced and suppressed units). The empirical difference in coherence was then compared with the surrogate data for each frequency bin and corrected for multiple comparisons using false discovery rate. Significance was set at the 5% level.
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