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Introduction
Replication studies are considered by many to play a fundamental role in any scientific endeavor. When using the same materials and procedures as a previous study, replication studies serve to test the reliability of the previous study’s findings. When altering specific methodological or participant characteristics of a previous study, they serve to test generalizability of the earlier findings under different conditions. One indication of the importance of replication is found in the 50 or more calls for replication research in the field of second language (L2) research alone (see references for 50 calls and commentaries in Appendix S1 in the Supporting Information online): from Santos (1989) through Polio and Gass (1997) to very recent proposals for specific replication studies, such as Vandergrift and Cross (2017) and even a book-length treatment (Porte, 2012). Beyond these calls, efforts to actively promote and facilitate replication studies have also emerged. For example, the Instruments for Research into Second Languages (IRIS) repository (http://www.iris-database.org) was established in 2011 and holds, at the time of writing, over 3,800 materials that can be used for replication, among other purposes, in L2 research (Marsden & Mackey, 2014; Marsden, Mackey, & Plonsky, 2016). The Open Science Framework (https://osf.io), also established in 2011, provides a web
infrastructure to facilitate collaboration and has been used for large replication efforts in psychology (e.g., Open Science Collaboration, 2015), which continue to make waves in academia (Laws, 2016; Lindsay, 2015; Martin & Clarke, 2017) and the general media (Baker, 2015; Devlin, 2016). In some fields, a flourishing metascience, that is, the scientific study of science (see Munafò et al., 2017), has included syntheses assessing the quantity and nature of replication efforts, for example, in education (Makel & Plucker, 2014) and in psychology (Makel et al., 2012).

The driving force behind this battery of calls, commentaries, infrastructure, and metascience is a perceived crisis in the state of replication research. The severe concerns underpinning the alleged crisis have several dimensions relating to: (a) the (small) amount of published replication research; (b) the (poor) quality of replication research; and (c) the (lack of) reproducibility, which refers to the extent to which findings can (not) be reproduced in replication attempts that have been undertaken. These concerns speak to the very core of science, raising fundamental questions about the validity and reliability of our work. Indeed, some commentators have called replication the “gold standard” of research evidence (Jasny, Chin, Chong, & Vignieri, 2011, p. 1225) and a “linchpin of the scientific process” (Let’s replicate, 2006, p. 330).

In the field of L2 research, given the importance of replication and the 50 calls for replication in L2 research that we identified, one might expect a substantial number of published replication studies by now. However, a perceived lack of prestige, excitement, and originality of replication plagues L2 research (Porte, 2012), as it does other disciplines (Berez-Kroeker et al., 2017; Branco, Cohen, Vossen, Ide, & Calzolari, 2017; Chambers, 2017; Schmidt, 2009), and these perceptions are thought to have caused, at least in part (directly or indirectly), alleged low rates and a poor quality of published replication studies. However, a systematic metascience on replication research has not yet been established in the field of L2 research, leaving a poor understanding of the actual number and nature of replication studies that have been published.

The current study begins to address this gap through narrative and systematic reviews. The narrative review considers challenges in replication research and is largely informed by commentaries and metascience from psychology, given that the cognitive and social subdomains of psychology are highly influential in L2 research, and also from education, another key sister discipline. The narrative review is organized around four broad themes: (a) the quantity of replication research, (b) the nature of replication research, (c) the relationship between initial and replication studies, and (d) the interpretation and extent of reproducibility of the findings of initial studies. To gain insight
into these issues in the context of L2 research, the systematic review provides a synthesis of L2 studies in journal articles that self-labeled as replications. The research questions and methods of the systematic review were largely determined by the narrative review but also emerged through the design and piloting of the coding instrument. Finally, we offer further discussion and 16 recommendations for future replication work that draw on our narrative and systematic reviews and on our experience of carrying out multisite (Morgan-Short et al., 2018) and single site (Faretta-Stutenberg & Morgan-Short, 2011; Marsden, Williams, & Liu, 2013; McManus & Marsden, 2017; Morgan-Short, Heil, Botero-Moriaty, & Ebert, 2012) replications. We start from the widely agreed premise that testing the reproducibility of findings should have an essential role in the testing and refinement of theory, at least for hypothesis-testing epistemologies that seek to ascertain generalizability and for other epistemologies in which constructs are deemed to be definable and observable. Thus, our overall aim is to provide conceptual clarification and an empirical base for future discussion and production of replication studies, with a view to improving the amount and quality of L2 replication research.

**Narrative Review of Concerns and Challenges Related to Replication**

The primary aim of this narrative review is to consider key issues related to replication research and to indicate how aspects of the narrative review inform the aims, scope, structure, and methods of our systematic review. First, we clarify our use of the terms *replicable/replicability* and *reproducible/reproducibility*, given some debate surrounding these terms (National Academies of Sciences, Engineering, and Medicine, 2016; National Science Foundation, 2015). The term replicable/replicability commonly serves two functions, and we have tried to ensure at each use whether we refer to either (a) the extent to which it is possible to carry out a study again (e.g., whether sufficient information and materials are available to allow replication of the study itself, also known as repeatability) or (b) the extent to which the results of a replication study are similar to those of the initial study (i.e., replication of findings). The term reproducible/reproducibility is used in a more marked way to refer only to (b), in line with the recent developments in the field of psychology (e.g., Open Science Collaboration, 2015).

**The Quantity of Replication Research**

To understand the state of replication research in a particular field, one must first determine the quantity of replication research that has been undertaken.
To do this, those studies which should be counted as replication research must be identified. This is not a trivial matter. Given a broad definition (e.g., studies investigating related questions using similar designs and materials), a very large number of studies could be called replications (see Plonsky, 2012, for discussion of the extent to which studies included in a meta-analysis could be considered replications, and VanPatten, 2002a and 2002b, for narrower conceptualizations). On the other hand, even studies that fall into a narrower definition of replication (e.g., investigating the same research questions with a design and materials that are as similar as possible to an earlier study) may not label themselves as replications. To illustrate, of the four studies that were part of the replication sequence extended by Morgan-Short et al. (2018), only one (Wong, 2001) turned up in our systematic review as a self-labeled replication. Given this subjectivity and inconsistency and, more importantly, given that we wanted in our systematic review to ascertain the extent to which the term replication has been used to label studies reported in journals, we used instead the self-identification of authors, that is, studies that self-labeled in the title or abstract as a replication study. This is similar to the approach of Makel et al. (2012) and Makel and Plucker (2014), who examined the state of replication in psychology and education, respectively, and avoided the need to create customized definitions of replication studies. However, we acknowledge that this approach does not encompass all research that could be viewed as a replication, an issue considered more fully in our recommendations for the field. Throughout this article, we use the term replication to refer to a replication study, that is, one that attempted, to some degree, to replicate a previous study’s aims and methods. Our use of the term replication alone makes no allusion to whether the study succeeded (or indeed aimed) to replicate the methods exactly nor to the extent to which earlier findings were reproduced.

In addition to identifying replications, we must consider the nomenclature of subtypes of replication. In the field of psychology, an early proposal of three subtypes was made by Lykken (1968): (a) literal replication, in which additional participants were recruited to the same study; (b) operational replication, which used the same methods and conditions; and (c) constructive replication, where the claimed relation between constructs was tested using any methods the replicator wished. Others have converged on two subtypes (Makel et al., 2012; Schmidt, 2009): (a) direct replication, where there are no intentional or significant alterations of the initial study, considered “the means of establishing reproducibility of a finding with new data” (Open Science Collaboration, 2015, p. 1), and (b) conceptual replication, where there is intentional adaptation of the initial study to investigate generalizability to new conditions,
contexts, or study characteristics. Using this distinction, Makel et al. found that 81.9% of replications in psychology were conceptual, 4.1% were categorized as both conceptual and direct, and 14% were direct. The latter figure is most likely considerably higher now given the recent surge of direct replications (see below).

One problem with such dichotomous labeling is that for conceptual replications the number and type of changes to the initial study can vary and/or be vague, making it difficult to assess whether a study can test the effects of new constructs or of boundary conditions (i.e., study features that help determine the limits of generalizability to, for example, participants with different characteristics from those tested in the initial study). Indeed, Earp and Trafimow (2015) have provided a framework for conceptualizing different types of replications falling along a multidimensional spectrum, with each type serving a different purpose.

In L2 research, issues of nomenclature for different types of replications have also been a source of confusion (Polio, 2012b). Porte (2012) provided a taxonomy of three broad types of replication: (a) exact or literal; (b) partial, approximate, or systematic; and (c) conceptual or constructive. However, the extent to which this recommendation has been adopted by the field in a systematic manner remains unclear. Thus, our synthesis aimed to examine the nomenclature used for self-labeled replication research and the extent to which different labels have reflected the number and types of change between initial and replication studies. With this insight, we go on to propose a clear and principled nomenclature for the field.

On a final note about nomenclature, in the current reviews, we have used the term initial study rather than original study when referring to studies that were replicated. This is because studies are rarely if ever truly original in the sense of being a completely novel idea. Also, original carries negative connotations for its replication because it could imply that anything that is not original cannot share other characteristics broadly associated with originality, such as being innovative, fundamental, or agenda setting.

After replications have been identified and classified by type, issues of quantity can then be examined. In the field of education, Makel and Plucker (2014) found a publication rate of 0.13% for replication studies (221 out of 164,589 articles) in the 100 highest-impact journals between 1938 and 2014. In the field of psychology, Makel et al. (2012) estimated that among the top 100 journals between 1900 and 2010, the replication study publication rate was 1.07%, though this rate is now likely to be higher given recent multiple, direct replication projects: the Many Labs project (Klein et al., 2014), the Pipeline
Project (Schweinsberg et al., 2016), the Registered Reports project (Nosek & Lakens, 2014), and the Reproducibility Project (Open Science Collaboration, 2015). In business, marketing, and communication journals, replication rates have ranged from 1 to 3% (Evanschitzky, Baumgarth, Hubbard, & Armstrong, 2007; Hubbard & Armstrong, 1994; Kelly, Chase, & Tucker, 1979). In the field of L2 research, the rate of replication studies is perceived as being low, but without systematic data on this, concerns to date have necessarily been speculative.

Attempts to improve rates of replication have met many challenges (Porte, 2012), including some imposed by publishing venues themselves. The quantity of replication is, perhaps, influenced by the extent to which journals encourage or discourage replication. To investigate how psychology journals approach this issue, Martin and Clarke (2017) reviewed the scope sections of author guidelines of 1,151 journals and found that 63% did not state that they accepted replications, but neither did they discourage them; 33% implicitly discouraged them by emphasizing originality, novelty, or innovation of submissions; 3% of journals stated that they accepted them; and 1% actively discouraged replications by stating that they did not publish them. The fact that only 3% of journals stated that they accepted replications may partly be due to the perceived impact, and hence prestige, of replication. However, this perception may not reflect reality. To illustrate this with an example from the field of education research, Makel and Plucker (2014) found that the median citation count of replications was 5 (range = 0–135), compared to 31 for the initial studies (range = 1–7,644). However, this difference is not surprising, as initial studies have more time to be cited and high citation counts are often the reason for replicating them in the first place. Furthermore, as Makel and Plucker note, five citations for replications is relatively high, given that only one of the top 100 education journals had a 5-year impact factor higher than 5. For the field of psychology, Makel et al. (2012) found that the median number of citations of replications was 17 (range = 0–409), compared to the mean of 64.5 of initial studies (range = 1–2,099), and this was also observed as being relatively high given that only three of the 100 analyzed journals had a 5-year impact factor greater than 17. Thus, contrary to expectations, replications may have had a higher impact than the average article in their field as represented by journal impact factors.

Motivated and informed by previous work that quantifies replication in psychology and education, our systematic review had two key purposes: (a) to shed light on the quantity of replication in L2 research, for which we calculated the rate of replication, examined which journals have published replications, and documented whether journals discourage or encourage them, and (b) to
estimate the impact of published replications, for which we investigated the number of citations of replications and the impact factor of the journals that publish them.

The Characteristics of Research Studies that Warrant and Lead to Replication

Beyond questions about the quantity of replication, we considered the kind of research that the field appears to support as meriting replication. The extent to which reproducible findings are deemed to be a desirable ambition can vary according to different ontological, epistemological, and methodological perspectives (Markee, 2017; Polio, 2012a; Porte, 2012; Porte & Richards, 2012). There is a high degree of consensus that replication, particularly when narrowly defined as direct or close replication, is not appropriate or useful for all types and stages of research (e.g., ideological or interpretative approaches, exploratory or grounded research, or case studies). There is also clear consensus that replication is of value for a large portion of research, usually that which involves some hypothesis testing and/or data that are quantitative (either at the collection or coding stage). This may be because materials, measurements, and analyses are designed to be reproducible for this type of research so as to ensure generalizability, which conforms to the epistemologies of such research. Putting those relatively well-rehearsed issues aside and focusing mainly on the large body of research in which the desirability of replication is rarely controversial, a variety of suggestions have been made about characteristics of research that warrant replication endeavors, for example, the significance and design of the initial study.

Regarding the significance of an initial study, Nosek and Lakens (2013) suggested that “important” research to replicate is that which is “often cited, a topic of intense scholarly or public interest, a challenge to established theories, but [it] should also have uncertain truth value (e.g., few confirmations, imprecise estimates of effect sizes)” (p. 59). Thus, the number of citations may be a warrant for replication. For example, Makel et al. (2012) suggested that it would be surprising if replications had not been triggered after (an admittedly arbitrary) 100 citations of a study.

However, citation counts alone are unlikely to offer reliable or sufficient motivation for replication. Importance also stems from the research community’s views on what research needs to be replicated to inform theory, method, or practice. We briefly mention four possible approaches for establishing what is important. The journal Language Teaching (LT) includes an article type in which authors justify and describe specific replications that should be done,
and indeed, 12 such articles had been published at the time of writing (see Appendix S1 in the Supporting Information online). However, the extent to which this unique initiative leads to replication is unknown. Somewhat surprisingly, in our study sample (described below), we found no published replications that followed the suggestions made, nor did we observe a general increase in the number of replications published after these article types were introduced in 2014 (with Basturkmen, 2014).

Another approach is to crowdsourc proposals for replication (see PsychFileDrawer http://www.psychfiledrawer.org/top-20), whereby a social media platform allows people to propose and vote on the studies that they would like to see replicated. Since it began in 2012, this archive of replications currently holds 71 reports, but the extent to which such an initiative, which is outside the standard publication venues, will have a lasting impact on the number or quality of replications is unclear. Another possibility is for journal editors to invite replications of particular studies, as is occasionally done by the editors of the Registered Replication Reports in Perspectives in Psychological Science. This approach exerts strong editorial influence over the types of studies that are replicated and how they are replicated and demands a heavy editorial role (D. Simons, personal communication, September 16, 2016). A final possibility is that researchers themselves provide theoretical and methodological justifications in the rationales sections of their replications, and these arguments are evaluated via current peer-review mechanisms. All these approaches may help to establish which research merits replication, but data are needed to ascertain the extent to which they are effective mechanisms for improving the amount, quality, or perceived prestige of replications.

Another factor potentially indicating importance, and thus a need for replication, are “surprising” findings (see Makel et al., 2012, p. 540; Porte, 2012, p. 7). Surprising could be, for example, large effect sizes when a meta-analysis would predict them to be smaller (or vice versa). Laws (2016) described all of the 13 studies replicated in Nosek and Lakens’s (2014) Special Issue as “curios” (p. 2), with odd findings. Interestingly, 10 of those 13 initial findings were not reproduced. Thus, one (arguably undesirable) downside to surprising findings serving as a rationale for replication is that if the rate of reproducing findings from such research is unusually low, the overall rate of reproducibility for a field may appear to be lower than it actually is (Hartshorne & Schachner, 2012; Laws, 2016). Also, using the surprising-findings rationale alone as a warrant for replication could introduce a type of reverse publication bias, whereby finding no effect in a replication (where an effect or statistical significance was found
in the initial study) is considered the more publishable and citable outcome (Ioannidis, 2005; Luijendijk & Koolman, 2012).

Finally, the statistical significance of a study’s results may have (undue) influence on its perceived importance for replication. Publication bias—a tendency for journals to publish and/or researchers to submit only statistically significant findings—is a widely acknowledged problem, and null findings are confined to the “file drawer,” a term coined by Rosenthal (1979) and a phenomenon documented by many scholars (e.g., Bakker, van Dijk, & Wicherts, 2012; Schmidt & Oh, 2016; Sterling, Rosenbaum, & Weinkam, 1995; Sutton, 2009). Though the extent of field-wide publication bias in L2 research has not yet been systematically studied, it likely exists (Fanelli, 2012; Plonsky, 2013), and several meta-analysts have found some evidence of it in specific domains (Lee & Huang, 2008; Lee, Jang, & Plonsky, 2015; Plonsky, 2011). This means that even unintentionally, anyone choosing a study to replicate is likely, due to chance alone, to select one with statistically significant findings. To give one example of this phenomenon, Laws (2016) noted that the four multisite replications that he reviewed almost entirely neglected null findings. Similarly, in the Open Science Collaboration (2015) project, only three of its 100 initial findings were null. Yet it is of course useful to carry out replications of studies with null or borderline findings. For instance, for the three null studies replicated by the Open Science Collaboration, the replications confirmed two as null but produced statistically significant findings for the other one (see also Morgan-Short et al., 2018).

The need to replicate studies with null findings is particularly important in L2 research, where sample sizes are often too underpowered to reject the null hypothesis with an average post hoc power of .57 (Plonsky, 2013), the statistical equivalent of “tossing a coin in the air and hoping for heads” (Plonsky, 2015, p. 29). In sum, the absence of statistical significance in an initial study may: (a) not validly indicate the absence of an effect but rather be an artefact of other issues, such as small sample size or chance findings; (b) be a theoretically or practically useful finding that does merit corroboration via replication; and (c) lead to dichotomous rather than nuanced interpretations. Thus, statistical significance alone serves as a dubious warrant for replication.

Beyond the significance of an initial study, a warrant for replication must also consider research design. Indeed, suggestions have been made for researchers to select studies to replicate based on a set of problematic characteristics and findings. For example, Lindsay (2015) proposed that researchers be on the “lookout for this troubling trio: (a) low statistical power, (b) a surprising result, and (c) a $p$ value only slightly less than .05” (pp. 1827–1828).
Another proposal—a quantitative doping test for science proposed by Schim-mack (2016)—is known as the replicability index (R-index) and is used to evaluate the statistical replicability of a set of studies. It is based on the differ-
ence between median estimated power and likely rate of reproducing findings,
which results in the so-called inflation rate. Results of studies with these charac-
teristics that can cause concern may be due to questionable research practices,
such as not reporting all outcome measures or conditions, only reporting statis-
tical tests that found statistical significance, data peeking before deciding when
to stop testing participants or whether to exclude (particular definitions of)
outliers, and HARKing—hypothesizing after the results are known (Chambers,
2017; Kerr, 1998; Lindsay, 2015). Thus, replication could help ascertain the
likelihood of findings being actually valid or merely an artefact of such issues.

Even if a replication is warranted, other design characteristics of studies
may affect the feasibility of carrying out a replication. Practicalities of time
and resources may impede the replication of certain studies, meaning that
studies termed cheap and easy by Laws (2016) are replicated while replication
in some subdomains is “likely to remain castles in the air” (p. 3). One likely
manifestation of these practical constraints was the Many Labs Replication
Project (Klein et al., 2014), which delivered a single 15-minute questionnaire
(combining 13 earlier experiments) to 6,344 participants across 12 countries via
36 research groups. In L2 research, designs that are usually more costly involve
longitudinal designs (e.g., experiments with pre-, post-, and delayed posttests
as opposed to one-shot or cross-sectional designs), one-to-one measures (e.g.,
oral production tests versus group-delivered pen-and-paper or computer-based
tests), equipment that is expensive to purchase or utilize (e.g., eye-tracking or
neuroimaging hardware), and participant populations that are difficult to reach
(e.g., rarer language combinations, schools, heritage speakers, or participants
linked to a specific history or culture). Replications with such designs may be
underrepresented compared to more easily administered designs.

Another key characteristic that affects whether, and how well, a replication
study can be carried out is the transparency of the initial research because
availability of materials and data, as well as thorough reporting, are needed
for replication and are particularly important for independent or direct and
partial replications. For example, the availability of data helps replicability
and the evaluation of reproducibility because researchers can (a) increase the
sample size of previous research; (b) combine their data with previous data in
new analyses; (c) reanalyze data to assess the reliability of the initial analyses
(which is specifically termed reproducibility by National Science Foundation,
2015); and (d) evaluate the parity of samples, which is particularly critical in
L2 research as participant demographics, such as proficiency, age, and first language (L1), are known to affect language development.

However, an academic culture in which there is little chance of replication happening or being published reduces the perceived need to make research replicable through materials and data availability and transparent reporting because researchers might very reasonably ask themselves, “Is anyone really going to attempt to replicate this?” This no doubt partially accounts for a history of inadequate reporting practices (e.g., as noted by Derrick, 2016; Han, 2016; Larson-Hall & Plonsky, 2015; Plonsky & Derrick, 2016), poor transparency of materials (Marsden & Mackey, 2014; Marsden et al., 2016; Marsden, Thompson, & Plonsky, in press), and very scarce availability of data (Larson-Hall & Plonsky, 2015; Larson-Hall, 2017; Plonsky, Egbert, & LaFlair, 2015). For an overview of these issues, see Marsden (in press); for discussions of similar challenges in linguistics, see Berez-Kroeker et al. (2017), and in psychology, see Fecher, Friesike, and Hebing (2015), Lindsay (2017), and Wicherts, Borsboom, Kats, and Molenaar (2006). Indeed, aiming to address this situation, the Transparency and Openness Promotion (TOP) Guidelines (Nosek et al., 2015a, 2015b) encourage journals to incentivize/require their authors to make their materials and data transparent. These guidelines also set explicit benchmarks about the levels to which journals promote replication (discussed further below), thus drawing clear links between replication and the transparency of materials and data.

In sum, issues such as the initial reporting of methods, results, and analysis; the availability of the initial materials and data; and the resources needed may all reduce the likelihood, quality, or usefulness of replication (even when a replication is clearly warranted). Motivated by these issues, in our synthesis we probed the question of what warrants and leads to replication by examining the following characteristics of studies that have been replicated in L2 research: (a) citation counts; (b) broad findings (statistically significant or null); (c) designs, measures, and sample sizes (to investigate the extent to which replication has been concentrated on cheap and easy designs); (d) transparency of reporting; and (e) availability of materials and data.

**Extent of Change Between Initial and Replication Studies**

The rationale for replicating a study can also be determined by the nature of the specific changes made to the designs of the initial studies. Many researchers include caveats about their studies, suggesting that future research should replicate the study to test boundary conditions, that is, the extent of generalizability to, for example, a different outcome measure, experimental...
design, L1 background, modality, target language, or age or proficiency of participants. However, making many or unacknowledged/unspecified changes to a study lies in tension with being able to account for whether differences in findings compared to the initial study are ascribable to the heterogeneity that was introduced (intentionally or otherwise) or to some other factor. This issue was tackled by Klein et al. (2014) in their direct replications, wherein heterogeneity between initial studies and replications was kept to a minimum except for two key variables (participant nationality, lab vs. online delivery). These researchers estimated the proportion of variation in effect sizes attributable to heterogeneity of implementation rather than to chance, showing that the effects of heterogeneity in those variables were nonexistent or very small in most cases.

A related issue is that even when maximum effort is made to maintain homogeneity of implementation between initial and replication studies, there may be auxiliary assumptions embedded in the hypotheses or design of the initial studies. Regardless of whether these assumptions are well understood or not, if the replication study violates them inadvertently, this can affect the outcomes and could result in findings that do not align with those of the initial study, as discussed by Trafimow and Earp (2016). As a preliminary investigation into the extent and nature of heterogeneity in L2 replication research, in the current synthesis, we sought to collect data on the types of changes that have been made in replications and the extent to which heterogeneity between initial and replication studies was intentional (for partial or conceptual replications), explicitly acknowledged (for all types of replication), or not acknowledged by the authors.

Another common caveat in the concluding sections of articles is that replication is required due to the small sample size of the study. It might therefore be expected that self-labeled replications have a larger sample size than initial studies. However, a survey by Tversky and Kahneman (1971) found that most social scientists believed that if a finding had been observed with a certain sample size, the same outcome should be observed with a smaller sample. Given a scenario in which an initial study (e.g., $N = 40$) produced statistically significant findings and a replication (e.g., $N = 30$) did not, most respondents gave an explanation for this difference related to theory, measurement constructs, or participant characteristics rather than an explanation related to, more simply, the higher power of the initial study. To eliminate low power as a potential explanation of nonreproduced results, the sample size of a replication study should be at least the same as the sample of an initial study. Furthermore, it may be desirable for a replication to have a larger sample size. Earp, Everett, Madva, and Hamlin (2014) argued that publication bias and the concomitant
issue of increased likelihood of results being statistically significant and/or effects being at the high end of the distribution can mean that the same sample size might fail to reproduce the earlier findings or detect an effect at all. Even with a larger sample size, a replication study may not have sufficient power to find an effect similar to that of the initial study (or any meaningful effect) if that effect was spurious or overinflated. A priori power analyses, at a minimum, can help to address the issue of whether a change in sample size is needed for a replication (for related discussion, see Simonsohn, 2016).

To investigate the heterogeneity and sample size issues discussed in regard to replication, we documented the nature and number of changes between the initial and replication studies. We also explored whether these changes were associated with the nomenclature of replications (e.g., direct vs. conceptual) and with the extent to which their findings supported the initial studies.

**Extent of Reproducibility**

The extent to which replications demonstrate reproducibility of earlier findings partly depends on how the term “reproduced” is defined. When reproducibility has been quantified in syntheses and meta-analyses of replication in other fields, there has been a range of outcomes. For direct replications in psychology, the Many Labs project found that 10 out of 13 replications reproduced the initial findings, whereas the Registered Reports project (Nosek & Lakens, 2014) found that 10 out of 13 did not; meanwhile, four high-powered replications by Rohrer, Pashler, and Harris (2015) found no support for earlier studies. The Open Science Collaboration (2015) used different measures of reproducibility for their direct replications and found that, based on null hypothesis significance testing (NHST), only 36% of replications yielded significant results compared to 97% of the initial studies. However, NHST can only provide a dichotomous perspective—significant or nonsignificant (e.g., Norris & Ortega, 2000; Norris, Plonsky, Ross, & Schoonen, 2015)—and does not allow for a more fine-grained measurement of the extent of reproducibility. Broader categories for assessing reproducibility are needed to provide a more tolerant, less rigid measure that reflects some of the variability inherent in many studies, particularly likely in research with human participants and/or multiple complex variables (for discussion, see Earp, 2016, and Trafimow & Earp, 2017).

Another approach is to use subjective ratings of reproducibility. Interestingly, however, the subjective ratings approach of the Open Science Collaboration (2015) led to assessments of reproducibility that were very similar to their NHST approach. Based on 7-point subjective ratings ranging from *virtually identical findings* to *not at all similar*, 39% of replications were deemed to
have reproduced the initial result, compared to 36% according to NHST. Perhaps the similarity in the findings emerged because subjective ratings may have largely relied on the NHST reported in the studies. However, different outcomes were found when using effect sizes to assess reproducibility: Reproducibility increased to 47% when it was based on whether an effect size fell within the 95% confidence interval (CI) of the initial effect size. Finally, using yet another measure of reproducibility, the reanalysis of the Open Science Collaboration (2015) data by Patil, Peng, and Leek (2016) found that 77% of the effect sizes were within a 95% prediction interval of the initial effect size (see Francis, 2012; Lindsay, 2015; Maxwell, Lau, & Howard, 2015; and Stroebe & Strack, 2014, for further discussion of ascertaining reproducibility; and Marsman et al., 2017, for Bayesian approaches to assessing reproducibility).

Other, broader syntheses of the replication effort within whole disciplines have made estimates of the extent to which findings have been reproduced, as reported by the authors themselves, using subjective rating measures. As in our systematic review, this is a suitable estimate mechanism given that the replications included in these syntheses were not direct, and so a precise, quantitative assessment of reproducibility was not a key aim. In the field of education, Makel and Plucker (2014) used a subjective three-level scale to rate reported replication success in existing replications, of which only 14% were direct. They found that 67.4% of replications reported successfully replicating the initial findings, 19.5% replicated some but not all findings, and 13.1% failed to replicate the initial findings. Using a similar rating scale, Makel et al. (2012) found that 78.9% of studies successfully reproduced the initial findings, 9.6% did not, and 11.4% reported mixed support. Overall, the reproducibility rate in these fields has been calculated to range from around 36% to 79%, but that rate has depended on how it was assessed, among several other factors.

One such factor is that reproducibility is likely to vary according to subdomain. For example, in the Reproducibility Project, 25% of effects in social psychology were replicated (according to the \( p < .05 \) criterion), compared to 50% of effects in cognitive psychology; however, as noted above, there are problems with using the dichotomous and arbitrary cutoffs of NHST. A second factor may be the type of replication. For direct replications, where minor differences in implementation are not theorized to influence the findings, expectations for reproducibility are high. Although it cannot be expected that all direct replications would find the same magnitude of effects or patterns of statistical significance as their initial studies (Francis, 2012; Laws, 2016; Lindsay, 2015; Open Science Collaboration, 2015), one might predict effect sizes within
the 95% CIs of the initial effect sizes, and (at the very least) the same direction of differences or associations. On the other hand, for partial and conceptual replications, which intentionally introduce change to initial study designs, researchers may make theoretical predictions about why the change may (or may not) make a difference to findings. That is, partial and conceptual replications introduce more than just incidental operational heterogeneity, sometimes with the expectation of not reproducing the initial findings. An example of this from our sample of replication research is Ellis and Sagarra (2011), who intentionally introduced more verb inflectional diversity into their materials and found the difference compared to the findings of the initial study that they were expecting to find. However, the intuitive expectation of less supportive findings emerging from partial or conceptual replication studies, compared to direct replications, does not seem to be observed consistently. For example, Makel et al. (2012) found that, in fact, conceptual replications supported initial findings at a descriptively higher rate than direct replications (82.8% vs. 72.9%), whereas Makel and Plucker (2014) found the reverse (66% vs. 71.4%). However, neither pattern was statistically significant. In light of these issues, in the current synthesis, we avoided describing replications as failed or unsuccessful. Given that our sample did not yield any direct replications, not reproducing findings (however that is determined) does not necessarily indicate flaws in either the initial or replication studies, as it could in fact have been expected. That is, we did not set out to evaluate the overall level of reproducibility in the field as being good or bad.

A third factor in reproducibility may lie in the independence of the replication researchers in relation to the initial researchers. In education, Makel and Plucker (2014) found that nearly half (48.2%) of the replications were conducted by the same research team who had published the initial research. When at least one author was on both the initial and replication articles, 88.7% of replications supported the initial findings, although the rate dropped to 70.6% if the replication was published in a different journal. With no author overlap, the rate dropped further, with 54% of replications supporting initial findings. In psychology, Makel et al. (2012) found 91.7% supported initial findings when there was author overlap, versus 64.6% when there was no overlap. Given the high rate of reproducibility with author overlap, Koole and Lakens (2012) focused only on independent replications in their set of recommendations for replication, arguing that “the most compelling direct replications are conducted independently by different researchers than the original study” (p. 609). This was a key motivator for the preregistered multisite replications published by Perspectives in Psychological Science (soon to move to Advances in Methods...
Independence of researchers does not necessarily reduce bias, as bias can also affect an independent replicator, who may predict findings against others’ work (Bakan, 1967). In fact, author overlap may bring perceived advantages. In a climate where there is little sharing of materials and data, author overlap may increase the chances of better fidelity to the initial study’s materials and protocols. Indeed, Makel et al. (2012) found that most direct replications were conducted by authors of the original studies. Similar to the availability of data being associated with better reporting and stronger evidence (Wicherts, Bakker, & Molenaar, 2011), the availability of instruments may affect the nature of results too, for example, by increasing the likelihood of demonstrating support for the initial study’s findings. In our own synthesis, we explored this possibility, partly driven by a concern that although more supportive findings may be a perceived benefit of author overlap, this may not be beneficial for the speed and objectivity of the broader scientific endeavor, as giving others to access materials may facilitate faster and, perhaps, less partisan replication efforts.

The current synthesis did not aim to evaluate the reproducibility of L2 research. This decision was determined partly by the fact that we found no direct replications and observed widespread intentional and unintentional heterogeneity between initial and replication studies and partly by the need to limit the size of our undertaking. However, we do provide a preliminary examination of whether the extent to which replications supported the initial findings, as claimed by the replicating authors, was associated with certain factors, such as the subtype of replication, the independence of researchers, and the availability of materials. This examination is based on subjective ratings targeting the extent to which the replications’ findings were reported as supporting the initial findings, as used by Makel et al. (2012) and Makel and Plucker (2014). Therefore, this analysis relied on how the replicating researchers presented and discussed their data and analysis in relation to the earlier study.

A Systematic Review of Self-Labeled Replication

Aims

The above narrative review of commentaries, meta-analyses, and metascience on replication closely informed the research questions and methods for our systematic review of replication in L2 research. For example, the syntheses of replication by Makel et al. (2012) and Makel and Plucker (2014) in the fields
of psychology and education closely informed our investigations into (a) the quantity and nomenclature of replications, their publishing outlets, and citation counts; (b) relations between the authorship of replications and their initial studies; (c) the extent of independent replication (with/without authorship overlap, in same/different journals); and (d) whether findings were interpreted by authors as supporting or not supporting the initial studies. In these respects, our systematic review is, in broad terms, a conceptual replication of the systematic reviews conducted by Makel et al. (2012) and Makel and Plucker (2014), sharing common aims though with numerous differences in context and methods.

Other issues identified in our narrative review informed our systematic review, but had not, to our knowledge, been systematically examined in previous synthetic work on replication. For example, our narrative review of infrastructure and projects that have helped methodological transparency and collaboration in psychology led us to document the transparency of our L2 initial studies, such as their reporting and the availability of their materials, data, and analyses. This allowed us to examine the impact that methodological transparency and authorship overlap may have had on replication research, such as (a) whether and how replicators accessed materials and data, (b) the existence of interconnected series of initial and replication studies, and (c) associations between materials transparency and the extent to which replication findings supported the initial findings. Also, we wanted to estimate the time between a study and its replication when replications were published in articles separately from their initial studies (rather than within the same multiexperiment article, of which we found very few, in any case). Addressing these issues gave us insight into the procedural and cultural change that might be necessary to enhance the amount and quality of replication research.

Other aspects of our systematic review were also indirectly informed by the narrative review above but were sharpened a great deal during the process of doing the systematic review itself. For example, when our search did not yield any self-labeled direct replications, then documenting heterogeneity—the amount and nature of changes that had been introduced into the replication studies compared to the initial studies—became a major undertaking in coding the articles. This led us to examine whether the amount of these changes was related to self-labeling nomenclature and to the extent to which a replication supported the initial study’s findings. Additionally, a small number of issues were incorporated into our review during the development of the coding scheme to document the kinds of studies that have been replicated in L2 research. These issues related to characteristics specific to L2 research, such as study design, measures, and participant characteristics.
In these ways, our systematic review converged on the following research questions:

1. How much self-labeled L2 replication has been published and in which journals?
   a. Which replication labels have been used?
   b. Which journals have published replications?
   c. What are the citation counts of replications, of their initial studies and of the journals in which the replication and initial studies were published?
   d. To what extent have closely interconnected series of initial and replication studies been conducted?

2. What kinds of L2 studies have been replicated?
   a. Have the findings from initial studies tended to be statistically significant or null?
   b. What were the designs and contexts of the initial studies?
   c. What were the participant characteristics in the initial studies?
   d. To what extent were the materials of the initial study accessible?

3. To what extent and how did researchers change the initial L2 studies?
   a. What are the overall extent and types of the changes?
   b. To what extent did the amount of change between initial and replication studies relate to nomenclature of replications?

4. To what extent did L2 replications support the findings of the initial studies?
   a. How did authors compare their findings with the initial findings?
   b. Which factors might have been associated with the extent to which replications supported initial findings: author overlap, amount of change from the initial study, transparency of the initial study’s materials?

Methods for the Systematic Review

Searching

We focused our search on academic, peer-reviewed journals because we wanted to examine the extent of self-labeled replication in this medium, which has been identified as the primary channel for disseminating L2 research (Smith & Lafford, 2009; VanPatten & Williams, 2002). We therefore excluded replications in books, dissertations, conference proceedings, and the like, following procedures used in previous syntheses in the field (e.g., Plonsky & Gass, 2011; Plonsky, 2013). Admittedly, this left our sample susceptible to the effects of potential publication bias among journals. However, such bias would be a concern particularly for quantitative meta-analyses of substantive findings (because
effect sizes are likely skewed upward due to publication bias) but arguably less of a concern here because we did not undertake such a meta-analysis. Nevertheless, the file drawer problem is likely to affect replications as much as, if not more than, other studies due to concerns about manuscript rejection when findings do not align with those of the initial researchers (who might be chosen to peer review the manuscript).

First, our review of commentaries about L2 replication yielded six empirical replications for potential inclusion. We then performed a keyword search for articles in the Linguistics and Language Behavior Abstracts and PsycINFO databases that contained in their title or abstract the word replicat* and either second language or foreign language, with no date restrictions. After we had combined results and removed duplicates, this yielded 891 hits (as of October 9, 2016). A Google Scholar search using these same keywords yielded a prohibitively high number of results (>18,000); because we felt that our previous 891 hits provided a sufficiently representative picture for our purposes, these Google Scholar results were not used.

We then selected only articles that were in Social Science Citation Index journals and written in English. To be included in our review, articles had to present empirical research with data from L2 learners, educators, or materials. We had to exclude many of the articles found with replicat* because they were false hits—researchers used the term to point to the need for replication of their own study or to claim their findings aligned with (replicated) earlier findings though the study itself was not a replication attempt (see also Makel et al., 2012, who found that only 68% of articles using replic* were actual replications). Further details about exclusions, with examples, are available in Appendix S1 in the Supporting Information online. After implementing these exclusion criteria, we ultimately identified 67 replication articles and the 70 initial studies that they had replicated.

Coding the Studies
Our initial scheme, containing 61 categories for coding characteristics of these studies, was based on the narrative review above, including literature on replication in L2 research (e.g., Norris & Ortega, 2000; Polio & Gass, 1997; Porte, 2012). After 12 iterations during development, 42 of the original categories were maintained (marked ~ in the coding sheet in Appendix S2 in the Supporting Information online); 19 of these 42 were modified slightly during coding development, and 94 categories were added such that the final coding scheme had 136 categories (marked # in the coding sheet in Appendix S2 in the Supporting Information online). Of these, 80 were categorical (27 dichotomous, 53
of which had three or more codes), 36 continuous, and 20 included open text. These categories captured information relating to seven clusters of characteristics consisting of:

- journal, article, and author information (25 categories),
- study design and participant characteristics (81 categories, including differences between initial and replication studies),
- analysis procedures (4 categories),
- findings (16 categories, including 14 relating to the nature of analysis and discussion of the two sets of findings),
- materials availability (4 categories),
- response/commentary from the initial author(s) (1 category), and
- additional notes (5 categories).

In the first pilot coding, all four of us coded two articles, then discussed our initial decisions, and changed the scheme accordingly. In the second pilot, two of us coded the same 14 replication–initial pairs of studies (21% of the total sample of studies). These were coded over several weeks, and the coding process included meetings with all four of us in which some aspects of the coding scheme were clarified and disagreements were addressed. Interrater reliability was calculated for the coding of these 14 pairs of studies. Of the coding categories, 57 allowed a Cohen’s kappa reliability coefficient to be calculated whereas other coding categories (e.g., bibliographic information, long text answers, and entirely constant codes) could not yield a kappa value. The mean percent agreement between the two raters was 89%, and the mean kappa was .80. To set this in context, the reported kappa in other methodological syntheses has been .74 (Plonsky & Derrick, 2016), .56 (Plonsky, 2013), and .86 (Marsden et al., in press). To further enhance reliability of coding for the remaining studies, categories for which the percent agreement fell below 80% (13 columns) were reexamined by the two coders, who either amended or confirmed the initial codes. After this, the percent agreement for every category was at least 80%, and the mean interrater reliability was 94% ($\kappa = .88$). Using this finalized coding scheme, the two researchers individually coded the remaining 101 studies.

**Analysis**

Our analysis of the codes almost exclusively draws on descriptive statistics, such as percentages and measures of central tendency and dispersion because we sought to identify potential trends and formulate plausible accounts for them. During the analysis phase, nine columns were added to the coding sheet,
including those for article and journal citation data. The final coding sheet (including percent agreement rates, kappa values, and the data) is provided in Appendix S2 in the Supporting Information online and is openly available on IRIS (http://iris-database.org).

**Results of the Systematic Review**

Results are presented for each research question. Given the number and range of research questions, we provide some discussion with each set of results to render our responses more readable.

**How Much Self-Labeled Replication Has Been Published and in Which Journals?**

Our search found 67 self-labeled replications of 70 initial studies for a total of 129 study reports that were coded for further analysis. All studies were published as journal articles except for five book chapters that were initial studies; three of these chapters were replicated in one replication study (Cobb, 2003). During our search, we also found 50 articles and chapters that were commentaries on or calls for replication in L2 research. This is just over two-thirds of the number of empirical self-labeled replications. In Appendix S1 in the Supporting Information online, replications are marked with *, initial studies with †, and commentaries and calls with °.

The earliest replication study was from 1973. A fairly steady increase began in the late 1990s until the most recent published replication appeared at the close of our search in October 2016 (Figure 1). In that time period, there was a mean of 1.55 (SD = 1.69) replications per year. The steady increase
probably reflects mainly an increase in volume of research rather than in the proportion of replications itself. However, some of the increase may be due to seminal papers promoting a synthetic research approach (i.e., an approach advocating consolidation and synthesis of research findings within and across various fields of inquiry), such as those of Polio and Gass (1997) and Norris and Ortega (2000), as well as dedicated replication article types in certain prominent L2 journals (e.g., launched in 1993 and refreshed in 2015 by *Studies in Second Language Acquisition* [SSLA] and started in 2014 by *LT*). The mean time between a study and its published replication was 6.64 years ($SD = 6.16$, $Mdn = 5$, $mode = 1$, $k = 11$, $range = 0–37$). This time delay demonstrates the need for a sustained infrastructure to help replications to be performed and published more quickly because ascertaining the generalizability and reliability of study findings can reduce the chance of self-perpetuating misinformed agendas and of drawing implications for practice too hastily (see also Koole & Lakens, 2012).

**Which Replication Labels Have Been Used?**

Examining the nomenclature used for replications, we found that after the single term replication, used in combination with extension in 25% of studies, the next most common label was partial replication in 21% of studies (see Table 1). However, a wide variety of terms were used, including strict replication, replication design, modified replication, and follow-up study. Many ($k = 24$) used multiple terms for the same study. Certain terms were never used despite having been used or recommended in commentaries on replication: true, direct, exact, quasi, and ceteris paribus. Overall, nomenclature was not precisely defined or consistent across studies, reflecting the confusion mentioned by Polio (2012b). We revisit nomenclature in our analysis of the extent to which labels reflected the amount of heterogeneity between initial and replication studies.

<table>
<thead>
<tr>
<th>Terms used</th>
<th>Self-labeled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Close replication</td>
<td>1%</td>
</tr>
<tr>
<td>Approximate replication</td>
<td>3%</td>
</tr>
<tr>
<td>Partial replication</td>
<td>21%</td>
</tr>
<tr>
<td>Conceptual replication</td>
<td>4%</td>
</tr>
<tr>
<td>Replicat* (without a qualifier)</td>
<td>67%</td>
</tr>
<tr>
<td>Other</td>
<td>3%</td>
</tr>
</tbody>
</table>
Table 2 Rates of replications in the five journals publishing the most replications (1973–2015)\textsuperscript{a}

<table>
<thead>
<tr>
<th>Journal characteristic</th>
<th>SSLA</th>
<th>MLJ</th>
<th>LL</th>
<th>FLA</th>
<th>AP</th>
<th>M</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of replications</td>
<td>11</td>
<td>8</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>6.6</td>
<td>33</td>
</tr>
<tr>
<td>Initial study in same journal</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2.6</td>
<td>13</td>
</tr>
<tr>
<td>Total number of articles\textsuperscript{b}</td>
<td>562</td>
<td>1,009</td>
<td>855</td>
<td>1,528</td>
<td>1,030</td>
<td>996.8</td>
<td>4,984</td>
</tr>
<tr>
<td>Replication rate</td>
<td>1.96%</td>
<td>0.79%</td>
<td>0.58%</td>
<td>0.33%</td>
<td>0.39%</td>
<td>0.81%</td>
<td>0.66%</td>
</tr>
</tbody>
</table>

Note. SSLA = Studies in Second Language Acquisition, MLJ = The Modern Language Journal, LL = Language Learning, FLA = Foreign Language Annals, AP = Applied Psycholinguistics. \textsuperscript{a}2015 was the last complete year captured by our synthesis. \textsuperscript{b}To calculate the denominator (total articles published), we used a start date of either 1973 (the date of our first replication) or the start of the journal if that fell after 1973.

Which Journals Have Published Replications?
Replication articles were found in 26 different journals. Five journals published four or more replications, giving a replication rate of 0.66% across these journals, calculated as the number of replication articles divided by the total number of research articles, excluding editorials and the like (see Table 2). Of the 26 journals that have published replications, the great majority of journals (\(k = 21\)) published three or fewer replications (see Table S3-1 in Appendix S3 in the Supporting Information online). Across all 26 journals, we estimated the replication rate as 0.26%. This was calculated as the number of replication articles divided by the estimated total number of articles. The estimated total number of articles was computed using the mean total of 996.8 articles produced by each of the top five journals in the time period found by the synthesis (see Table 2) multiplied by 26 journals, yielding a total of 25,917 articles. Expressed differently, the formula estimates that one in every 400 journal articles was a self-labeled replication. This is a generous estimate\textsuperscript{4} of the rate of self-labeled L2 replication but it still falls below the mean rate in psychology in 2012, which would now be higher because of the recent surge in replications (as discussed above). We estimate that the field of L2 research may have a similar rate as education (calculated in 2014 at 0.13% by Makel & Plucker, 2014) or perhaps lower, given that the denominator for education used a much larger number of journals whereas we used only those journals that have published a self-labeled replication.

The low replication rate may be partially due to journals’ (dis)encouragement of replications. Of the 26 journals that had published replications, only four explicitly stated that they accepted replications: SSLA,
Second Language Research (SLR), LT, and Language Testing (LT). Interestingly, however, only one of these (SSLA) was in our top five list of journals publishing self-labeled replications, the others having published three, two, and two, respectively. Two of the four journals that stated they accepted replications emphasized originality in the first sentence of their aims/scope sections. Three of these four journals reserved specific strands for replications (SSLA, LT, SLR). Two of these strands were shorter article types, which might make overt comparability with initial studies difficult (we refer to this issue further in our recommendations about peer reviewing of replications). Ten of the 26 journals implicitly discouraged replications, with 9 of these emphasizing originality, novelty, or innovation in the first or second sentence of the aims/scope sections. Although three journals specified that methods should be clear enough to allow others to replicate the study, two of these did not explicitly state that they accepted replications in their own journal. Finally, two journals explicitly mentioned that null findings would not be grounds for rejection per se (SLR and LT), both journals that encouraged originality and explicitly accepted replications).

Beyond this analysis of the number of replications published by journals and the explicit and implicit messages that journals send to authors, it is not possible to determine how the replication rate of L2 research reflects the extent to which authors submit replications that are ultimately rejected versus the extent to which replications are simply not submitted. To obtain this information, surveys of editors and reviewers are necessary. The review by Martin and Clarke (2017) of such research showed that none has yet been done specific to language learning or education; data on this are central to improving our understanding of the causes of low rates of published replications.

What Are the Citation Counts Associated With Initial Studies and Their Replications?

With insight into the numbers and places of publication, we turn to examining the impact of self-labeled replications. Journal impact factors from the Web of Science (Thompson Reuters) and the total citations of the replication and initial studies (according to Google Scholar) were recorded in May 2017. Table 3 shows that article citations were higher for initial compared to replication studies, which is unsurprising given that high citation often motivates replication and that initial studies had been available for citing over a longer period of time. To take years since publication into account, we divided total citations by the number of years elapsed between publication and 2017 to provide mean citations per year. In terms of the relationship between median citations of replications and their initial studies, we found a ratio of 0.25 for L2 research,
Table 3  Article citation counts and journal impact factors for replication and initial studies

<table>
<thead>
<tr>
<th>Study type</th>
<th>Total article cites</th>
<th>Annual article cites</th>
<th>Journal 5-year IF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M$ ($SD$)</td>
<td>$Mdn$ (range)</td>
<td>$M$ ($SD$)</td>
</tr>
<tr>
<td>Initial study$^a$</td>
<td>364.03 (678.14)</td>
<td>173 (1–4445)</td>
<td>17.65 (24.30)</td>
</tr>
<tr>
<td>Replication</td>
<td>92.91 (113.41)</td>
<td>44 (3–618)</td>
<td>7.26 (6.58)</td>
</tr>
</tbody>
</table>

*Note.* IF = impact factor. $^a$In cases where two initial studies were replicated by one replication study, the citation count of both initial studies was recorded.
which aligned very closely with psychology (0.27) and was a little higher than in education (0.16), which we calculated using data from Makel et al. (2012) for psychology and Makel and Plucker (2014) for education.

Although the total and annual citations were higher for initial studies, the citations of replications were far from low, despite this being a frequent concern about replication work. The mean annual citation of replication articles (7.26) was well above the mean impact factor of the journals publishing replications (2.00) and initial studies (2.39). It was also above even the highest journal impact factor in the Social Sciences Citation Index (SSCI) for linguistics (Journal of Memory and Language, 5.22) and education (Educational Psychologist, 5.69). This is compelling evidence that replications, at least those published to date, do not have low impact.

We estimated that the mean number of citations of a study before its replication was published was 117.20, based on a mean of 6.64 years between an initial study and its replication, and a mean of 17.65 annual citations of an initial study. We acknowledge that this is an estimation based on an average evenly spread over time. For L2 research (where citation counts are generally much lower than, for example, psychology), we consider this to be a high number of citations before a study’s reliability and generalizability are investigated via replication, especially given the large standard deviations in our data that indicate that some studies received many hundreds of citations before they were replicated.

In terms of the impact factor of journals that publish replications (Table 3), journals with both high and low 5-year impact factors published replications with no discernible association between impact factor and number of replications published, $r_s(26) = .157, p = .443$. On average, replications were published in journals with slightly lower impact factors than those of the initial studies, though with a small effect size whose lower 95% CI almost reached 0, $t(128) = 2.059, p = .042, d = 0.36, 95\% \text{ CI} [0.01, 0.70]$. This small difference would partly be due to the fact that just over a third (38.8%) of replications were published in the same journal as the initial study (compared with 30.6% in education and 19% in psychology).

**Have Closely Interconnected Series of Initial and Replication Studies Been Conducted?**

Our search identified 67 replications based on 70 initial studies. The mismatch in these numbers reveals some interconnectedness between groups of studies, where four studies replicated more than one initial study: DeKeyser and Sokalski (1996) replicated VanPatten and Cadierno (1993a, 1993b), Liu (1985) replicated Au (1983, 1984), Walters (2012) replicated Fitzpatrick and Meara...
(2004) and Fitzpatrick and Clenton (2010), and Ellis et al. (2014) replicated both Ellis and Sagarra (2010) and Ellis and Sagarra (2011, Experiment 1). In these cases, the replications were conceived of (both by the authors and by us) as one replication. Further interconnectedness was found in two lines of research. First, Ellis and Sagarra (2011) served both as an initial study for the Ellis et al. (2014) replication and was itself a replication of Ellis and Sagarra (2010), and thus it was coded as both a replication and an initial study; and second, VanPatten and Cadierno (1993a) served as an initial study for DeKeyser and Sokalski (1996) and for VanPatten and Oikkenon (1996), and so it was coded twice in its capacity as an initial study. Overall, though, the interconnectedness of groups of studies was minimal, given that from the 67 self-labeled replications, only four were associated with more than one initial study, only one continuing line of replications was identified, and only one study was replicated more than once.

It is of course highly likely that more interconnectedness in L2 research exists than was evidenced in our search, due to unwillingness of researchers to self-label their studies as replications. Indeed, several of the initial studies were closely related to each other (close enough to be replicated simultaneously by one study) but did not self-label as replications themselves. However, it remains worrying that our sample only provided two clusters of studies that self-labeled as overt sequences of an agenda that extended beyond two studies (the VanPatten–Cadierno–DeKeyser cluster and the Ellis–Sagarra et al. cluster). Among other concerns, it suggests that the many syntheses and meta-analyses in the field (e.g., Plonsky & Brown, 2015, examined 81 meta-analyses) are bringing together studies that did not self-identify as replications of any kind. Meta-analysts seem to have observed this issue frequently because they have commented on the less-than-ideal comparability between studies in the domain under investigation (due to inconsistency of materials, measures, etc.) and it is one cause of the low number of studies in meta-analyses (e.g., Oswald & Plonsky, 2010, found a median of 16 studies reviewed in 27 meta-analyses in L2 research).

What Kinds of Studies Have Been Replicated?

Have the Findings From Initial Studies Tended to Be Statistically Significant or Null?

First, we checked the nature of analyses reported in the initial studies and found that, as expected, statistical procedures largely reflected NHST (mainly analyses of variance and t tests) that are normally used in L2 research (Plonsky, 2013; for details, see Table S3-2 in Appendix S3 in the Supporting Information...
null hypothesis rejected, which was usually reported as a finding of statistically significant difference/association between the variables under investigation with an alpha of .05;

• failure to reject the null hypothesis, which was usually reported as no statistically significant difference/association between the variables under investigation;

• trend/borderline differences/associations, as interpreted by the authors; or

• other, which usually indicated that statistical significance was not applicable to the research design.

This coding was necessarily broad brush, but the overwhelming finding was that researchers have replicated studies that had a statistically significant finding (87%), with only 3% of studies replicating a study with null results, 3% with a trend toward an effect, and 7% other. This suggests an influence of publication bias and/or the file drawer problem, even though we included initial studies that were not published in journals, on the assumption that books are perhaps perceived as being less prone to publication bias. Our finding is also possibly a consequence of (perceived or real) difficulties in interpreting null findings without ascribing methodological flaws to the study, which probably decreases the impetus to replicate studies with null findings.

In our view, these data fuel compelling arguments (a) to investigate the extent of publication bias generally by increasing overall replication effort (among other approaches); (b) to increase all types of replication (exact, partial, and conceptual) of studies with null findings, in order to inform theory and ascertain the extent to which initial null findings were indeed due to methodological flaws; and (c) to undertake peer review prior to data collection to reduce publication bias.

What Were the Designs and Contexts of the Initial Studies?

We examined characteristics of the initial studies to explore whether particular design features seemed to have a propensity to be replicated. The majority of replicated studies were one-shot, cross-sectional designs. However, more complex designs were also replicated, such as longitudinal (40%) and intervention (37%) studies. In terms of context, 50% were laboratory based and 39% had collected data in a classroom (Table 4).

In terms of the measures used in the studies, the majority examined morphosyntax and used measures that were linguistic, written, and administered
### Table 4  Study types/contexts in initial studies ($k = 70$)

<table>
<thead>
<tr>
<th>Type/context</th>
<th>Initial studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laboratory</td>
<td>50%</td>
</tr>
<tr>
<td>Experimental/manipulated classroom</td>
<td>20%</td>
</tr>
<tr>
<td>Intact/ecologically valid classroom</td>
<td>13%</td>
</tr>
<tr>
<td>Lab plus intact or experimental class</td>
<td>6%</td>
</tr>
<tr>
<td>Not reported</td>
<td>9%</td>
</tr>
<tr>
<td>n/a</td>
<td>3%</td>
</tr>
</tbody>
</table>

### Table 5  Measure and instrument types used in the initial studies

<table>
<thead>
<tr>
<th>Feature</th>
<th>Initial studies$^a$</th>
<th>Focus/type</th>
<th>Initial studies$^b$</th>
<th>Modality/mode</th>
<th>Initial studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morphosyntax</td>
<td>40%</td>
<td>Linguistic</td>
<td>87%</td>
<td>Oral</td>
<td>26%</td>
</tr>
<tr>
<td>Lexicon$^c$</td>
<td>23%</td>
<td>Nonlinguistic</td>
<td>9%</td>
<td>Written</td>
<td>49%</td>
</tr>
<tr>
<td>Pragmatics</td>
<td>10%</td>
<td>Both</td>
<td>4%</td>
<td>Both</td>
<td>17%</td>
</tr>
<tr>
<td>Speech$^d$</td>
<td>9%</td>
<td>Offline</td>
<td>83%</td>
<td>n/a</td>
<td>9%</td>
</tr>
<tr>
<td>Multiple features</td>
<td>19%</td>
<td>Online</td>
<td>9%</td>
<td>Comprehension</td>
<td>23%</td>
</tr>
<tr>
<td>Not reported, n/a</td>
<td>7%</td>
<td>Both</td>
<td>0%</td>
<td>Production</td>
<td>23%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n/a</td>
<td>9%</td>
<td>Both</td>
<td>44%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n/a</td>
<td></td>
<td>n/a</td>
<td>10%</td>
</tr>
</tbody>
</table>

$^a$Add up to more than 100% as some studies had more than one. $^b$Throughout the article, unless otherwise stated, where a column (or row where applicable) does not add up to 100%, this is due to rounding error. $^c$Including collocation and figurative language. $^d$Including phonology, prosody, pronunciation, and fluency.

However, overall, a very wide range of linguistic forms and assessments appeared in the initial studies (Table 5). This variation in design characteristics and the finding that 67% of studies included a production measure and 43% had oral measures (which are usually more difficult to administer and/or score) suggest that L2 replication efforts have not tended to replicate only easier studies. Interestingly, although one might think that highly controlled, laboratory-based research would be more conducive to replication, studies with an online measure, such as self-paced reading or eye tracking, were rarely replicated in our sample ($k = 6$). This may reflect the relatively recent adoption of such techniques in mainstream L2 research (as found by Marsden et al., in press) but also the challenges posed by accessing and using expensive offline.
hardware and software that is also comparable across sites and studies (as noted by Laws, 2016, experienced by Morgan-Short et al., 2018, and discussed, with practical advice, by Schmid et al., 2015). Infrastructure for collection of data via the Internet, such as that proposed by MacWhinney (2017), would help to alleviate this problem.

**What Were the Participant Characteristics in the Initial Studies?**

Participant characteristics, such as age, language background, and proficiency, also provide critical insight into the kinds of studies that tend to be replicated. In terms of language proficiency, we found that of the 62 initial studies with language learners, 17 gave some indication of whether participants were beginner, intermediate, advanced, or a combination of these. However, 25 did not specify the proficiency level, and 20 studies were coded “other” for a range of reasons (e.g., the study gave number of years of learning experience, rather than proficiency). In terms of ages, 29 studies used university students without specifying ages, which in reality vary enormously but typically range between 18 and 30 years. Of the 22 studies that did report participants’ age, we calculated a mean of 22.18 years (SD = 11.68). Finally, most initial studies involved English as the target language. There was a little more variation seen in participants’ L1, though seven studies did not report the participants’ L1 (see Table S3-3 in Appendix S3 in the Supporting Information online). In all, replications have been largely of initial studies with young adult learners of English, in line with previous observations about participant demographics in L2 research (Ortega, 2013). Most critically for the current study, our data (or lack thereof) clearly demonstrate how unclear reporting practices have adverse consequences for replicability because replicators cannot know what sample population to target, which characteristics they may wish to intentionally change, or which characteristics they should acknowledge as being different from the initial study.

**To What Extent Were the Materials of the Initial Study Accessible?**

A final feature related to the kind of studies that have been replicated is the degree to which initial studies are transparent in terms of materials. We found that 17% of initial studies did not provide any materials at all and that 41% provided only partial examples in the text of the article. Although 37% did provide at least one full instrument, these did not provide all of the instruments used to collect the data that were ultimately analyzed in the study. Only three of the studies in our sample provided a full set of materials (Table 6).
Table 6 Availability of materials in initial studies

<table>
<thead>
<tr>
<th>Material availability</th>
<th>Initial studies</th>
<th>Behind journal paywall&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Open access</th>
<th>n/a or other</th>
</tr>
</thead>
<tbody>
<tr>
<td>No materials</td>
<td>12</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Partial examples</td>
<td>29</td>
<td>90%</td>
<td>3%</td>
<td>7%</td>
</tr>
<tr>
<td>One full instrument (not all materials)</td>
<td>26</td>
<td>73%</td>
<td>8%</td>
<td>19%</td>
</tr>
<tr>
<td>Full materials used for analysis</td>
<td>2</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>All full materials</td>
<td>1</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

<sup>a</sup>When materials are available behind a journal paywall, this does not make replication easy as not everyone has access to all journals (e.g., researchers in certain socioeconomic contexts or practitioners without journal subscriptions). Additionally, it is possible to acquire some articles via open access portals, and so know about a study but not have access to its materials, which can remain behind journal paywalls in supplementary materials.

Table 7 How materials were made available to the replicators

<table>
<thead>
<tr>
<th>Availability in initial study (k replications)</th>
<th>In article</th>
<th>Passed on in private&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Shared authorship&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Unclear</th>
</tr>
</thead>
<tbody>
<tr>
<td>No materials (12)</td>
<td>0%</td>
<td>25%</td>
<td>33%</td>
<td>42%</td>
</tr>
<tr>
<td>Partial examples of an instrument (26)</td>
<td>54%</td>
<td>12%</td>
<td>31%</td>
<td>4%</td>
</tr>
<tr>
<td>One full instrument (26)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>85%</td>
<td>4%</td>
<td>19%</td>
<td>0%</td>
</tr>
<tr>
<td>Full materials used in analysis (2)</td>
<td>50%</td>
<td>50%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>All full materials used in entire study (1)</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Total (67)</td>
<td>54%</td>
<td>12%</td>
<td>25%</td>
<td>9%</td>
</tr>
</tbody>
</table>

<sup>a</sup>Acknowledgment sections were searched to determine whether researchers were thanked for materials.<sup>b</sup>Materials were not available with the initial article or open access, so we assumed materials were passed on via the author(s) common to the initial and replication studies.<sup>c</sup>Adds up to more than 100% because two studies had an instrument in the article and had shared authorship.

Our data regarding the availability of materials beg the question of how replicating researchers acquired the materials needed to replicate the study. In our sample of replication and initial studies, it was often unclear how materials had been obtained or whether they had been recreated, especially in cases where no materials or just examples were available (Tables 6 and 7). Thus, replication studies seemed to have been carried out even when materials were not available or were only described. As with gaps in reporting about participant
characteristics, poor availability of materials reduces the replicability of studies and also weakens claims that can be made by replications (because the extent of parity with initial studies is difficult to ascertain).

To What Extent and How Did Researchers Change the Initial Studies?

What Are the Overall Extent and Types of the Changes?

In the narrative review, we noted that a limited number of motivated changes between an initial study and its replication, such as those often suggested as future directions by the initial study authors, can be desirable for systematic research agendas but that too many changes or changes that are unmotivated or unacknowledged impede the ability to account for differences in the findings between studies. To gain insight into the types and numbers of changes between initial and replication studies, we coded and counted each change between pairs of studies. We distinguished among three types of changes: (a) changes that were overtly reported as intentional alterations that explicitly motivated the replication, as one would expect in partial and conceptual replications, henceforth referred to as motivated changes or a motivation for replication; (b) changes that were acknowledged by the authors but not explicitly articulated as principled motivations for the replication, henceforth referred to as acknowledged changes but not motivations for the replication; and (c) changes that were noted by our coders but not acknowledged by the authors, henceforth referred to as unacknowledged changes.

In terms of changes to participant characteristics (Table 8), the participants’ L1 was the most common, often as an intentional change motivating the replication ($k = 21$) or an acknowledged but unmotivated change ($k = 6$). There were a few instances of motivated changes to participants’ L2 or level of L2 proficiency. Reassuringly, there were no instances where authors overtly claimed

---

**Table 8** Replications with changes to participant demographics ($k = 67$)

<table>
<thead>
<tr>
<th>Type of change</th>
<th>L1</th>
<th>L2</th>
<th>Proficiency</th>
<th>Age</th>
</tr>
</thead>
<tbody>
<tr>
<td>No change</td>
<td>43%</td>
<td>76%</td>
<td>39%</td>
<td>58%</td>
</tr>
<tr>
<td>Claimed constant, but coder identified change</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Change motivation for replication</td>
<td>31%</td>
<td>13%</td>
<td>15%</td>
<td>1%</td>
</tr>
<tr>
<td>Change acknowledged, not motivation for replication</td>
<td>9%</td>
<td>7%</td>
<td>10%</td>
<td>3%</td>
</tr>
<tr>
<td>Change not acknowledged</td>
<td>9%</td>
<td>3%</td>
<td>6%</td>
<td>19%</td>
</tr>
<tr>
<td>Unclear/not reported or n/a</td>
<td>7%</td>
<td>0%</td>
<td>30%</td>
<td>18%</td>
</tr>
</tbody>
</table>
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that participant characteristics were constant between studies but where the coder thought there had been a change. However, there were several instances of unmotivated or unacknowledged changes. For example, 6 studies changed the L1, 6 the proficiency, and 19 the ages of the participants without explicitly acknowledging these differences.

For linguistic features, mode (production/comprehension), and modality (written/oral), we observed surprisingly few changes, with only about one in five of the replications amending one or more of these characteristics (see Table S3-4 in Appendix S3 in the Supporting Information online). However, about half of the replications changed the outcome measures in various ways, such as using different items, tasks, stimuli, or proficiency measures or manipulating whether a test was done in pairs or in a group. A quarter of studies made such changes to the measures that were either not motivated or not acknowledged. Changes to measures were often justified as improvements to the data-elicitation techniques used in the initial study. Thus, one reason might have been poor instrument or coder reliability found in the initial studies. However, indices of reliability, such as Cronbach’s alpha, percent agreement, or Cohen’s kappa coefficients, were reported in only 17% \((k = 12)\) of the initial studies. Thus, changes to instruments appeared to be largely based on the replicating researchers’ subjective evaluation of the instruments.

The extent and purpose of these changes cause concern. For example, changing the data-elicitation instrument is a significant change, best conceived of as an intentional alteration that motivated a replication. Such changes can, if they are not an intentional design feature (which was the case in a quarter of our replication studies), constitute a major threat to interpretability, particularly in cases where findings are different between the studies. Of course, there is a tension between changing a measure for perceived improved internal validity and compromising the initial study’s characteristics and, therefore, the capacity to determine the cause of differences in findings. To us, these findings underscore the need to continue refining and sharing the field’s measurement toolkit to reduce the need to change measures between interconnected studies and thus to increase parity between these studies. Indeed, this goal was one of the main purposes behind establishing the IRIS database of research materials (Marsden et al., 2016).

In terms of study design more generally, we observed very few changes (see Table S3-5 in Appendix S3 in the Supporting Information online). However, 23% of replications made changes to the study’s context, that is, a L2 versus a foreign language context (though this change was motivated for only 10% of replication studies). Researchers largely maintained the longitudinal or
cross-sectional designs of the initial studies, with just three exceptions. There were, again, instances where changes were not acknowledged, the most concerning of these being in the domain of the statistical analyses, with over a third of studies using different statistical procedures without clearly justifying this change. Although some of these changes were appropriate, given the other changes made by the replication, the explicit acknowledgement to the reader was inconsistent.

Another change that may occur between initial and replication studies involves the sample size. We found that the subgroup sample size of replications was a mean of 4.4 ($Mdn = 1.4$) smaller than that of the initial studies, with a very large standard deviation (51.4) and a wide range from –304.0 to 108.5. As noted earlier, smaller sample sizes in replication studies compared to the initial studies can be problematic if effects observed in the initial study are not observed in the replication because this difference in effects could be accounted for both by lower power and/or a genuinely different finding.

Despite this concern and variation in sampling practices, sample sizes in replication research generally seemed to be higher than the averages found in other, broader syntheses of L2 research: mean study sample size of 114.4 for initial studies and 88.1 for replications and mean subgroup sample size of 41.1 for initial studies and 36.4 for replications. These results compare favorably with those obtained by other researchers: the subsample median of 19 reported by Plonsky (2013), the subsample mean of 22 reported by Plonsky and Gass (2011), the medians per condition of 26 (within-subject designs) and 20 (between-subject and mixed designs) reported by Lindstromberg (2016).

Collapsing across the types of changes (Table 9, last row), there was, per replication, a mode of (a) two motivated changes, (b) one acknowledged but not motivated change, and (c) two changes that were not acknowledged by the authors. Overall, our findings suggested that in much L2 replication work to date, there have been about as many or more unmotivated and unacknowledged changes per study as motivated changes. As such, it would currently be difficult to make any general evaluation of the reproducibility of L2 research.

To What Extent Did the Amount of Change Between Initial and Replication Studies Relate to Nomenclature of Replications?

Given that there was such variability in nomenclature (Table 1) and that the majority of studies are simply self-labeled as replication with no further qualification, we were unable to statistically examine the numbers of changes as a function of the sublabels of replication. Descriptively, we were not able to find any clear discernible patterns. For example, in the three studies that called
Table 9 Replications making different types of changes to the initial studies

<table>
<thead>
<tr>
<th>Number of changes</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>M&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SD&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Mode&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Claimed constant, but coder identified change</td>
<td>94%</td>
<td>4%</td>
<td>1%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0.07</td>
<td>0.32</td>
<td>0</td>
</tr>
<tr>
<td>Change motivation for replication</td>
<td>33%</td>
<td>28%</td>
<td>21%</td>
<td>9%</td>
<td>7%</td>
<td>1%</td>
<td>1.34</td>
<td>1.31</td>
<td>2</td>
</tr>
<tr>
<td>Change acknowledged, not motivation for replication</td>
<td>45%</td>
<td>31%</td>
<td>13%</td>
<td>9%</td>
<td>1%</td>
<td>0%</td>
<td>0.91</td>
<td>1.04</td>
<td>1</td>
</tr>
<tr>
<td>Change not acknowledged</td>
<td>46%</td>
<td>25%</td>
<td>15%</td>
<td>9%</td>
<td>4%</td>
<td>0%</td>
<td>1</td>
<td>1.18</td>
<td>2</td>
</tr>
</tbody>
</table>

*Note.* *Number of changes per study.*
Table 10 Extent to which replications supported the findings of the initial studies ($k = 67$)

<table>
<thead>
<tr>
<th>Level of support</th>
<th>Replication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not supported</td>
<td>15%</td>
</tr>
<tr>
<td>Partially not supported</td>
<td>13%</td>
</tr>
<tr>
<td>Partially supported</td>
<td>34%</td>
</tr>
<tr>
<td>Very supported</td>
<td>34%</td>
</tr>
<tr>
<td>Unclear</td>
<td>3%</td>
</tr>
</tbody>
</table>

themselves conceptual replications, where one could expect several and all types of change, we found very different patterns. Specifically, two conceptual replications had no motivated changes whereas the other had three; regarding changes acknowledged but not a motivation for the study, one had none, one had one, and the other had three; and, finally, regarding unacknowledged changes, two conceptual replications had two and one had four. Our one self-labeled close replication (Waring, 1997) perhaps fit the expected profile, having one change that motivated the replication and no other changes to key variables. Table S3-6 in Appendix S3 in the Supporting Information online includes the two sets of self-labels that had the largest number of groups in our sample: partial ($k = 14$) and replicat* without a qualifier ($k = 45$). The data show that the amount of change seems to be similar regardless of the label. We acknowledge that the low number of partial replication studies precludes firm conclusions, but at the very least the data demonstrate little systematicity of nomenclature. This replication self-identity crisis is arguably one cause of the lack of self-labeled replication studies published in the field, as authors, reviewers, and editors vary in their understanding of what does and does not constitute (different types of) replication.

To What Extent Did Replications Support the Findings of the Initial Studies?

To examine this question, we used a 4-point scale to code the extent to which the initial study’s findings were supported by the replication as claimed by the authors of the replication (Table 10):

- $0 =$ not supported (results did not support the initial findings at all),
- $1 =$ partially not supported (the majority of results did not support the initial findings),
• 2 = partially supported (the majority of the results supported the initial findings), and
• 3 = very supported (results supported the initial findings).

We found that most studies (68%) presented findings that generally supported the initial studies, a finding that aligns closely with the findings of 67.4% for education (Makel & Plucker, 2014) and, more loosely, to the 78.9% found for psychology (Makel et al., 2012). That is, just under a third of our replication studies produced findings that were divergent from the initial study, arguably demonstrating the basic need for replication research to corroborate the validity of findings in L2 research generally. However, supportive or nonsupportive findings from studies that were not direct replications (as in the current synthesis) cannot provide a meaningful indication of reproducibility in the field because many of the replication studies introduced substantial heterogeneity into their design, either intentionally or not.

How Did Authors Compare Their Findings With the Initial Findings?

We explored how replicating authors compared their findings with the initial study’s findings by coding for two main issues. First, we coded how the initial study’s data were presented by the replicators (Table 11) and found that only about a quarter presented descriptive statistics from the initial study and that even fewer used other types of statistics or data from the initial study. Whatever this is due to (e.g., space constraints, an assumption that reviewers and readers will access the initial article, or lack of incentive to report fully), it renders basic comparisons between studies difficult.

Second, we coded for how the data from both studies were compared (Table 12) and found that comparisons between the studies were generally narrative or based on a dichotomous interpretation of NHST, for example,

| Provided descriptive statistics | 28% |
| Provided inferential statistics | 13% |
| Extracted reported data, analyzed with replication data | 12% |
| Provided effect size | 6% |
| Used raw data in a new statistical analysis | 6% |

Table 11 How replications presented and used the results from the initial study ($k = 67$)
Table 12 How replications drew comparisons with the initial studies ($k = 67$)

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Narrative comparison</td>
<td>93%</td>
</tr>
<tr>
<td>Mentioned findings of initial study</td>
<td>90%</td>
</tr>
<tr>
<td>Based on dichotomous interpretation from NHST</td>
<td>84%</td>
</tr>
<tr>
<td>Compared descriptive statistics</td>
<td>34%</td>
</tr>
<tr>
<td>Unclear</td>
<td>6%</td>
</tr>
<tr>
<td>Compared effect sizes</td>
<td>1%</td>
</tr>
</tbody>
</table>

*Note. NHST = null hypothesis significance testing.*

findings were significant or not. These two observations—that comparisons were almost exclusively narrative or based on NHST and that so few analyses used the initial study’s data—are hardly surprising given the lack of availability of effect sizes and raw data in the initial studies.

Effect sizes, as authors have noted many times (e.g., Norris et al., 2015), are useful because they enable comparisons to be made using standardized units across studies to interpret the magnitude of difference or association in meaningful paired comparisons. Morgan-Short et al. (2018) provided an example of a study giving independent effect sizes for intersite comparisons and aggregated effect sizes in an intrastudy meta-analysis of direct replications (see also Ellis & Sagarra, 2011). In our sample of 70 initial studies, Cohen’s $d$ was provided in seven studies and $r$ by one study, whereas 81% did not provide any effect size values. We also did not find instances of replicators extracting effect sizes from the initial studies (e.g., Cohen’s $d$ can be calculated from $t$ and $F$ statistics when two groups are compared). We found it surprising that the use of effect sizes had not become more embedded by the time of this review, given that many of the initial and most of the replications happened after the influential meta-analysis by Norris and Ortega (2000) emphasizing the importance of effect sizes and after several journals started requiring the provision of effect sizes.

As noted above, there were small numbers of studies that used the raw data from the initial study in the replication’s analysis. Such access to data was possible because all four studies had author overlap (Table 11). Interestingly, three of these found very supportive evidence for the initial study. The fourth study, Ellis and Sagarra (2011), found evidence partially not supporting Ellis and Sagarra (2010) and was the only study to use Cohen’s $d$ to draw comparisons. This brings us to the question of the factors—including that of author overlap—that may be associated with replication studies producing findings that supported the initial findings.
Table 13 Replications that are supportive/not supportive of initial findings, as a function of author overlap

<table>
<thead>
<tr>
<th>Author overlap (k studies)</th>
<th>Not supportive</th>
<th>Partially not supportive</th>
<th>Partially supportive</th>
<th>Very supportive</th>
<th>Not reported/clear</th>
</tr>
</thead>
<tbody>
<tr>
<td>No overlap (46)</td>
<td>20%</td>
<td>17%</td>
<td>30%</td>
<td>28%</td>
<td>4%</td>
</tr>
<tr>
<td>Some overlap (21)</td>
<td>5%</td>
<td>5%</td>
<td>43%</td>
<td>48%</td>
<td>0%</td>
</tr>
<tr>
<td>Total replications (67)</td>
<td>15%</td>
<td>13%</td>
<td>34%</td>
<td>34%</td>
<td>3%</td>
</tr>
</tbody>
</table>

Author Overlap

We first quantified the amount of author overlap in our sample of studies and found that 6% ($k = 4$) of the replications had the same authorship as the initial study, 25% ($k = 17$) had some authorship overlap (one or more authors in both the initial and replication studies), and 69% ($k = 46$) were carried out by entirely new author teams. This could imply a degree of independence in the replication research in our sample. We explored various effects that overlap in authorship may have had on the extent to which replications supported the initial findings.

First, as seen in Table 13, authorship overlap seemed to be associated with supportive findings. When there was no author overlap between the initial and replication studies, 37% ($k = 17$) of replication studies were generally not supportive and 59% ($k = 27$) were generally supportive whereas with some author overlap, only approximately 10% ($k = 2$) tended not to be supportive and 90% ($k = 98$) were supportive. This pattern was statistically significant, $\chi^2(1) = 5.824, p = .016$; likelihood ratio = 6.634, $p < .01$. It also aligns with the ratios found by Makel et al. (2012) in psychology (91.7% supportive with author overlap, 64.6% supportive without) and Makel and Plucker (2014) in education (88.7% with, 54% without).

There are several explanations for these data for author overlap. They could reflect questionable research practices, which may be more likely if an initial study author is biased toward finding a particular outcome in the replication. They could (also) be a consequence of greater fidelity to the initial study because materials were available and protocols were more strictly adhered to. This might be because author overlap could incur fewer researcher degrees of freedom (Simmons, Nelson, & Simmons, 2011), that is, a reduced likelihood of divergence at the many decision points in any study. There may (also) be a possibility that replications with author overlap might be more likely to have a confirmatory aim (and therefore be closer to the initial study, with...
Table 14  Studies with total number of changes, as a function of author overlap

<table>
<thead>
<tr>
<th>Number of changes</th>
<th>Changes were motivation for replication</th>
<th>Changes acknowledged, not motivation for replication</th>
<th>Changes not acknowledged</th>
</tr>
</thead>
<tbody>
<tr>
<td>No overlap ((k = 46))</td>
<td>30% 28% 42%</td>
<td>41% 59%</td>
<td>39% 61%</td>
</tr>
<tr>
<td>Some overlap ((k = 21))</td>
<td>38% 29% 34%</td>
<td>52% 48%</td>
<td>62% 39%</td>
</tr>
<tr>
<td>Based on (k) replications</td>
<td>22 19 26</td>
<td>30 37</td>
<td>31 36</td>
</tr>
</tbody>
</table>

fewer changes), rather than the aim of testing generalizability by intentionally manipulating several variables.

To further investigate this last possibility, we compared the number and type of changes between replication and initial studies as a function of author overlap. Although author overlap did not seem to be associated with the proportion of studies that changed just one feature as a specific motivation for the replication, we found that, overall, replications with author overlap tended to make fewer changes to the initial studies (Table 14). First, there were slightly more replications with author overlap than without overlap that made no changes of any type (motivated, acknowledged, and unacknowledged). Second, there were more studies without author overlap than with overlap that made several unmotivated or unacknowledged changes. This indicates closer replications (i.e., involving less heterogeneity) with author overlap, which (intuitively at least) seem more likely to produce findings that are more in line with the initial studies. Thus, the extent to which replications supported the initial findings could, at least partially, be accounted for by the trend that replications with author overlap were closer to the initial studies than those without author overlap.18

**Amount of Change From the Initial Study**

It may be that increased heterogeneity—quantified as the number of changes between the replication and initial studies and independent of authorship overlap—could be linked to a lower likelihood of replications producing findings that supported the initial studies. However, the data shown in Table S3-8 in Appendix S3 in the Supporting Information online suggest no strong or interpretable patterns in this matter. This broadly aligns with the lack of evidence in psychology and education research that direct replications were any
Table 15 Supportiveness of replications as a function of the availability of the data collection instruments

<table>
<thead>
<tr>
<th>Replication result</th>
<th>None</th>
<th>Examples</th>
<th>One full</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partially not supportive ((k = 18))</td>
<td>42%</td>
<td>37%</td>
<td>16%</td>
</tr>
<tr>
<td>Partially/very supportive ((k = 44))</td>
<td>9%</td>
<td>41%</td>
<td>48%</td>
</tr>
<tr>
<td>Based on (k) replications</td>
<td>12</td>
<td>26</td>
<td>24</td>
</tr>
</tbody>
</table>

more (or less) likely to support initial findings than conceptual replications (Makel et al., 2012; Makel & Plucker, 2014). It also chimes with the negligible to small effects of heterogeneity found in the Many Labs project (Klein et al., 2014). These findings suggest that other issues may be more strongly linked to the extent of supportiveness, such as the nature of the effect under investigation (as argued by Klein et al., 2014), the theorized intention of the heterogeneity or, perhaps, as examined below, the transparency of the initial study’s materials.

Transparency of the Initial Study’s Materials

Finally, it may be that without access to full materials from the initial study, replicating researchers need to create their own materials. This would introduce unintentional and unacknowledged heterogeneity between studies, which could in turn account for less supportive findings. Thus, we examined whether the availability of the initial study’s materials was associated with supporting its findings (Table 15). Of the 65 studies that could be included in such an analysis, we observed that instrument transparency was associated with an increased likelihood of replications producing supportive findings, a pattern that was statistically significant, \(\chi^2(1) = 11.489, p = .003\). We think that this provides some evidence for one benefit of making materials transparent. Overall, regarding the factors that are associated with reproducibility, our results seem to suggest that author overlap and the availability of materials were associated with supportive findings whereas the number of changes between initial and replication studies was not.

Further Discussion and Recommendations

In light of these narrative and systematic reviews and our own experiences with replication work, we summarize key findings and propose a set of recommendations. Our discussion and recommendations align with the four main themes addressed by both the narrative and systematic reviews above, though these themes are fragmented into seven subsections here and presented in a
slightly different order: (a) the quantity and nomenclature of replication (Recommendations 1, 2, 3, and 4); (b) changes between initial and replication studies (Recommendations 4, 5, and 7); (c) the warranting of what research gets replicated (Recommendations 6, 7, and 10); and (d) the extent of reproducibility and its relations with author overlap, materials transparency, and heterogeneity between replication and initial studies (Recommendations 7, 8, 9, 10, and 11). In line with our aim to consider infrastructural challenges to replication research, Recommendations 11 to 16, along with Recommendations 2 and 9, allude to infrastructural and cultural needs in publishing, funding, and training. All recommendations are united by the aims of increasing the quantity and improving the quality of replication research in the field of L2 and multilingualism research.

Increasing the Amount and Speed of Replication

Although we cannot determine an optimum rate of replication or an ideal balance between replication and innovation, our data certainly demonstrate an extremely low rate: Replications have constituted approximately 1 out of 400 articles in those journals that have published at least one self-labeled replication in L2 research since the first published L2 replication in 1973. Critically, this rate would be much lower if it could be calculated using the whole, larger set of journals that ever publish L2 research and from the start of their history. Makel et al. (2012) and Makel and Plucker (2014) were able to calculate this broader denominator easily and objectively by using the set of journals delineated by the discipline categories of education and psychology in the ISI Web of Knowledge Journal Citation Reports whereas there is no such discipline-specific list for L2 and multilingual journals. Even more worryingly, despite our more generous calculation, the rate we found was much lower than that in psychology, the key parent discipline for L2 research that adopts quantitative, hypothesis-driven approaches and a discipline that is itself concerned that its own replication rate is too low. Our data also demonstrate a slow speed of replication. The observed mean gap of 6.4 years is not likely to expedite the checking and refining of theories before implications for academic and practitioner communities take root. As argued by Makel and Plucker, “science may be self-correcting, but the often glacial pace of that correction does not match the speed of dissemination when results enter the public consciousness” (p. 313). We are unequivocal in our first and overarching recommendation.

Recommendation 1:
Increase the number of replication studies and the rate at which they are performed and published.
We also emphasize that data are needed about the causes of low published replication rates to inform our efforts, including those recommended in the following sections, in empirically grounded ways. For example, the publication of replication studies that had null findings or that did not support the initial findings may have been adversely affected by publication bias and so may be one cause of the overall low rate of published replications. Initiatives such as Positively Negative (PLOS, 2015), an open collection of studies with null or inconclusive findings, which includes studies labeled *failure to replicate*, may be useful and worth evaluating. There are many other potential causes of the low rate of replication research, such as low prestige and a related unwillingness to self-label as a replication.

**Recommendation 2:**
Make systematic inquiry into the causes of low rates of published replication studies and provide (more) empirical evidence about the extent and causes of publication bias in the field.

**The Importance of Nomenclature**
The low rate of replication is likely due in part to a lack of willingness to self-label as replication (Neulip & Crandall, 1993; Polio, 2012b). This reticence is complex. Anecdotally, we observed during colloquia discussing this study and the research by Morgan-Short et al. (2018) that some researchers reported actively undertaking and promoting replication with students and in their own work, yet they were less enthusiastic about labeling these studies as replications. Here we illustrate with three relatively recent examples of what we think is fairly standard practice. This is, we stress, not to criticize these studies (and a good proportion of our own research certainly has aligned with this practice). Rather, we aim (a) to acknowledge that our synthesis is not a fully comprehensive reflection of the amount and nature of replication effort in the field and (b) to recognize the complexities that our arguments and recommendations about nomenclature entail. First, Kim and Nam (2017) had closely related aims and used the same tests and similar analyses procedures as Ellis (2005). They did not self-label as a replication (their title used the term *revisited*) and yet referred to three other studies that used the same materials in the same agenda as replications though none of those studies was self-labeled a replication. Second, Trenkic, Mirkovic, and Altmann (2014) did not self-label their study as a replication, but their aims, design, and stimuli were closely informed by the study by Chambers, Tanenhaus, Eberhard, Filip, and Carlson (2002), who were acknowledged for sharing stimuli, and they reported that their findings replicated the findings of Chambers et al. Third, several large,
coordinated studies have used the same (or very similar) shared materials across different sites (e.g., Bergmann, Meulman, Stowe, Sprenger, & Schmid, 2015; Dimroth, Rast, Starren, & Watorek, 2013; Meulman, Wieling, Sprenger, Stowe, & Schmid, 2015; Schmid, 2011). None of these studies was retrieved by our search, even though they are likely examples of partial or conceptual replications because they sought to make claims about replicating previous aims and findings and used or adapted materials from earlier studies. Thus, arguably, our estimate of the amount of published replication research in the field underrepresents the total wider replication effort when it is more broadly defined.

Frank debate is required about the advantages of three broad approaches to nomenclature: (a) using an agreed system of replication labels in titles or abstracts; (b) maintaining a looser range of other terms for indicating replication efforts, such as *exten* (McManus & Marsden, 2017; Nakamura, 2012) or *revisit* (Au, 1983; Kanno, 2000); and (c) alluding to closely related theoretical and methodological precedents (often covertly) within study reports. Here, we present arguments that a reticence to label with the term replication is detrimental for the field. First, it hinders the general tracking of intellectual connections and hides theoretical and methodological precedents under an invisibility cloak or a “cloaking device” (Makel et al., 2012, p. 541). Second, without replication labels, heterogeneity from one study to the next can pass largely unchecked. We found that despite many suggestions in the limitations/further research sections of articles regarding necessary replications with different language combinations, participant demographics, or design features, very little such specific variation is undertaken systematically in self-labeled replications, and variation was often accompanied by other, potentially confounding, changes. In contrast, using the label replication establishes a need for both the researchers and reviewers to monitor interstudy variation and identify precise relationships with one or more specific study/studies. This in turn increases the field’s ability to confirm and reject theories across studies. Finally, the lack of self-labeling adversely affects efforts to synthesize and meta-analyze research. Among other purposes of synthesis, better self-labeling would facilitate future efforts to examine reproducibility in the field of L2 acquisition to ascertain the reliability and generalizability of findings (as has been done by the large-scale replication efforts in psychology).

In sum, we argue that explicit identification, via self-labeling with some replication nomenclature in titles or abstracts, clarifies the relationships between studies, and this would help the quality and scope of research agendas. For example, it would (a) render theoretical and methodological precedents
more visible; (b) facilitate reviewers’ evaluation of the extent of changes to previous research procedures and materials; (c) encourage more tightly knit series of interconnected studies by requiring researchers to explicitly operationalize and articulate changes to earlier research; and (d) improve the quality of syntheses and meta-analyses by, for example, facilitating the comparability of studies.

Recommendation 3:
Use more self-labeling with the term replication wherever appropriate.

In terms of subtypes of replication, we found a very wide range of labels and negligible relations between these labels and the amount or type of change between the initial and replication studies. We thus propose a simple distinction based on the principle that direct replications aim to test data and analysis (i.e., to confirm previous findings via a study with, as far as possible, the same conditions) whereas partial replications test a construct by manipulating one of the initial conditions or study characteristics to test generalizability to one new context/condition (see Lykken, 1968). Thus, direct replication would describe a study in which there was no intention to change any variables deemed likely to affect results (according to current knowledge). Because minor deviations from the initial study can be unavoidable, especially with human participants, any such heterogeneity would be reported as fully as possible.

Partial replication, on the other hand, would describe a study that intentionally changes only one significant component of the initial study to check a priori for one well-defined boundary condition or moderator of the initial findings. This could include a principled change in instrumentation, analysis, linguistic form, or a participant characteristic. In our study sample, partial replication was the most frequently used sublabel. And although we are confident that the term is already in our nomenclature, we recommend that its usage/function become more consistent. Conceptual replications introduce more than one significant change to the initial study and can extend agendas in multifaceted ways but are in a weaker position for ascribing different findings to the adaptations made to the initial study. However, retaining this label is, we think, helpful for authors and reviewers seeking to identify the extent of relations between studies.

Recommendation 4:
Apply a principled, standard nomenclature as follows: **Direct replications** make no intentional change to the initial study and seek to confirm methods, data, and analysis; **partial replications** introduce one principled change to
a key variable in the initial study to test generalizability in a clearly pre-defined way; and conceptual replications introduce more than one change to one or more significant variables. In all cases, ensure that potential heterogeneity and contextual details are documented as fully as possible.

Ascertaining the extent and nature of change between initial and replication studies can be severely hampered by unclear reporting. For example, we found that some of the changes that replications introduced were not acknowledged by the authors. We recommend that authors of replications clarify the relationship with the initial study (including descriptive statistics and effect sizes) and combine analyses where possible. However, even with better reporting of the methods, data, and findings of the initial studies, it is unlikely that the replication articles can do full justice to the initial report, especially given that some journals assign replication studies to a shorter article type. In view of this, reviewers need to be familiar with the initial study and read it alongside the replication to be able to corroborate the claimed relationships. This will have implications for authorship blinding practices in cases where there is author overlap between the initial and replication studies.

Recommendation 5:
Reviewers of replications should also read the initial study that is being replicated.

Warranting What Should Be Subject to a Replication Study
Various propositions exist to set benchmarks or define rationales for when a study merits replication, such as a citation metric or the co-occurrence of specific characteristics, for example, low sample sizes, large effect sizes, marginal/borderline statistical significance, or unexpected findings (Lindsay, 2015). However, we do not propose a set of such benchmarks because these may become overinterpreted (as have been an alpha level of .05 and small/medium/large effect sizes) and could exacerbate the image of replication as an unoriginal, mechanistic undertaking. Part of the skill in replication work is surely choosing studies worth replicating and justifying this to reviewers and editors. These justifications are likely to include citation counts; low sample size; surprising results; and theoretical, methodological, or practical issues, but a rigid formula based on a fixed composite of these is likely to be cumbersome and unreliable. Thus, we suggest that there should be little or no top-down (e.g., journal or professional association) control, and researchers’ agendas should drive what is replicated.
Recommendation 6:
Provide warrants for replication studies and have them peer reviewed on a case-by-case basis with rationales including, but not restricted to, one or more of the following characteristics of the initial study: surprising findings; one or more troubling methodological features; and/or high (potential) impact, such as theoretical or practical significance.

A related phenomenon that may, however, require top-down influence is the rate of published studies that replicate initial studies with null or borderline findings because the current synthesis found a paucity of such replications—just 4 of 67. We do not suggest that this should be addressed by a blanket recommendation, such as “increase attempts to replicate initially null findings,” because the phenomenon is tightly related to the low rate of publication of studies with null findings in the first place, which is in turn influenced by publication bias. However, given that replication can increase the interpretability, and therefore the value, of initial null findings, we suggest that these issues are certainly worthy of empirical investigation (see Recommendation 2).

Collaborative Ethic to Sustain an Independent Replication Effort:
Transparency of Materials and Data
Several issues will determine the extent and speed with which we can adopt more collaborative approaches to facilitate replication. We found that changes to stimuli, instruments, and measures (such as elicitation tests) were relatively frequent between an initial and a replication study. Although these changes were sometimes intentional, being a motivation for the replication, often this was not the case. This is a chief concern because measures often constitute the key dependent variables, and changes to them reduce comparability with previous research (Marsden et al., 2016; Thomas, 1994, 2006). For example, several meta-analyses have shown that effects of instruction vary as a function of measurement type (e.g., Lee et al., 2015; Norris & Ortega, 2000). Another problem we found was that the extent of change could not be ascertained due to omissions in the initial study’s report and lack of availability of materials and data. Methodological transparency can improve these problems, facilitating replication and improving its quality and reliability (Marsden et al., 2016). Another motivation to make materials fully available is, arguably, that—according to our findings—the more that materials were available, the more likely a replication was to find support for the initial study. Transparency may also influence replication in other ways that require further investigation, such as increasing the quantity of replication due to ease of accessibility to materials. Further,
there is emerging evidence (Plonsky et al., 2017) that positive correlations exist between transparency of research materials (i.e., number of entries on IRIS) and journal citation counts. With high citation being one factor that can trigger a replication, it seems that transparency of materials could be associated with increased replication research. (We note that a range of factors may cause methodological transparency itself).

Recommendation 7:
Increase open availability of materials, including proficiency measures, for L2 research.

In addition, sharing data is essential for cumulative analyses that join data sets and examine moderator effects of interstudy variation, which is especially important given the well-documented lack of power in L2 research (e.g., Plonsky, 2013, 2015). We found only one bundle of self-labeled replications that conducted an internal meta-analysis, which was possible because the researchers used the same materials and had the data from the initial study fully available (Ellis et al., 2014; see also Lindsay, 2017; Morgan-Short et al., 2018). Making data available entails ethical considerations (e.g., institutional review boards) early in the research process and is not possible in all situations, but it is increasingly a requirement of funders.

Recommendation 8:
Make more research fully transparent and open for replication by making data available.

Researchers, reviewers, and editors all have the responsibility of improving our collaborative ethic. Trofimovich and Ellis (2015) adopted the Open Science Badges for Language Learning, and several other journals now also value open materials and data in this way (e.g., “Author guidelines for contributors,” 2017; “Instructions for contributors,” 2017). Kidwell et al. (2016) and Giofrè, Cumming, Fresc, Boedker, and Tressoldi (2017) have provided quantitative evidence for the effectiveness of this initiative for the transparency of materials and data. Indeed, partly as a result of these initiatives and push from journal editors, IRIS now holds 24 sets of L2 data, in addition to approximately 3,600 files of materials and analysis protocols. Although we have high expectations that transparency via materials and data sharing will improve the quality and quantity of replication efforts, there is still much work to be done in these endeavors. For example, Marsden et al. (in press) found only 4% of
self-paced reading studies had openly available materials, and 77% had only a brief example of stimuli available in their articles.

Recommendation 9:
Encourage more journals to give more and stronger incentives to their authors for systematically making materials and data openly available.

Independence Combined With Professional Practice and Collegiality: Authorship Practices

Our observation that supportive findings from a replication study were significantly more likely when authorship overlapped between the initial and replication studies, compared to independent replication, aligned very well with those of Makel et al. (2012) and Makel and Plucker (2014) from two related disciplines. We do not make conclusive claims about why author overlap tended to be linked to more supportive replications because this could be accounted for by increased questionable research practices and/or by reduced heterogeneity due to access and fidelity to materials and fewer researcher degrees of freedom. However, we argue that each of these explanations is concerning because reduced heterogeneity should be possible without overlapping authorship so that reproducibility of findings would be unrelated to author overlap. We suggest that replication carried out independently from the initial studies is desirable to reduce any influence that author overlap may have on our insight into the reproducibility of L2 research findings. Thus, when materials and data for initial studies are available, author overlap would become a matter of collegiality rather than necessity.

However, independent replications can be perceived negatively as bullying, as discussed by Bohannon (2014). Inviting the initial author to review replication studies can help reduce this, and (in the case of a Registered Report) the initial authors can be invited to provide a Stage 1 review before data collection (see Marsden, Morgan-Short, Trofimovich, & Ellis, 2018). Even more transparent practices that may promote more and higher quality replication, reduce publication bias, and reduce perceptions of bullying include (a) publishing open reviews and authors’ responses to reviews (e.g., in *BMC Psychology*; Laws, 2016); (b) giving initial authors an automatic right to a peer-reviewed published commentary (e.g., in *Perspectives in Psychological Science*; in our sample, we found one such example, Kanno, 2000); and (c) adversarial collaborations (Coyne, 2016; Kahneman, 2014; Koole & Lakens, 2012; Mellers, Hertwig, & Kahneman, 2001), where researchers who account for phenomena differently agree to work together following a single protocol. We raise
awareness of the existence of these more extreme measures but hope that the other mechanisms that we recommend, such as transparent materials and data and the reviewing of methods prior to data collection, serve to reduce any perception of bullying that independent replication may engender.

**Recommendation 10:**
When possible, ensure that replication studies are conducted by researchers independently of the initial study’s authors but that the initial authors are invited to be involved at some stage of the review process, preferably prior to data collection (see Recommendation 12 about Registered Reports).

For multisite replications, authorship practices may be required that are relatively rare to date in L2 research. The large multisite efforts have thus far been in fields where large authorship teams are the norm. In line with these practices, Morgan-Short et al. (2018) offered coauthorship to those collecting and entering data and running predefined analyses, with lead authorship for those convening the multisite replication, providing the protocols, and formally reporting the results. Even with this coauthorship agreement, they were fortunate in securing collaborators, and a reciprocal ethic is needed to support such large-scale multisite replication efforts (such as “I collect data for others; others collect data for me”). Formal infrastructure is likely to help here, such as the Call for Replication Collaborators button on IRIS and the Centre for Open Science’s Study Swap (https://osf.io/view/StudySwap), whereby researchers seek collaborators or offer participant availability.

**Recommendation 11:**
Increase multisite collaborative replication efforts.

**Cultural and Procedural Changes in Publishing**
Various initiatives are available to increase the amount and quality of replication, the most obvious of which is perhaps author guidelines of journals explicitly encouraging replications. However, our data suggest that this alone was not a reliable or necessary mechanism. Although the journal which had published the most replications had a statement inviting replications, the other three journals with such a statement actually published fewer replications than journals without such a statement. Indeed, journals that simply state that they publish replications reach only Level 1 of the TOP Guidelines on replication (Nosek et al., 2015a).
Another mechanism might be the idea of an Accountable Replication Policy (proposed by Chambers, 2016, launched at Royal Society Open Science in January 2018), whereby a journal would guarantee to publish replications of studies that they have published (unless there is a demonstrated significant methodological flaw with the initial study). This could incur a large commitment from journals. However, if publishers are no longer bound by printed page limitations, such initiatives become more feasible (e.g., Wiley-Blackwell has removed page limitations for many of its journals). Another step is for more journals to explicitly comment on the acceptability of null findings because one hindrance to replication is that not reproducing the initial statistically significant findings may leave authors vulnerable to negative reviews from the authors of the initial study or from general bias against null findings. One direct way of reducing such bias is via a results-free peer review at Stage 1 (Button, Bal, Clark, & Shipley, 2016), where authors seek reviews on the basis of rationale, methods, and planned analyses alone and, once approved, the full manuscript with results is submitted for a Stage 2 review (e.g., BMC Psychology). Although mitigating against bias at review, such a mechanism cannot reduce problems earlier in the research process because the data are already known to the researcher, so questionable research practices (e.g., such as hypothesizing after results are known, \(p\) hacking) could still have happened prior to the results-free review. Thus, journals that encourage submission of replication studies and carry out a results-free review attain only Level 2 of the TOP Guidelines on replication.

A mechanism that aims to address these problems, as well as to increase the amount and quality of replication, is the article type referred to as Registered Reports (see Marsden et al., 2018). Registered Reports were pioneered by the journal Cortex in 2013 and have been adopted by about 66 journals as a permanent article type (https://cos.io/rr) at the time of writing. For Registered Reports, a manuscript receives an initial (Stage 1) review of the study purpose, aims, materials, data collection, and analysis protocols. Crucially, the Stage 1 review occurs before the data are collected. If approved, the materials and procedures are time stamped as a preregistration and given formal in-principle acceptance by the editor (Nosek & Lakens, 2014). Then, data collection, analysis, and report writing proceed and are submitted for a Stage 2 review. At this stage, as the design and methods were approved beforehand, studies cannot be “reviewed out” due to assertions relating to methodological flaws. Thus, in-principle acceptance incentivizes researchers to undertake a replication by reassuring them with a pledge of publication prior to investing in the data collection.
It is unsurprising, therefore, that to date Registered Reports include a high proportion of replication studies (see the list at Center for Open Science, 2017), relative to the proportions found in standard publication routes as observed in the current and previous studies. Indeed, journals that offer Registered Reports as a route to publishing replication research meet the highest level (Level 3) of the TOP Guidelines on replication. Thus, Registered Reports have the potential to address many of the observations in our synthesis, including (a) few replications of studies with null findings, (b) low rate of publication of replications overall, (c) lack of direct replications, (d) extensive and unacknowledged heterogeneity between initial and replication studies, and (e) associations between supportiveness of replications’ findings and author overlap or materials availability.

Registered Reports also carry other benefits: (a) they allow peer review to inform the study at the design stage (rather than when it can be too late to improve the study); (b) they reduce questionable research practices; and (c) they accommodate any methods where data collection, coding, and analyses can be predetermined (e.g., including observations and interviews). Registered Reports do not preclude additional exploratory data collection or analysis because authors can report these in addition to the registered protocol and analysis, although such exploratory endeavors would be subject to review at Stage 2. Importantly, there is also potential to adapt the procedure to fit uniquely to exploratory designs and associated epistemologies in Exploratory Reports (McIntosh, 2017).

Recommendation 12:
Encourage journal editorial boards to consider accepting Registered Report article types and, where this is not possible, to consider undertaking results-free reviews.

Another barrier to replication is that it is difficult to include both a replication and an extension study within one published article given normal space limitations, yet this study structure may alleviate the stigma attached to doing replications. We found few examples of such article types (e.g., Barcroft & Sommers, 2005; Marsden et al., 2013) and they were not included in our current synthesis because we investigated replications of studies in different publications. Current limitations on article length are probably one reason why this was rare, but we are hopeful that this situation will change as publishers remove formal word limits as publication moves online (though to the best of our knowledge, only Wiley-Blackwell has yet done this). There are at least two
models: One is a study that begins with a direct replication of a study published previously, followed by a partial or conceptual replication (to ascertain generalizability, boundary conditions, etc.), and another is an initial study followed by a confirmatory direct replication to test the robustness of the original data and methods. We recommend both of these routes.

Recommendation 13:
Encourage publishers to lift word limits or provide online capacity to encourage more replication work within individual study reports.

Our data demonstrate that the perceived low prestige of replication research is unfounded in at least two respects: perceived ease and perceived low impact. Carrying out well-justified, carefully administered replications that are rigorously analyzed in relation to their initial study is no trivial task and very rare in self-labeled replications to date. Our data also show that replications have been relatively highly cited and have been published in some of the highest impact journals. Further, the three journals that we found to have published the highest number of replications were found by Plonsky et al. (2017) to have the highest perceived prestige. As a community, researchers can further enhance the impact and prestige of replications by co-citing them along with their initial studies (see the proposals by Koole & Lakens, 2012, for incentivizing replication). Beyond enhancing the impact of replications, such a practice would reflect a valid and comprehensive reporting of the state of the literature because readers would know the extent to which the results of the initial study are reliable or generalizable.

Recommendation 14:
When the initial study is cited, also cite (at least any direct and partial) replication studies of it.

Wider Cultural Changes in Academia
Changing the incentives in our wider academic culture is even more challenging than changing the editorial, review, and citation practices discussed above. Of course, a driving force to shape behavior is funding (as noted by Baker, 2015, and Collins, 1985). Although we found that replication studies to date have not uniquely been cheap and easy studies (because a reasonable proportion had relatively costly characteristics, such as oral measures, classroom environments, and longitudinal and intervention designs), we found few replications using expensive equipment, corroborating concerns expressed by Laws (2016). Combined with the low rates of replication research overall, this
indicates that funding mechanisms are indeed critical for improving replication effort. However, incentivization in academia tends to be entrenched in rewarding originality (Chambers, 2017). For example, approximately 60% of centrally distributed funding of UK universities is allocated on the basis of the three criteria of originality, rigor, and significance of research (Research Excellence Framework, 2011). Although replication studies could score highly on rigor and significance because these are arguably inherent in good replication work, they are likely to score lower on originality. Nevertheless, changes to the most recent Research Excellence Framework (2017)—for example, a reduced number of published outputs and reward for open science practices—could incentivize large multisite preregistered replication projects. We further note five recent funding initiatives that should help replication effort. Two of these directly promote replication research: the IRIS Replication Award for published replications that used materials from IRIS and the Netherlands’ Organization for Scientific Research scheme dedicated to funding replication studies (Nederlandse Organisatie voor Wetenschappelijk Onderzoek, 2017). The other three initiatives indirectly promote replication efforts by adopting a Registered Reports approach to review: Language Learning’s Early Career grant scheme, which prioritizes one award for a Registered Report (Marsden et al., 2018); funder collaborations with journals that integrate the Registered Reports model of peer review into the grant funding process, such as The Children’s Tumour Foundation with PLOS ONE (2017) and the charity funder Cancer Research UK with the journal Nicotine and Tobacco Research (Munafò, 2017).

Recommendation 15:
Increase funding from institutional through to international levels to promote replication as an integral part of the research process.

Professional associations could also incorporate replication strands into their conference programs, endorse replication as a valued part of tenure applications, and encourage reporting standards and publication practices that facilitate replication (e.g., see American Educational Research Association, 2006, 2011). The American Association for Applied Linguistics (2017) recently amended its guidelines to recommend that “high quality replication studies, which are critical in many domains of scientific inquiry within applied linguistics, be valued on par with non-replication-oriented studies.” Engaging students with conducting replication studies has also been discussed (see Frank & Saxe, 2012; Porte, 2012), and we are aware of several graduate programs where replication is an integral part of training and assessment.
Recommendation 16:
Encourage efforts (e.g., via teaching and training infrastructures, institutional recognition, and professional association conferences and promotion guidance) to reward those who include replication research in their work.

Conclusion
We conclude by considering a few key implications for the future metascience and production of replication research. This includes acknowledgements of some of the limitations of our study and arguments. First, we hope this study will stimulate replications and extensions of the systematic review itself. Also, when more direct replications are available, future syntheses will be able to investigate the extent of reproducibility in the field quantitatively. That is, rather than using author interpretations and subjective ratings as was appropriate and necessary in the current study, meta-analytic techniques would be appropriate for examining reproducibility in direct replications (where high reproducibility is clearly expected) and for assessing the effects of any operational heterogeneity (recalling that intentional heterogeneity is sometimes designed and predicted to yield nonreproduced findings).

Second, we do not suggest that increased replication alone will improve the reliability and validity of all L2 research. To some extent, we agree with the argument of Schmidt and Oh (2016) that rather than increasing replication, other issues, such as publication bias and questionable research practices, need to be tackled first, and then meta-analyses could address the lack of direct replication (see Coyne, 2016, for related arguments, and Schimmack, 2016, on the value of replicability indices to detect likely publication bias in lieu of actual replication studies for investigating reproducibility). Although we agree that these other issues require attention, we argue that meta-analysis could not address the lack of replication. As a retrospective mechanism, meta-analysis cannot address some problems that can be addressed by replication, such as lack of parity between studies, which reduces the critical mass of adequately powered comparable studies that answer sufficiently similar questions to be included in any meta-analysis (Laws, 2016).

Third, understanding the causes of low levels of published self-labeled replication requires data about the experiences and opinions of editors, reviewers, and researchers, using questionnaires and interviews. This would reveal the extent to which the observed lack of replication originates in low levels of execution, self-labeling, article submission, and/or actual publication. That is, we do not have a good understanding of the extent to
which replications are in fact submitted to journals but rejected and if so, why.

Finally, our key finding is perhaps the very low number (67) of self-labeled replication studies in L2 research, an especially striking finding when it is set against the 50 calls and commentaries on replication in the field. All four reviewers requested that we express in stronger terms the perturbing limited amount and quality of self-labeled replication research. Using the words of one reviewer, we could sum up our data as

providing an unequivocal view of the state of replication research in the field: It is disparate, loose, rare, flawed, inconsistent, and opaque. If a foundation of high-quality replication studies is a prerequisite for a healthy discipline, the field of second language research occupies very hazardous terrain.

We have identified many factors that must work together to change production of and attitudes toward replications, including increased transparency of materials and data, multisite collaboration, more consistent self-labeling of replications, fewer and more transparent alterations of features from one study to the next, and increased publication via article types such as Registered Reports. Recommending that these and other practices be incorporated more systematically into our communities is intended to propel us toward a more mature field, whose terrain embraces replication research that is more convergent, tighter, more frequent, less flawed, more consistent, and more transparent.
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Notes

1 We acknowledge that this is not the most satisfactory approach to citing and referencing large multisite collaborations as it does not identify the lead authors in the text and cannot list all the collaborators in the reference, thus removing Mikołajczak, S., Moreno, N., Slabakova, R. as per APA convention.

2 An anonymous reviewer wondered whether we might undertake this, but because measures and other variables were very often changed between the initial and replication studies, and other changes were unacknowledged, quantifying a general level of reproducibility in existing L2 self-labeled replication would not have been informative. This is in contrast to recent endeavors in the field of psychology that have undertaken new, direct replications with the explicit goal of measuring reproducibility.

3 Where a study replicated more than one initial study ($k = 7$), we coded according to the replicators’ aims and analyses. If two initial studies were replicated
separately (because each initial study had different aims and designs and because analyses in the replication were presented separately), then these were coded as unique initial–replication pairs (Chen, 2011; Cobb, 2003; Robinson, 2005). On the other hand, if two initial studies were replicated because the initial studies had very similar designs and aims and the replication was presented as if replicating one collapsed study, then this was coded as a single initial–replication pair (e.g., DeKeyser & Sokalski, 1996; Ellis et al., 2014; Liu, 1985; Walters, 2012). Five studies included in a review by Polio (2012b) were not included in our study because they did not self-label clearly as a replication study in a journal article’s title or abstract or because they were not a replication of a study reported in a separate publication.

4 This is generous for two main reasons. First, the calculation is based only on journals that have published self-labeled replications rather than on all journals that have ever published L2 research. The list of the latter would be very difficult to estimate, and it would probably provide an unfair representation of replication rate because it would include an extremely wide range of journals across multiple disciplines. The field of L2 research does not have an SSCI discipline-specific list, such as the ones used for psychology and education by Makel et al. (2012) and Makel and Plucker (2014), respectively. Second, our start date is from the earliest replication published rather than the start date of each journal (e.g., The Modern Language Journal began publishing in 1916).

5 “We do not discourage contributions that present null results” (SLR) and “Lack of statistically significant results, or difficulty in drawing clear conclusions, will not necessarily rule out publication of interesting contributions” (LTest).

6 Google Scholar includes citations from many types of publications, including books (unlike the Web of Science used by Makel & Plucker, 2014).

7 The mean length of time elapsed since replications were published was 13.1 years (mode = 11). For initial studies, it was 20.5 years (mode = 21).

8 Impact did not seem to be affected by whether the replication’s findings tended to support the initial study’s findings or not: citations not/partially not supportive, $M = 6.35$ ($SD = 8.609$, $k = 19$), citations partially/very supportive, $M = 7.62$ ($SD = 5.742$, $k = 46$), $U = 330.5$, $z = -1.536$, $p = .124$, $d = 0.190$, 95% CI $[-0.3456, 0.7254]$.

9 Intervention was defined for coding purposes as “an experimental manipulation to cause learning, beyond normal practice.”

10 We coded our sample studies for their research areas, and the data are available in Appendix S2 in the Supporting Information online and at http://www.iris-database.org. We found a very wide range of subdomains of research, and the coding was subjective, involving multilayered coding categories. We could not discern any patterns in terms of particular areas that had more or fewer replication studies.
Studies that did not use language learners collected data from, for example, teachers, corpora, or textbooks.

Where age ranges were given, the median was used.

This was calculated by dividing the study sample size by the number of groups (or conditions) in each study. The calculation excluded two pairs of studies that gathered large-scale data from formal tests—these replications increased the sample size of the initial studies by 44,612 and 1,415.

We were unable to locate the mean for a direct comparison, though a personal communication indicated this was 35 ($SD = 64$, 95% CI [30, 40]).

We acknowledge that these ratings are subjective, but the technique is very similar to, though slightly more fine-grained than, the 3-point scale used by Makel et al. (2012) and Makel and Plucker (2014): success, failure, mixed. This approach was fit for our purpose because, unlike the recent large-scale replication efforts in psychology that set out to statistically assess reproducibility across multiple studies by conducting a direct replication of each of the initial studies, we aimed to provide a review of replications—of all kinds—that had already been conducted.

Other studies provided (partial) eta squared on omnibus tests or were coded other/unclear/not applicable. Ellis et al. (2014) used regression coefficient beta, another standardized measure of the magnitude of effect size.

In cases where there was no authorship overlap, several replications ($k = 14$) included the initial authors in the acknowledgements (which sometimes indicates academic lineage/collaboration). Combining overlap in authorship with a mention in the acknowledgements yielded almost equal numbers of studies with authorship commonalities ($k = 33$) and those with none ($k = 34$).

In terms of association between supportiveness and replications being in the same journal as the initial study, our data did not suggest a strong trend (see Table S3-7 in Appendix S3 in the Supporting Information online). This is broadly in line with Makel and Plucker (2014). However, a dichotomous coding of supportiveness (same journal: 24% not supportive vs. 76% supportive; different journal: 32% not supportive vs. 64% supportive) suggests that this direction of investigation may be worth pursuing once the field has a larger body of direct replications.

Likelihood ratio for small samples, $LR(2) = 11.052, p = .004$; Fisher’s exact test because one cell (16.7%) had cell count of fewer than 5, $p = .005$. Five studies were excluded because cell counts were too small. Only two studies provided all the instruments used to collect all data used in the analysis (one supportive and one not). One study provided all instruments (supportive), and two studies could not be coded as to whether they were supportive or not.
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