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Abstract� Vehicular Clouds processing is a new field of 

research that aims to exploit the vehicles� onboard computational 

resources as a part of a cooperative distributed cloud computing 

environment. In this paper, we propose a vehicular cloud network 

architecture where a group of vehicles near a traffic light cluster 

and form a temporal vehicular cloud by aggregating their 

computational resources in that cluster. The goal of the proposed 

architecture is to minimize the processing and network power 

consumed in the data center of a cloud operator. To this end, 

arriving processing tasks are optimally assigned to the centralized 

cloud and/or the formed vehicular clouds to reduce the total power 

consumption of the centralized cloud by reducing its average 

processing workload and network traffic. Furthermore, task 

assignment among vehicular clouds is constrained by tasks 

completion time. Our proposed system is analyzed using a mixed 

integer linear programming (MILP) model where two task 

assignment approaches were considered: single task assignment 

and distributed task assignment. In the first approach, each task 

is not split among multiple clouds, while splitting is allowed in the 

second approach. It was found that the power consumption of the 

centralized cloud is reduced by 45% (in the first approach) and 

60% (in the second approach) compared to the case where all tasks 

are assigned to the centralized cloud only. The higher power 

saving of the centralized cloud in the second approach comes from 

the ability of vehicular clouds to host more processing workload, 

an average of 37% more workload, compared to the single task 

assignment approach. 

Keywords�vehicular cloud; distributed processing; power 

consumption; MILP  

I.  INTRODUCTION 

Cloud computing has redefined the computation and 
communication environment by utilizing multiple resources 
such as servers, storage devices, and other network hardware to 
provide on-demand services for end users. The huge growth of 
the cloud networks as a major computing paradigm in today's 
communication services calls for more research in new 
architectures and solutions to offload the computational burden 
and improve the power consumption in these centralized data 
centers. The issue of power consumption in information 
technology equipment has been the focus of attention in recent 
years and there is growing recognition of the need to manage 
power consumption across the entire information and 
communications technology (ICT) sector [1].  A Number of 
techniques can be applied to achieve energy-efficient 
datacenters, such as virtualization of cloud resources, using 
green scheduling methods, improving routing algorithms, and 
using energy efficient hardware [2]. The conventional version of 
cloud resources is structured as centralized data centers. 

However, the concept of distributed energy efficient data centers 
has recently emerged into the cloud computing model [3]. 
Vehicular clouds have recently emerged as one of the possible 
approaches to realize distributed cloud computing [4]�[6] 

In this work, we propose a vehicular cloud framework to 
minimize the average workload in the centralized cloud and 
hence, the power consumption of the centralized cloud. This 
goal is achieved by harnessing the computational resources of 
vehicular clouds formed in proximity of traffic lights. We 
introduce a MILP model to study the effects of distributed task 
assignment on the clouds� average workload and power 
consumption compared to single task assignment (non-
distributed) approach. The results under both approaches are 
compared to the case where all tasks are assigned to the 
centralized cloud. To the best of our knowledge, there is no 
previous work that proposes a semi-dynamic vehicular cloud 
formed from vehicles clustered at a traffic light. 

The remainder of this paper is organized as follows: In 
Section II we provide a brief overview of vehicular networks and 
how they can integrate with cloud computing to generate a new 
generation of distributed clouds. In section III, an overview of 
the previous work is highlighted. Section IV introduces our 
proposed vehicular cloud approach. In Section V, we discuss the 
model results. Finally, in Section VI, we conclude the paper. 

II. VEHICULAR AD HOC NETWORKS AND CLOUD 

COMPUTING 

Vehicular Ad hoc Networks (VANET) are one of the main 
technologies in Intelligent Transportation Systems (ITS). They 
use wireless networks established between a number of vehicles 
to serve a specific need or situation  [7]. VANET has a hybrid 
architecture and mobility characteristics which make it different 
compared to other ad hoc networks  [8]. The importance of 
VANET comes from the fact that vehicles start to have on-board 
smart embedded devices. Those on-board units (OBUs) include 
a computation processor, sensors, GPS-device, communication 
devices, cameras, and event data recorder (EDR) [5]. All these 
components facilitate VANET communication to support ITS. 
Thus, a huge transformation is made in the ITS industry through 
VANETs by providing services for cooperative driving, and 
tools that can help in a range of areas including traffic congestion 
reduction, collision avoidance, alternative route education, and 
road monitoring. Vehicles have powerful and underutilized 
computation, communication, positioning, storage and sensing 
resources. These vehicles computational capabilities are 
combined to serve as a huge farm of moving computers 
(computer-on-wheels) [9]. VANET can work with cloud 
computing through three main architectures [10]: Vehicles using 



Cloud (VuC). Vehicular Cloud Computing (VCC), and Hybrid 
Vehicular Clouds (HVC).  

In the VuC framework, vehicles (as end users) use the 
conventional cloud storage services to exchange traffic 
information through different applications [6], [11], [12]. The 
Vehicles� roles in this architecture is to provide traffic 
information to the centralized cloud through a gateway. The 
centralized cloud then processes the collected information based 
on the required service and sends the results back to other 
vehicles. 

VCC is a very powerful concept, where vehicles provide 
cloud resources to process the tasks that are commonly 
processed in the conventional clouds. VCC is different from the 
conventional cloud computing due to its dynamic nature and 
hybrid architecture [13]. VCC, also, has a reasonably reliable 
power source in the form of vehicle�s battery. Any vehicle with 
a resource to share, can be a part of the VCC cluster after 
executing some initial steps based on the chosen protocol. The 
protocol facilitates how these vehicles communicate to choose a 
cluster head [14] and set the boundaries of the cloud [10]. From 
here on, these vehicles can join or leave the cloud based on 
predefined criteria. As VCC became a leading research area, 
more applications and services are introduced and evaluated to 
benefit from such an infrastructure. Some promising 
applications in this field are driving safety, content distribution, 
urban sensing, mobile advertising, healthcare, and intelligent 
transportation applications [15]. 

The third architecture, HVC, is the combination of VCC and 
VuC where vehicles can be service providers and consumers in 
the same architecture. The applications used in HVC are usually 
P2P applications as the consumer vehicle can either 
communicate directly with a provider vehicle or with the 
centralized cloud [6]. 

III. RELATED WORK 

Many studies proposed different architectures where clusters 
of vehicles can be used as a cloud platform, to provide better 
service for the end user, to offload the workload burden from the 
centralized cloud, or to use the underutilized resources in 
vehicles. All the proposed architectures follow one of two modes 
of operation: static or dynamic vehicular clouds. Both modes 
have been the subject of substantial research, focusing mainly 
on the architecture, communication, stability, and the layering 
system of the vehicular cloud [16]. 

In the static mode, the vehicles are clustered in long-term 
parking lots with a predictable joining and leaving time [4], [17]. 
The main goal for these studies is to use the underutilized 
resources of the vehicles to form a computational vehicular 
cloud [5] or storage-based vehicular cloud [18], [19]. 

In contrast, the dynamic mode, consists of vehicles on the 
move [10], [20]. This is considered a challenging framework to 
implement and study due to the highly dynamic mobility 
characteristics of the clustered vehicles. Previous research has 
introduced a general design framework [20], and addressed the 
resource allocation strategies [21], and connection stability [22]. 
Promising designs and services platforms were introduced in 
[23]�[26] using vehicle clusters under the concept of Internet of 
Vehicles. 

Unlike the previous surveyed work, our proposed 
architecture deals with a semi-dynamic vehicular cloud where 
the clusters of vehicles are in the vicinity of a traffic light. 
Therefore, the clusters last for a shorter period of time 
(depending on the red signal duration of the traffic light) 
compared to the static mode, and provide more communication 
stability compared to the dynamic mode as vehicles are 
temporarily stationary and close to each other near the traffic 
light. 

IV. VEHICULAR CLOUD ARCHITECTURE AND MODEL 

The proposed cloud architecture is shown in figure 1. It 
consists of one or more temporal vehicular clouds (VC), each 
with one or more vehicles clustered near a traffic light, which 
acts as the cluster head for these vehicular clouds. Each traffic 
light communicates with a roadside unit (RSU). The RSU 
collects processing requests from nearby mobile devices (end 
users) and assigns them to the centralized cloud (CC) and/or to 
the nearby vehicular clouds (VC) based on a certain scheduling 
strategy implemented at the RSU. Both the traffic light and the 
RSU are equipped with communication and computational 
resources to fulfill their roles. When the RSU decides that a task 
is to be processed by a certain vehicular cloud, the cloud cluster 
head (traffic light) allocates this task to the participants� 
vehicles, and then forwards the processing results back to the 
RSU, and then, to the end users� mobile devices. 

The task assignment is modelled using a mixed integer linear 
programming (MILP) with the main goal of minimizing the 
power consumption of the centralized cloud. Two assignment 
approaches are considered. The first approach, referred to as 
single task assignment, assumes that no splitting will be allowed 
for any task among the available clouds. Each task is assigned to 
a single cloud, either the centralized cloud or a vehicular cloud. 
The second approach is referred to as distributed task 
assignment. It relies on splitting the task among a subset of the 
available clouds according to the size of the vehicular cloud to 
achieve better utilization and task completion guarantee within 
the given time. 

In this work, the centralized cloud comprises processing 
servers and an internal LAN that consists of a gateway router 
and two layers of switches.   As mentioned above, the objective 
of our model is to minimize the power consumption of the 

 

Fig. 1. Vehicular Cloud Architecture 



centralized cloud which is the sum of the power consumption of 
processing servers due to tasks processing and the power 
consumption generated from the inter-traffic transmission 
between the centralized cloud and any other vehicular cloud, as 
given below in equation (1).   

Objective: minimize:        																														 		ܴܲ௧	ఢ	் 			  	  		ܲܶ௧	ఢ	் 																														ሺͳሻ 

where 
T is the set of time slots,  
PR is the processing server power consumption at the 
centralized cloud given as: 																ܴܲ	 ൌ  		ܺ௦ǡǡ௧௦	ఢ	ௌǡୀଵ 		 Ǥ ݐ									ߙ א ܶ																					ሺʹሻ 

where ܺ௦ǡǡ௧ 	is the processing capacity of the centralized cloud 

node n assigned to task s at time slot t, and Į is the energy 
consumption per bit of the server, 
and PT is the inter-traffic transmission power consumption at 
the centralized cloud resulting from dividing the task among the 
centralized cloud and vehicular clouds. 

The MILP model is subject to a number of constraints 
including: 

 Assignment of processing demand constraint: 															ܴ௦ǡ௧ 	 ൌ  		ܺ௦ǡǡ௧	ఢ	ே ݏ										 א ܵǡ ݐ א ܶ																						ሺ͵ሻ 

Constraint (3) ensures that the processing demand of a task 
is satisfied by the processing capacities assigned to it in the 
different cloud nodes, where ܴ௦ǡ௧ is the processing demand of 

task s at time slot t. The set of tasks, cloud nodes, and the time 
slots are defined as S, N, and T, respectively.     

Cloud processing capacity constraint: 													 		ܺ௦ǡǡ௧௦	ఢ	ௌ 		  	 ܻǡ௧ ݊												 א ܰǡ ݐ א ܶ																				ሺͶሻ 

Constraint (4) ensures that the processing demands of the 
tasks/subtasks assigned to a cloud do not exceed the processing 
capacity of this cloud, where ܻǡ௧ is the capacity of cloud n at 

time slot t. 

Cloud and job time constraint: 										ߜ௦ǡǡ௧ 	Ǥ ௦ǡ௧ܯ 			  		 ǡ௧ܮ ݏ										 א ܵǡ ݊ א ܰǡ ݐ א ܶ										ሺͷሻ 

Constraint (5) ensures that the time demand of each task 
assigned to a cloud does not exceed the availability time of the 
cloud (the duration of the Red signal of traffic light) where ߜ௦ǡǡ௧  

is a binary variable equal 1 if a task s is assigned to cloud n at 
time slot t, and equal to 0 otherwise. ܯ௦ǡ௧ and ܮǡ௧ are the time 

demand of task s and the time availability of cloud n during time 
slot t, respectively. 

Task assignment constraints: 												  ே	ఢ	௦ǡǡ௧ߜ		 	 ൌ 	ͳ												ݏ א ܵǡ ݐ א ܶ																											ሺሻ 								ܺ௦ǡǡ௧ 	 ൌ 	 ௦ǡ௧ܤ Ǥ		ߜ௦ǡǡ௧ ݏ									 א ܵǡ ݊ א ܰǡ ݐ א ܶ														ሺሻ 

Constraint (6) ensures that each task is assigned to one cloud 
in each time slot under the single task assignment approach. 
Constraint (7) is used to enforce equal distribution of a task 
processing demand among all cloud nodes selected to serve the 
same task, where ܤ௦ǡ௧ is the portion of task s assigned to each of 

the clouds serving it at time t. 

V. RESULTS 

The model is executed to show the effects of the proposed 
vehicular cloud architecture on the power consumption average 
workload of the centralized cloud taking into account the two 
considered assignment approaches. Both approaches are run in 
many individual time slots (10 times slots), each with 6 
generated tasks and 4 temporal vehicular clouds. Fixed values 
are assumed for all tasks in terms of processing and execution 
time requirements: 5GHz and 15s respectively. The number of 
vehicles in each vehicular cloud is uniformly distributed and 
randomly chosen between 4 and 7 vehicles. The cloud sojourn 
(presence or duration) is equal to the red signal duration of the 
traffic light, and is also randomly chosen between 10 and 30 
seconds. Table 1 summarizes the rest of the input parameters of 
the model. 

A. The power consumption of the centralized cloud 

The model minimizes the power consumption of the 
centralized cloud by assigning more tasks to the vehicular 
clouds. We assume that the power consumption of the 
processing servers in the centralized cloud is proportional to the 
assigned workload, and an energy efficient management scheme 
is employed to power off the un-utilized servers. Figure 2 shows 
the results of the centralized cloud power consumption in each 
individual time slot. The results compare the case where all tasks 
are assigned to the centralized cloud (in the absence of our 
proposed architecture) and when both approaches (single and 
distributed task assignment) proposed in our architecture are 
employed. 

TABLE I.  INPUT PARAMETERS OF THE MODEL 

Inter-traffic between clouds 10 Mbps 

Centralized cloud server maximum power 

consumption  
300 W [27] 

Centralized cloud server CPU capacity 4 GHz [27] 

LAN switch maximum power consumption 3.8 kW [3] 

LAN switch capacity 320 Gbps [3] 

LAN gateway router maximum power consumption 5.1 kW [3] 

LAN gateway router capacity 660 Gbps [3] 

Onboard processing capacity for each vehicle 1 GHz 

 



 

Fig. 2. The power consumption of the centralized cloud 

As shown in Figure 2, the highest centralized clouds power 
consumption is observed when all the tasks are assigned only to 
the centralized cloud, namely when the vehicular cloud is not 
used to process any tasks. The single assignment approach 
results show a lower power consumption compared to the 
centralized task assignment. The lowest power consumption is 
achieved by the distributed task assignment approach, where the 
model succeeds in assigning more tasks to the vehicular clouds, 
and therefore, further minimizes the power consumption of the 
centralized cloud. Note that in some cases, the distributed 
approach will assign the whole task to the centralized cloud 
rather than distribute it to multiple vehicular clouds. This is 
because the traffic transmission power consumption is part of 
the power consumption objective to be minimized. Therefore, 
using such decisions, the model minimizes the overall power 
consumption (processing and transmission). The different 
individual values of power consumption in different time slots 
is due to the individual assumed clouds parameters in each time 
slots. The overall savings in power consumption are 45% and 
60% for the first and second approach (single and distributed 
assignment), respectively, compared to the centralized clouds 
assignment. 

B. The average workload of the centralized/vehicular clouds 

In this section, we assess the reduction in the average 
workload of the centralized cloud due to the two proposed 
approaches as well as the utilization efficiency and balance of 
workload among all vehicular clouds for each processed task. 
Workload balance is modeled to ensure that tasks are completed 
in the given time by distributing the load optimally (in 
proportion to the dynamic vehicular cloud size) among a subset 
of the available clouds at each time slot for each task. In the long 
run, this can result in a certain level of fairness in average 
workload distribution among the utilized vehicular clouds. 

Figure 3 shows the results of average workload of all clouds 
for the two proposed approaches, in addition to the centralized 
assignment case without implementing the vehicular cloud 
architecture. The average workload of a certain cloud is 
calculated by summing its workload at each time slot divided by 
the number of time slots. 

In the single task assignment approach, the results show that 
a lower workload is assigned to the centralized cloud, lower by 

43%, compared to the centralized assignment case because 
vehicular clouds help offload more tasks from the centralized 
cloud. In contrast, the same approach caused a higher average 
workload in the centralized cloud compared to distributed task 
assignment approach. The distributed assignment achieves 29% 
less workload compared to the single task assignment. This is 
because whenever the vehicular clouds processing capacity is 
less than the task processing demand, the single task assignment 
approach forwards the whole task to the centralized cloud which 
increases the centralized cloud workload, while the distributed 
task assignment approach can split the tasks into smaller slices 
to fill the available capacity in multiple vehicular clouds in a bin 
packing form to reduce the overall centralized cloud workload. 

Observing the workload balance between the vehicular 
clouds shows that a fair load balance distribution is not achieved 
or even considered in the single task assignment as no task 
splitting is allowed. Therefore, some vehicular clouds are 
utilized better than others as the tasks are assigned based on the 
processing capacity level. On the other hand, the distributed task 
assignment approach implements workload balance which leads 
to better utilization and long term fairness among vehicular 
clouds as shown in the set of results in Figure 3. The small 
differences between the vehicular cloud average workloads in 
the second approach are due to the vehicular clouds� different 
parameters in each time slot which results in choosing a different 
subset of clouds depending on the arrived task requirements. 

 

Fig. 3. The average workload of centralized/vehicular clouds 

We quantify fairness by calculating the standard deviation of 
vehicular clouds average workload in both approaches. The 
results prove that the distributed assignment gave a fairer 
balance with assignment standard deviation of 0.21 compared to 
a standard deviation of 0.47 for the single task assignment. 

VI. CONCLUSIONS AND FUTURE WORK 

This study introduced a distributed vehicular cloud 
framework that can be used in future smart cities. The aim of the 
proposed framework is to offload the computational burden of a 
centralized cloud by assigning more tasks to vehicular clouds 
formed near traffic lights. Consequently, the centralized cloud 
power consumption can be minimized which is the main 
objective of this work. We also take into account the task 



completion time within the given duration of the vehicular 
cloud, where the latter is dictated by the red signal duration.  

The framework is modelled using MILP to test two 
approaches of task assignment: single and distributed task 
assignment. It was found that the power consumption of the 
centralized cloud is reduced by 45% (in the first approach) and 
60% (in the second approach) compared to the case where all 
tasks are assigned to the centralized cloud only, given the 
model�s input parameters. The higher power saving in the 
second approach is due to the ability of vehicular clouds to host 
more processing workload, an average of 37% more workload, 
compared to the single task assignment approach. In addition, it 
was found that the second approach can induce fairness balance 
in the vehicular clouds despite the increase in the average 
workload. We plan to extend the work and develop a heuristic 
method to enable us to handle a large number of vehicular clouds 
beyond the MILP computational limitations. An overall fairness 
among all vehicular clouds will be introduced to achieve better 
utilization and to balance the vehicular clouds revenue. 
Furthermore, we will consider adding a middle layer of Fog 
servers to improve the quality of service for the processed tasks. 
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