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A Game Theoretic Optimization of RPL

for Mobile Internet of Things Applications
Harith Kharrufa, Student Member, IEEE, Hayder Al-Kashoash, and A.H. Kemp, Senior Member, IEEE

Abstract—The presence of mobile nodes in any wireless net-
work can affect the performance of the network, leading to
higher packet loss and increased energy consumption. However,
many recent applications require the support of mobility and an
efficient approach to handle mobile nodes is essential. In this
paper, a game scenario is formulated where nodes compete for
network resources in a selfish manner, to send their data packets
to the sink node. Each node counts as a player in the non-
cooperative game. The optimal solution for the game is found
using the unique Nash equilibrium (NE) where a node cannot
improve its pay-off function while other players use their current
strategy. The proposed solution aims to present a strategy to
control different parameters of mobile nodes (or static nodes in
a mobile environment) including transmission rate, timers and
operation mode in order to optimize the performance of RPL un-
der mobility in terms of packet delivery ratio (PDR), throughput,
energy consumption and end-to-end-delay. The proposed solution
monitors the mobility of nodes based on received signal strength
indication (RSSI) readings, it also takes into account the priorities
of different nodes and the current level of noise in order to select
the preferred transmission rate. An optimized protocol called
game-theory based mobile RPL (GTM-RPL) is implemented and
tested in multiple scenarios with different network requirements
for Internet of Things applications. Simulation results show that
in the presence of mobility, GTM-RPL provides a flexible and
adaptable solution that improves throughput whilst maintaining
lower energy consumption showing more than 10% improvement
compared to related work. For applications with high throughput
requirements, GTM-RPL shows a significant advantage with
more than 16% improvement in throughput and 20% improve-
ment in energy consumption.

Index Terms—Routing, WSN, IoT, RPL, mobility, game theory,
6LoWPAN, IoMT.

I. INTRODUCTION

The Internet of Things (IoT) evolution is leading to numer-

ous opportunities in different applications including robotics,

healthcare, smart environments, sports monitoring, animal

tracking, smart agriculture and many other fields on both

small and large scales. The Internet engineering task force

(IETF) has developed a number of standards in the recent

years to enable small resource-limited sensor nodes to com-

municate effectively. The IETF routing over low-power and

lossy networks (ROLL) working group provided protocol

specifications for the routing protocol for low-power and lossy
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networks (RPL). Using RPL, IPv6 nodes can communicate at

the network level and be easily connected to the Internet, RPL

is thus considered the routing protocol of IoT.

RPL uses IPv6 over low-power wireless personal area

networks (6LoWPAN) as an adaptation layer to allow the

full integration of wireless sensor networks (WSNs) and the

Internet. 6LoWPAN resides between the IEEE 802.15.4 MAC

and the Internet protocol (IP) in the network layers of the

IoT protocol stack, it is responsible for packet fragmentation

and reassembly. This allows transmission of IP packets with a

maximum transmission unit (MTU) of 1280 bytes over IEEE

802.15.4 links which allow a maximum of only 127 bytes for

data.

RPL was originally designed for static networks, once

the connections are established, it assumes that the network

is in a steady state and does not take mobile nodes into

account. There are many efforts to enhance RPL and many

are successful in creating new versions of RPL that take

into account the presence of mobile nodes. However, none of

these efforts consider analysing and optimizing the efficiency

of RPL in a mobile environment with regard to throughput,

energy consumption and end-to-end delay. Therefore, in this

paper, an analytical model is provided with a proposal for

a game theoretic design of RPL (GTM-RPL) using a vari-

able transmission rate to achieve higher packet delivery ratio

(PDR), lower end-to-end delay and better throughput whilst

maintaining efficient energy consumption. To achieve this, a

game is designed for nodes competing to send data in a mobile

environment, where mobility itself serves as an involuntary

action that influences decision making in all affected nodes.

The payoff function is defined to assess the profit gained

from increasing data transmission rate (the utility function)

against the cost induced by the presence of mobile nodes

(mobility function). Other factors are also taken into account

in formulating the payoff function including the priority of

nodes (priority function) and the energy consumption (energy

function) . In order to prove the presence of at least one Nash

equilibrium, a discussion and analysis are provided along with

the optimal solution of the game. Then, a proposal of a novel

GTM-RPL based on this design and a performance evaluation

in different IoT application scenarios are provided and tested

using Cooja over Contiki OS in a simulation environment.

The rest of the paper is organised as follows: Section II

provides an overview of research directed towards enhancing

RPL in the presence of mobility. Section III provides a

description of the native RPL and the proposed GTM-RPL

with a discussion on the related aspects of the protocol and

the formulation of the optimization game. Section IV presents
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the simulation settings and results, and provides a discussion

to compare GTM-RPL with relevant protocols in different

scenarios. Finally, Section V discusses the conclusions from

the paper.

II. RELATED WORK

RPL is a standardized routing protocol for low power

and lossy networks (LLNs) and is considered the standard

routing protocol for IoT applications [1]. There are many

efforts to improve and create enhanced versions of RPL taking

advantage of its flexible and scalable design. Since one of the

obvious disadvantages of using RPL is that it lacks mobility

support, several researchers focus on providing solutions to

accommodate mobile nodes.

The authors in [2] included a mobility flag in the DIO mes-

sage to distinguish static nodes, mobile nodes are then given

a higher cost in the parent selection process. This protocol

offers a higher PDR and better network stability, however it

does not include any metrics in the parent selection process

and it changes the RPL standard by adding the mobility flag

to DIO messages making it incompatible with the native RPL.

In [3], the authors added geographical information to the

routing metrics to find the direction of the node and to

choose the parent node in the forward direction. This approach

minimizes the number of dissociations which in turn improves

the stability of the network, but as it was designed for vehicular

networks, it assumes that nodes do not change their direction.

In addition to that, the results were based on a single mobile

node collecting data from static road signs.

In [4], the authors provided analysis of RPL under mobility

using a new algorithm for the trickle timer. The protocol uses

a reverse trickle timer for mobile nodes, this timer decreases

the interval until it reaches its minimum value. This protocol

improves recovery of disconnected mobile nodes but it requires

the user to preconfigure nodes with a mobility flag since it has

no way of detecting mobility on its own.

The authors in [5] introduced a corona structure with RPL

(Co-RPL). This mechanism divides the DODAG into circular

”coronas” around the root node to allow dissociated nodes to

seamlessly re-join the DODAG. It also uses a novel objective

function based on fuzzy logic FL-OF, this function uses

link quality, hop count, delay and residual energy as routing

metrics. This protocol improves PDR, delay and energy con-

sumption compared to the native RPL but it only supports one

mobile node moving at low speed and cannot accommodate

multiple mobile nodes in a dynamic network.

An interesting approach is introduced by [6] for healthcare

applications, it assumes a network with both mobile and static

nodes; a sound assumption for many healthcare applications.

Mobile nodes are configured to only act as leaf nodes mean-

ing that they do not send DIO messages and cannot serve

as routers. This approach allows mobile nodes to join the

DODAG but not to advertise themselves leading to a better

stability for the network. In this approach, the authors only

evaluate the performance of RPL with these settings but do

not actually change anything in its design.

One of the most popular protocols for mobile RPL is

mRPL [7] which is designed for mobile IoT applications.

This protocol significantly improves the operation of RPL in

the presence of mobile nodes by introducing four additional

timers to detect and manage mobility. The connectivity timer

is responsible for detecting a loss of connectivity to the parent

node. The mobility detection timer uses the average received

signal strength indication (ARSSI) to assess the reliability of

the connection. The hand-off timer is responsible for allocating

an adaptive short period that is sufficient for sending bursts of

DIS and receiving DIO replies in order to reduce the hand-off

delay. The reply timer is responsible for sending replies to the

mobile nodes using an adaptive period to minimize collisions.

mRPL considers ARSSI the only metric for routing and does

not consider using other metrics resulting in many unnecessary

hand overs. One of the improvements to mRPL was introduced

in [8] as mRPL++. It suggests using other routing metrics in

the objective function as the product of ARSSI and the ratio

between routing metrics of the potential parent node and the

current one. This protocol does not add much to mRPL and

is sometimes even less efficient in terms of PDR, delay and

energy consumption.

The authors in [9] proposed D-RPL for multihop routing

in dynamic IoT applications, aiming to improve the operation

of RPL in mobile environments with dynamic requirements.

D-RPL uses some of the features of mRPL in addition to

an adaptive timer that works as a reverse-trickle timer when

mobility is detected. It also includes routing metrics in the

decision making to minimize the number of unnecessary

hand overs while maintaining high responsiveness and smooth

transitions.

The novel contributions of this paper are: (i) Improving

and optimizing mobility management in RPL using a game

theoretic approach. (ii) Introducing an adaptive transmission

rate that depends on the conditions of the network and the

availability of resources. (iii) Using a RSSI and link quality

indicator (LQI) to assess the level of noise and the mobility

conditions at each node. (iv) Adding cost functions to reflect

on energy efficiency and priority, leading to an optimum

transmission rate that matches the network conditions and

application requirements.

III. GAME-THEORY BASED MOBILE RPL (GTM-RPL)

A. RPL description

RPL is an IPv6 routing protocol that was designed by the

IETF ROLL working group for low-power and lossy networks

(LLNs), it operates on the IEEE 802.15.4 standard using

6LoWPAN as an adaptation layer. This protocol creates a

multi-hop hierarchical topology for nodes, where each node

can send data to its parent node which in turn forwards

it upward until it reaches the sink or gateway node. It

successfully and efficiently manages data routing for nodes

that have restricted resources. It minimises the number of

transmitted control messages by introducing the trickle timer

[10] with an exponentially incremented interval to manage

transmission of control packets. The idea of the trickle timer

is built on the assumption that the network does not need

control messages except in the initial phase of establishing

connectivity. Although this is true in a static network, mobile



3

nodes make it impractical to use the trickle timer in its original

specifications. The main parameters of the trickle timer are

Imin, Idoubling and Imax.

Imin = 2n (1)

Imax = 2n+Idoubling (2)

The interval n produces Imin (ms) which is the initial and

minimum interval size of the trickle timer as shown in equation

(1). Idoubling decides Imax (ms) which is the maximum

interval size of of the trickle timer as shown in equation

(2). The selection of these values is critical even in a static

network because they directly affect PDR, end-to-end delay

and energy consumption of the network. High intervals lead

to low responsiveness to network’s inconsistencies including

those caused by node mobility, while low intervals mean

higher overhead leading to shorter lifetime for the network.

RPL builds the topology of the network based on a Directed

Acyclic Graph (DAG) with no outgoing edges so that no cycles

can exist. Every DAG is routed towards one or more DAG

roots forming a Destination-Oriented DAG (DODAG). The

DODAG is built using the predefined objective function which

contains the metrics for route selection. RPL maintains con-

nectivity using a number of control messages. The DODAG

Information Object (DIO) carries information including the

DODAG-ID and the rank to allow other nodes to discover

the DODAG. The Destination Advertisement Object (DAO)

contains the RPL instance ID that was learnt from the DIO

and it is sent from the child node to the parent node or the

DODAG root. The DODAG Information Solicitation (DIS) is

used to request a DIO from an RPL node.

There are currently two objective functions presented by

the IETF, the first one is Objective Function zero (OF0) [11]

which is a simple and basic objective function where nodes

select a parent node based on its rank in the DODAG. It does

not consider any other routing metrics and it is designed as a

general objective function that allows implementations of other

objective functions. The second one is theMinimum Rank with

Hysteresis Objective Function (MRHOF) [12] which is based

on routing metric containers. It transmits the metric container

in the DIO message and it uses the Expected Transmission

Count (ETX) to calculate the rank of the node, it also supports

residual energy as a routing metric.

A node using RPL starts its operation by waiting for a DIO

message, the probability that a node receives this message in

a given time depends on the number of neighbouring nodes

and their trickle settings. Once the node receives a DIO, it

sends a DAO message to the DODAG root and moves to the

active state. Depending on the application, the node transmits

or relays data towards the sink node and expects to receive

periodic DIO messages from its parent node. These messages

are sent periodically depending on the state of the network

and the settings of the trickle timer as shown in equations (1)

and (2).

The transition states of RPL are shown in Fig 1. The main

goal is to optimize RPL so that a node can have a high

probability of (b, c and d) and a low probability of (a). When

an RPL node starts, it waits for a DIO and the probability that

Fig. 1. Markov chain for RPL nodes

it stays in that state is represented by (a). If this node receives

a DIO, then it requests association from the potential parent

node and this is given a probability of (1-a). The probability

of a successful association is represented by (b) and therefore,

the probability of a failed request is (1-b). Once the node is

successfully connected, it starts sending data towards the sink

and this is denoted by a probability (c). In this state, there is

a (1-c) probability of dissociation due to any reason including

node mobility. Finally, there is a (d) probability that the node

is still in operation and in this case, it can restart the cycle

and wait for another DIO. In turn, if the energy is depleted,

the node fails and cannot resume operation until it is fitted

with new batteries and that is represented by a probability

(1-d). With the presence of mobile nodes in the network,

adaptive settings need to be added to RPL and for that reason,

a non-cooperative game is formulated where nodes compete

for network resources taking into account the requirements of

the application and the conditions of the network.

Although the application scenarios give an indication of a

cooperative behaviour, nodes are competing to send data at

higher transmission rates, causing higher levels of noise. A

node that increases its transmission rate, is maximising its util-

ity function but is also negatively affecting the utility function

of other nodes. This means that increasing transmission rate

will increase the payoff of the node itself, but not necessarily

the collective payoff of all players. For these reasons, the game

is considered a non-cooperative game with a goal to maximise

gain and minimise cost for the whole network.

B. GTM-RPL Game Formulation

Assuming a network with one static sink node that serves as

a gateway, a number of static nodes to ensure better coverage

and a number of mobile sensor nodes as shown in Fig 2.

Players P = p1, p2,. . . ,pn are competing to send data

packets to the sink node while playing the mobility man-
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Fig. 2. RPL topology

agement game. In game theory, each action performed by

a player affects the utility function of other players, actions

include changing data rate, parent node, trickle settings and

transmission power. The following rules define the game: (i)

Each node pk can send data at a rate of [0 , λmax]. (ii)

Mobile nodes have user-defined priorities R = r1,. . . ,rk,. . . ,rn
where rk is the priority of node pk ∀k ∈ N , nodes with

higher priority assume lower cost for energy consumption to

allow them to send data at higher rates. (iii) All nodes share

an application specific mobility metric Mm that reflects the

expected mobility intensity in a specific application, and a

density metric Dm that depends on the number of nodes,

coverage area of each node and total simulation area, if these

two metrics are not defined by the user, they are assumed

Mmo and Dmo respectively. (iv) Each node can measure the

RSSI of each message at the MAC layer to compute the link

quality (LQ) at a given time (t). (v) Sensor nodes have limited

resources with the exception of the sink node. (vi) All nodes

use Contiki OS with 6LoWPAN adaptation layer and inherit

their benefits and restrictions. The mobility management game

is defined by Γ = (N, (Sk)k ∈ N, (φk)k ∈ N), where N is

the number of players, Sk is a vector of the possible strategies

for player Pk, and φk is the payoff function for player Pk. The

payoff of each player represents the cost that a node Pk must

endure for taking an action Ak.

1) Players: represent the sensor nodes in the same collision

space of the network, (P1, . . . , Pk, . . . , Pn), ∀k ∈ N .

2) Strategies: each node has a set of possible actions

A = (A1, . . . , Ak, . . . , An)∀k ∈ N . Where Ak = [0, λmax]
represents the strategy space for player Pk and thus A =
∏N

k=1
Ak.

3) Payoff function: φk(Ak): defines the total cost for node

Pk to send data at a rate of λk to the sink node in a mobile

environment. The payoff function is defined to include the

profit (the utility function), the cost induced by mobility, the

energy cost and the node priority cost as follows:

• Utility Function Uk(Ak): represents the profit of player Pk

for using the strategy Ak. This function reflects the gain

of increasing transmission rate λk as each node tries to

maximise its throughput. In order to make sure that the

utility function is concave and its second derivative is always

negative, the utility function is defined as:

Uk(a) = α log(λk + C) (3)

Where α is a user defined factor and C is a safety constant to

make sure that there is always a defined value for the utility

function, otherwise at λ = 0, the value goes to infinity.

For each player, the goal is to increase transmission rate to

maximize the utility function and thus the profit, taking into

account the negative effects that may come with that, this

trade-off is explained in the other cost functions.

• Mobility Function Mk(ak, a−k): this function gives a mea-

sure of the cost incurred by the presence of mobility,

where a−k is the actions available for all players except

Pk(P1, . . . , Pk−1, Pk+1, . . . , Pn); k ∈ N . In order to have

a measure of mobility, (ARSSI) and LQI are used to

evaluate the link quality cost (LQ) as in [9]. Also, an

estimated mobility metric that is application specific is used

to indicate the mobility level for a given application. The

calculation of this metric depends on the mobility scenario.

In the simulations, the random waypoint mobility model is

used because it fairly reflects the actual mobility behaviour

in WSNs and IoT applications [13][14].

Mk(ak, a−k) = β Mm LQ λ (4)

Where β is a factor that can be changed in accordance with

the preference of the user and the type of the application.

Mm is the mobility metric and it is estimated according

to the mobility scenario. In order to calculate Mm the

following formula is used [15]:

Mm =
1

|N |

N
∑

i=1

N
∑

j=1

1

T

T
∫

0

|Vi(t)− Vj(t)| dt (5)

Where N is the number of node pairs in the network and is

equal to the total number of nodes in the RPL topology. T is

the total runtime in seconds. Vi(t)− Vj(t) is the difference

in speed between nodes i and j at time t. This metric

is not calculated based on the actual movement of nodes

because it is not possible to predict, but rather based on a

generated mobility scenario using Bonnmotion [16] , a free

and widely used tool for mobility scenario generation. In

order to calculate LQ, extensive simulations are conducted

to measure the effect of different LQ levels and the points

where they can be assumed reliable in terms of packet loss

and transmission delay.

• Energy function Ek(ak, a−k): energy consumption is one

of the most important factors in many IoT applications,

especially in cases where the cost of replacing batteries is

high. In any application, lower energy consumption means

better life span for the node itself and for the whole network.

ARSSI and DIS messages are used to control the trickle
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timer as in [9][7] and minimize the energy consumed due

to control messages. However, with regards to optimizing

throughput, limitations arise from the increased energy

consumption caused by sending data packets to the sink

node. Higher data rate means more packet transmissions and

thus higher energy consumption. Another important factor

is the density of the network, higher density means more

data is relayed which incurs additional packet transmissions

for all nodes. The density of the network also causes higher

congestion at the relay nodes leading to higher energy con-

sumption for relaying data and retransmitting lost packets.

Ek(ak, a−k) = γ Dm λ (6)

Where γ is the user defined weight given for energy saving

requirements, Dm is the density metric of the network. In

order to express the level of density in a network, this simple

formula is used [17]:

Dm =
|N |πT 2

r

A
(7)

Where N is the number of nodes, Tr is the transmission

range for each node and A is the deployment area. In the

simulations, it is assumed that the deployment area has a

good coverage giving a density metric Dm > 1.

• Priority function Prk(ak): In many IoT applications, some

nodes can be of higher importance than others. For example,

in a healthcare application, a node that monitors the well

being of a patient and informs a member of staff in case

of an emergency (fall detection, health risk, etc.) is usually

given a higher priority than nodes used for controlling room

temperature. The priority of nodes is set by the user to the

preferred level, otherwise nodes assume Prk = Pr0k as the

default priority.

Prk(ak) = δ prk λ (8)

Where δ is the user defined weighing factor, prk is the

priority of node k, ∀k ∈ N .

The factors α, β, γ and δ are added to give higher flexibility

to the design of GTM-RPL, allowing the user to customize it

according to the application demands and requirements. For

each player Pk∀k ∈ N , the payoff function can be declared

as:

φk(Ak) = α log(λk+C)−β Mm LQ λ−γ Dm λ−δ prk λ
(9)

In order to find a solution to the game Γ = (N, (Sk)k ∈
N, (φk)k ∈ N), a proof that it has a unique Nash equilibrium

is required, this means that each player can reach an optimal

strategy s∗k = λ∗

k where it has no incentive to change its

strategy given that all other players maintain their current

strategies.

Theorem 3.1: The formulated game is a concave n-person

game and it has at least one Nash Equilibrium.

Proof: The strategy vector for player Pk can be repre-

sented by Sk = [0, ..., λmax
k ], it is clear that the strategy set

of player Pk is closed and bounded meaning that the set Sk is

compact ∀k ∈ N . Consider x, y to be two points in the strategy

vector Sk in a Euclidean space where S =
∏n

k=1
Sk, the

strategy set Sk is convex if for any x, y ∈ Sk and η = [0, 1],
ηx+ (1− η)y ∈ Sk.

The Hessian matrix of the payoff function φk(Ak) =
α log(λk + C) − β Mm LQ λ − γ Dm λ − δ prk λ can

be defined as:

H =















∂2φ

∂λ2

1

∂2φ
∂λ1∂λ2

. . . ∂2φ
∂λ1∂λn

∂2φ
∂λ2∂λ1

∂2φ

∂λ2

2

. . . ∂2φ
∂λ2∂λn

...
...

. . .
...

∂2φ
∂λn∂λ1

∂2φ
∂λn∂λ2

. . . ∂2φ
∂λ2

n















(10)

By applying the second derivative test on the payoff function

φk, it is clear that the leading principal minor of the Hessian

matrix is negative definite at λ meaning that it reaches a local

maximum at λ as shown in equation (11) [18].

d2

dλ2
= φ′′

k(λ) = −
α

(λk + c)2
(11)

Theorem 3.2: The weighted non-negative sum σ(λk, r) is

diagonally strictly concave if the symmetric matrix [G(λk, r)+
G′(λk, r)] is negative definite ∀λk ∈ S where r is a non-

negative vector [19].

Proof: The weighted non-negative sum σ(λk, r) can be

written as a summation of φk(λ)

σ(λk, r) =
n
∑

k=1

rkφk(λ), ∀k ∈ N, rk ≥ 0 (12)

For each fixed value of r = (r1, r2, . . . , rn), a related

mapping of g(λk, r) is defined as gradients ▽kφk(λk).

g(λk, r) =











r1 ▽1 φ1(λ1)
r2 ▽2 φ2(λ2)

...

rn ▽n φn(λn)











(13)

Where g(λk, r) is the pseudo-gradient of σ(λk, r) and

▽kφk(λk) is given by:

▽kφk(λk) =
α

λk + C
− βMmLQ− γDm− δP r

k , ∀k ∈ N

(14)

From g(λk, r) in equation 13, its Jacobian matrix can be

defined by G(λk, r) as:

G(λk, r) =















r1
∂2φ

∂λ2

1

r1
∂2φ

∂λ1∂λ2

. . . r1
∂2φ

∂λ1∂λn

r2
∂2φ

∂λ2∂λ1

r2
∂2φ

∂λ2

2

. . . r2
∂2φ

∂λ2∂λn

...
...

. . .
...

rn
∂2φ

∂λn∂λ1

rn
∂2φ

∂λn∂λ2

. . . rn
∂2φ
∂λ2

n















(15)

Since the symmetric matrix [G(λk, r) + G′(λk, r)]∀k ∈
N,λk ∈ S, is negative definite, then the weighted non-

negative sum σ(λk, r) is diagonally strictly concave and the

game Γ = (N, (λk)k ∈ N, (φk)k ∈ N), has a unique Nash

equilibrium [19].
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C. Game Solution

To find the optimum solution of the game, the payoff

function φk(λk) needs to be maximised by choosing an

optimal strategy according to the game design. The optimal

transmission rate λ∗

k ∀k ∈ N,λ∗

k ∈ S is restricted by

0 ≤ λk ≤ λmax
k . To find the solution of the game, the

Lagrangian function is defined by:

Lk = Φk(λk) + ukλk + vk(λ
max
k − λk) (16)

Where uk and vk are the Lagrange multipliers and the Karush-

Kuhn-Tucker (KKT) [20] conditions for the maximization

problem are:

uk, vk ≥ 0

λk ≥ 0

λmax
k − λk ≥ 0

∇λk
Φk(λk) + uk∇λk

(λk) + vk∇λk
(λmax

k − λk) = 0

uk(λk), vk(λ
max
k − λk) = 0

The solution to the game can now be solved for each player

Pk, ∀k ∈ N , the outcome λ∗

k is the optimum transmission rate

depending on the state of the network and the user-defined

application parameters. The value of λ∗

k can be found using

equation (17).

λ∗

k =















0 Condition A

λmax
k Condition B

α

βMmLQ+ γDm+ δprk
− c Otherwise

(17)

where condition A and condition B respectively are:

βMmLQ+ γDm+ δprk ≥ α (18)

βMmLQ+ γDm+ δprk ≤
α

λmax
k + C

(19)

The optimum transmission rate λ∗

k is the Nash Equilibrium

for that node, ∀k ∈ N . This value changes when a node

moves (RSSI is affected) and when an other node changes

its transmission rate (LQI is affected).

D. Protocol Implementation

The proposed protocol is implemented using Contiki op-

erating system 3.0 [21] and COOJA [22] network simulator.

Algorithm 1 shows the basic operation of GTM-RPL, the main

optimization point is the value of λ∗

k. In the simulation, the

values of α, β, γ and δ are 4.7, 1, 0.05 and 0.1 respectively.

The value of Mm is 0.725 for the simulation scenarios and

the Dm is 9.42 giving a reliable coverage. The priority of

nodes can take a value of [1,10] depending on the application

requirements. λmax
k is set to 2, 4, 8 and 16 pkt/s and the

safety factor C = 0.1, these values depend on the application

requirement and were selected based on extensive simulations.

The value of LQ is calculated and updated at each node

based on RSSI and LQI and the values are mapped in

Fig 3. Lower values for LQ indicate better quality as LQ
represents the cost incurred due to the link quality. The initial

transmission rate λ0
k is set at (λmax

k /2) pkt/s and then updated

Algorithm 1 GTM-RPL operation

1: Initialization:

Set α, β, γ & δk
Set λmax

Set application metrics Mm & Dm
Set prk
Initialize trickle timer Imin, Imax, Idoubling
Set λ0

2: Active mode:

Read ARSSI
λ∗

k ← equation(17)
If (ARSSIt + KRSSI <ARSSIt−1) then

Send DIS to all neighbours

ITrickle
t = (ITrickle

t−1 /2)
If ITrickle <Imin then

ITrickle = Imin;

Else

Resume normal Trickle

End
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Fig. 3. Link quality

periodically throughout the simulation according to equation

(17).

The mobility detection part of the protocol is also shown in

Algorithm 1 and it uses the change in values of RSSI as a

mobility detection parameter. It sends multicast DIS messages

to all neighbours and triggers the reverse-trickle timer to

improve responsiveness and maintain connectivity.

IV. SIMULATION ANALYSIS

The simulations are focussed on two healthcare applications,

the first one is patient monitoring in an elderly care unit, and

the second application is hospital environment monitoring.

Both applications share some of the simulation parameters

provided in Table I.

The proposed protocol is evaluated and compared with

related protocols in terms of PDR, throughput and energy

consumption using Contiki OS and COOJA simulator. The

simulation uses a Tmote Sky platform which is emulated

by COOJA, and a unit disk graph medium (UDGM) as

the wireless channel taking into account noise levels and

interference.
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TABLE I
SIMULATION PARAMETERS

Parameter Value

λmax 2, 4, 8, 16 packets / s

Packet size 64 bytes

Simulation Area 1600 m2

Number of Nodes 11 nodes + 1 sink node

Transmission Range 20m

Mobility Scenario Random Waypoint, 0 to 2 m/s

Imin / Idoubling 8 / 6

Simulation Time 1 hour

Radio CC2420

A. Elderly Monitoring

In this application, wearable sensor nodes are attached to

patients in the elderly care unit shown in Fig 4 to monitor

their well being as well as information about the environment

around them. These sensors read the blood pressure of patients

and inform the medical staff of any abnormality. They also

monitor the mobility habits of patients and provide personal-

ized health advice. In addition to fall detection sensors that

alarm the staff of any accidents. In the simulation, one sink

node is used with three fixed sensor nodes to provide better

coverage and eight mobile nodes attached to patients. In the

simulation, the sensor nodes are all given the same priority of 5

and they compete to send periodic messages to the sink node.

The results show a performance evaluation of the proposed

GTM-RPL and compare it against the native RPL and mRPL.

RPL has no way of managing mobility but nonetheless it is

shown as a baseline for comparison. mRPL on the other hand

has an excellent mobility management approach but it uses

a fixed transmission rate and does not adapt to the mobility

of nodes. For the sake of comparison, different transmission

rates are used, 2 pkt/s and 4 pkt/s to show the performance at

different settings.

Fig 5 shows the PDR as a percentage for each node, all

protocols achieve high PDR (above 88%) for the first three

static nodes but for mobile nodes, the native RPL goes down

to around 44% at 4 ptk/s and 47% at 2 pkt/s. mRPL at 4

pkt/s achieves around 78% PDR while at 2 pkt/s reaches up

to 88%. GTM-RPL achieves a similar PDR of around 88%

at both transmission rates and it outperforms mRPL by more

than 10% in the 4 pkt/s scenario.

Although GTM-RPL does not show an advantage against

mRPL at 2 pkt/s, it is clear that mRPL unlike GTM-RPL, is

not trying to optimize the transmission rate. The throughput

shown in Fig 6 shows that GTM-RPL provides almost twice

the size of successfully transmitted data. mRPL at (4pkt/s) is

always sending at the maximum transmission rate and yet it

does not show an advantage compared to GTM-RPL in terms

of throughput. This is because it has a lower PDR and thus

a higher number of packets are dropped before reaching the

sink node.

Fig 7 shows the energy consumption (mj) per packet, the

native RPL has a low PDR causing an increase in the number

Fig. 4. A typical elderly care unit
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of lost packets and thus a high energy consumption per

successfully transmitted packets. At 2 pkt/s, mRPL and GTM-

RPL achieve similar energy consumption per packet but at 4

pkt/s, GTM-RPL shows an improvement of more than 16%

energy consumption for the same throughput compared to

mRPL due to higher packet loss in mRPL. Although GTM-

RPL aims to maximize the data transmission rate at each node,

it takes into account the mobility of nodes and the noise

level caused by higher transmission rates. The presence of

mobility affects the value of RSSI and the transmission rates

of neighbouring nodes affect the value of LQI and thus LQ,

both RSSI and LQ are important parameters in the selection

of the optimum transmission rate.

Fig 8 shows the average end-to-end delay for packets

travelling from the application layer of the sending node to the

application layer of the receiving node. At a transmission rate

of 2 pkt/s, GTM-RPL and mRPL show similar results because

the number of nodes and the frequency of transmission are

not high enough to cause an increase in the LQ cost. At a

transmission rate of 4 pkt/s however, GTM-RPL has 15%

lower average end-to-end delay compared to mRPL. The

native RPL has an average end-to-end delay of more than

five seconds for both transmission rates because it is less

responsive to network changes and has no efficient way of

managing mobility.

B. Hospital Environmental Monitoring

In this application, one sink node and 11 sensor nodes

are deployed in one of St James’s hospital wards in Leeds.

As shown in Fig 9, the area in the middle is not accessible

leading to a different mobility limitation. Three of the sensor

nodes are fixed in range of the sink node while the other eight

nodes are attached to patients, equipment and staff to provide

a wider sensing area and more accurate readings. The sensor

nodes read a range of information including temperature,

humidity and light levels and send it through the sink node

to actuators in order to take an action and either fix the

problem automatically (e.g. opening a window) or inform the

appropriate entity, sensors also read patient data and monitor

their medical condition. It is assumed that two of the patient

nodes, number 5 and 6, have a high risk of emergency and

thus give them a high priority of 1 while giving the rest of the

nodes a normal priority of 5. Nodes with higher priority focus

more on sending the data at higher rates and worry less about

energy consumption compared to nodes with lower priority.

This application requires high throughput because of the wide

range of data and the probability of urgent incidents. For this

scenario, three different transmission rates of 4, 8 and 16 pkt/s

are used for testing.

The simulation results for this application are shown for

three protocols, GTM-RPL, mRPL and the native RPL each

at three transmission rates 4, 8 and 16 pkt/s. Fig 10 shows

the PDR for each protocol using the three different settings.

GTM-RPL uses an adaptive transmission rate that changes

during operation and reaches a maximum of 4, 8 and 16

pkt/s depending on the configuration, while RPL and mRPL

use a fixed value of 4, 8 and 16 pkt/s and do not change it

during operation. At a transmission rate of 4 pkt/s, the results

are relatively similar to the first scenario with GTM-RPL

outperforming mRPL by around 10%. Using a transmission

rate of 8 pkt/s, the effect of LQ becomes more obvious and

GTM-RPL transmits at around 6.2 pkt/s for normal priority

nodes and at 6.5 pkt/s for high priority nodes to avoid packet

loss while mRPL and RPL send data at 8 pkt/s causing higher

packet loss due to high noise and traffic congestion. It can

be seen that GTM-RPL has an improvement of more than

25% in terms of PDR compared to mRPL. At a transmission

rate of 16 pkt/s, GTM-RPL keeps the same transmission rates

(6.2 - 6.5 pkt/s) given the same mobility model and the same

network conditions. It is clear to see that mRPL and RPL

nodes sending at 16 pkt/s have less than 25% PDR due to

high noise and congestion.

Fig 11 shows that GTM-RPL achieves similar throughput

at a transmission rate of 4 pkt/s while GTM-RPL outperforms

mRPL by 10% and 50% at transmission rates of 8 and 16

pkt/s respectively. At 16 pkt/s, mRPL has lower throughput

compared to the same protocol sending at 8 pkt/s. This

indicates that, although increasing the transmission rate seems

like the right solution to optimize throughput. Sending data at

rates that are too high can deteriorate the throughput due to

significantly higher levels of packet loss. The throughput at

nodes 5 and 6 show slightly higher throughput than the rest

of the mobile nodes showing the effect of priority on node
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Fig. 9. Hospital environmental monitoring
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performance.

The energy consumption levels in Fig 12 show that GTM-

RPL maintains relatively low energy consumption for all set-

tings outperforming both mRPL and RPL. The native RPL has

a very high energy consumption per successfully transmitted

packet due to high packet loss especially for mobile nodes.

GTM-RPL and mRPL on the other hand do not lack the

efficiency in managing mobile nodes and thus the difference

in energy consumption between static and mobile nodes is less

significant.

The average end-to-end delay in Fig 13 shows the average

time that a packet needs to travel from the application layer

of the sending node to the application level of the destination.

One of the main causes of high delay in RPL is congestion
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[23], and it is affected by both the presence of mobility and

the transmission rate of nodes. GTM-RPL avoids congestion

by managing both the mobility of nodes and their transmission

rate. For this reason, GTM-RPL maintains relatively low end-

to-end delay at all simulated scenarios while mRPL and

the native RPL have higher delay especially at increased

transmission rates.

V. CONCLUSIONS

This paper provides comprehensive analysis for using RPL

in a mobile environment. Game theory is used in this paper

to find an optimal solution for routing depending on the

application requirements. The proposed approach uses a mo-

bility metric and a density metric that are application specific

parameters, to derive the mobility cost function and the energy

cost function respectively. The analyses in this paper are all

based on the IEEE 805.15.4 standard and 6LoWPAN protocol

stack in the presence of mobile nodes. The proposed solution

is tested and evaluated using COOJA emulator over Contiki

3.0 OS, and compared against related protocols. Simulation

results confirm the analysis of this paper and show that the pro-

posed GTM-RPL outperforms existing protocols in terms of

PDR, throughput, energy consumption and end-to-end delay.

It provides a flexible, adaptable and expandable solution for

routing in IoT applications with the presence of mobile nodes

achieving higher throughput whilst consuming less energy

showing more than 10% improvement compared to relevant

protocols. The advantage of using GTM-RPL becomes more

significant in demanding applications where simulation results

show that it improves throughput by 10% - 50% showing

better PDR, less energy consumption and reduced end-to-end

delay. GTM-RPL offers higher performance at a lower cost

taking advantage of the various parameters that contribute to

the optimization game. Using RSSI and LQ in addition to

the improved trickle timer provides an optimized solution for

routing in dynamic and mobile IoT applications.
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