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In this study, condition monitoring strategies are examined for gas turbine engines using vibration data. The focus is on data-driven approaches, for this reason a novelty detection framework is considered for the development of reliable data-driven models that can describe the underlying relationships of the processes taking place during an engine's operation. From a data analysis perspective, the high dimensionality of features extracted and the data complexity are two problems that need to be dealt with throughout analyses of this type. The latter refers to the fact that the healthy engine state data can be non-stationary. To address this, the implementation of the wavelet transform is examined to get a set of features from vibration signals that describe the non-stationary parts. The problem of high dimensionality of the features is addressed by “compressing” them using the kernel principal component analysis so that more meaningful, lower-dimensional features can be used to train the pattern recognition algorithms. For feature discrimination, a novelty detection scheme that is based on the one-class support vector machine (OCSVM) algorithm is chosen for investigation. The main advantage, when compared to other pattern recognition algorithms, is that the learning problem is being cast as a quadratic program. The developed condition monitoring strategy can be applied for detecting excessive vibration levels that can lead to engine component failure. Here, we demonstrate its performance on vibration data from an experimental gas turbine engine operating on different conditions. Engine vibration data that are designated as belonging to the engine's “normal” condition correspond to fuels and air-to-fuel ratio combinations, in which the engine experienced low levels of vibration. Results demonstrate that such novelty detection schemes can achieve a satisfactory validation accuracy through appropriate selection of two parameters of the OCSVM, the kernel width $\gamma$ and optimization penalty parameter $\nu$. This selection was made by searching along a fixed grid space of values and choosing the combination that provided the highest cross-validation accuracy. Nevertheless, there exist challenges that are discussed along with suggestions for future work that can be used to enhance similar novelty detection schemes.
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INTRODUCTION

Vibration measurements are commonly considered to be a sound indicator of a machine's overall health state (global monitoring). The general principle behind using vibration data is that when faults start to develop, the system dynamics change, which results in different vibration patterns from those observed at the healthy state of the system monitored. In recent years, gas turbine engine manufacturers have turned their attention into increasing the reliability and availability of their fleet using data-driven vibration-based condition monitoring approaches (King et al., 2009). These methods are generally preferred, for online monitoring strategies, over a physics-based modeling approach, where a generic theoretical model is developed and in which several assumptions surround its development. In the case of data-driven condition monitoring approaches, a model based on engine data can be constructed so that inherent linear and non-linear relationships, depending on the method, that are specific to the system being monitored, can be captured. For this reason, engine manufacturers see the need to implement such approaches during pass-off tests, where it is necessary to identify possible defects at an early stage, before complete component failure occurs.

Due to the complex processes taking place in a gas turbine engine, and since modes of failure of such systems are rarely observed in practice, the novelty detection paradigm is normally adopted for developing a data-driven model (Tarassenko et al., 2009), since in this case only data coming from the healthy state of the system are needed for training. On the other hand, conventional multi-class classification approaches are not as easy to implement, since it is not possible to have data and/or understanding (labels) from all classes of failure. The main concept of a novelty detection method is described Pimentel et al. (2014): training data from one class are used to construct a data-driven model describing the distribution they belong to. Data that do not belong to this class are novel/outsiders. In a gas turbine engine context, a model of “normal” engine condition (class \( N \)) is developed, since data are only available from this class. This model is then used to determine whether new unseen data points are classified as normal or “novel” (class \( A \)), by comparing them with the distribution learned from class \( N \) data. Such a model must be sensitive enough to identify potential precursors of localized component malfunctioning at a very early stage that can lead to total engine failure. The costs of a run-to-break maintenance strategy (i.e., decommissioning equipment after failure for replacement) are exceptionally high, but most importantly safety requirements are crucial, and thus, robust alarming mechanisms are required in such systems.

Novelty detection approaches exploit machine learning and statistics. In this study, we will use a non-parametric approach that is specific to the engine being monitored and relies solely on the data for developing the model. The novelty detection field comprises a large portion of the machine-learning discipline and therefore, only a few examples of literature, specific to the application of engine condition monitoring using machine learning, will be mentioned here. Some of the earliest works in this field were made possible through collaboration between Oxford University and Rolls Royce (Hayton et al., 2000). The authors in that paper have used data from vibrations to train a one-class support vector machine (OCSVM). The so-called tracked orders (defined as the vibration amplitudes centered at the fundamental of engine shaft speed and its harmonics) were used as training features for the OCSVM. The OCSVM has also been implemented to detect the impending combustion instability in industrial combustor systems using combustion pressure measurements and combustion high-speed images as input training data (Clifton et al., 2007). The method has also been extended in Clifton et al. (2014) to calibrate the novelty scores of the OCSVM into conditional probabilities.

The choice of the kernel function used in the OCSVM influences its classification accuracy significantly. Since a kernel defines the similarity between two points, its choice is mainly dependent on the data. However, the kernel width is a more important factor than the particular kernel function choice since it can be selected in a manner that ensures that the data are described in the best way possible (Scholkopf and Smola, 2001). Although kernel methods are considered as a good way of injecting domain specific knowledge in an algorithm like the OCSVM, the kernel function choice and its parameters’ tuning is not so straightforward. In this study, the authors follow a relatively simple approach to determine both the kernel function parameter and the optimization penalty parameter for the OCSVM. The kernel function parameter that was varied is the radial basis function (RBF) kernel width \( \gamma \), together with the optimization penalty parameter \( \nu \). In general, \( \gamma \) controls the complexity of describing the training examples, while \( \nu \) defines the upper bound on the fraction of training data points that are outside the boundary defined for class \( N \) data. Using these two parameters, a compromise can be made between good model generalization capability and good description of the data (training data set) to obtain accurate and reliable predictions.

The novelty detection scheme that is presented in the following sections has been developed for a gas turbine engine that operates on a range of alternative fuels on different air-to-fuel ratios. This engine is being used to study the influence of such operating parameters on its performance (e.g., exhaust emissions), and thus, it is important to enable the early detection of impending faults that might take place during these tests. Since we apply novelty detection on a global system basis, the whole frequency spectrum of vibration must be used for monitoring, rather than specific frequency bands that correspond to engine components. As will be shown later, large vibration amplitudes can be expected in any region along the spectrum.

EXPERIMENTAL SETUP AND DATA DESCRIPTION

The experimental data used in this work were taken from a larger project that aimed to characterize different alternative fuels from an engine performance perspective, e.g., fuel consumption and exhaust emissions. Alternative fuels that are composed of conventional kerosene-based fuel Jet-A1 and bio jet fuels have shown promising results in terms of reducing greenhouse gas emissions and other performance indicators. Several research
programs studied alternative fuels for aviation quite extensively, as reviewed in Blakey et al. (2011). The facility that was used to test the different alternative fuels under different engine air-to-fuel ratios, houses a Honeywell GTCP85-129, which is an auxiliary power unit of turboshaft gas turbine engine type. Thus, the operating principle of this engine follows a typical Brayton cycle. As can be shown in the schematic diagram of the engine in Figure 1, the engine draws ambient air from the inlet (1 atm) through the centrifugal compressor C1, where it raises its pressure by accelerating the fluid and passing it through a divergent section. The fluid pressure is further increased across a second centrifugal compressor C2, before being mixed with fuel into the combustion chamber (CC) and ignited to add energy into the system (in the form of heat) at constant pressure. The high temperature and pressure gasses are expanded across the turbine, which drives the two compressors, a 32 kW generator G that provides aircraft electrical power and the engine accessories (EA), e.g., fuel pumps, through a speed reduction gearbox.

The bleed valve (BV) of the engine, allows the extraction of high temperature, compressed air (~232°C at 338 kPa of absolute pressure) to be passed to the aircraft cabin and to provide pneumatic power to start the main engines. This allows the engine to be tested on different operating modes as the air-to-fuel mass flow that goes into the CC can be changed with the BV position. The energy loss arises from the decrease in work done $w_{c2}$ to the engine’s working fluid as it passes through the second compression stage. The amount of lost work is proportional to the extracted bleed air mass $m_{bleed}$ and can be expressed as $w_{c2} = m_{bleed}c_PdT$, with $c_P$ representing the heat capacity of the working fluid and $dT$ the temperature differential across the second compression stage. Since the shaft speed must remain constant at 4,356 ± 10.5 rad/s, the fuel flow controller achieves this by regulating the pressure in the fuel line, by injecting different mass fuel flow into the CC.

Increasing the fuel mass flow that goes into the CC to maintain constant shaft speed without a subsequent increase in air mass flow rate, raises the exhaust gas temperature, as can be shown in Table 1. This can be explained by the fact that when there is a deficiency of oxygen required for complete combustion of the incoming sprayed fuel, more droplets of fuel are carried further downstream of the CC, until they eventually burn. This gradual burning of fuel along the combustion section causes the associated flame to propagate further toward the dilution zone. Hence, inadequate cooling of the gas stream takes place, which causes higher combustor exit and, in turn, exhaust gas temperatures. This also implies that there is an upper and lower limit for the exhaust gas temperature, which is monitored and controlled by the electronic temperature controller.

Three operating modes have been considered by changing the BV on three positions. These modes are typical for an auxiliary power unit and correspond to a specific turbine load and air-to-fuel ratio. The turbine load is thus solely dependent upon the bleed load, whilst shaft load (amount of work required to drive generator and EA) is kept constant in all three operating modes. Using the conventional kerosene jet fuel, Jet-A1, the average values of key engine parameters change on the three operating modes as shown in Table 1. Regarding Mode 1, the engine BV is fully closed; no additional load on the turbine, while Mode 2, is a mid-power setting and is used when the main engines are switched off and there is a requirement to operate the aircraft’s hydraulic systems. During Mode 3, the engine BV is fully opened, which corresponds to the highest level of turbine load and exhaust gas temperature. This operating mode is selected when pneumatic power is required to start the aircraft main engines, by providing

**TABLE 1 | Averaged engine operating parameters for three operating modes on Jet-A1 fuel.**

<table>
<thead>
<tr>
<th>Engine operating modes</th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel mass flow rate (kg/s)</td>
<td>17.8</td>
<td>25.9</td>
<td>31.8</td>
</tr>
<tr>
<td>Air-to-fuel ratio</td>
<td>135.9</td>
<td>84.4</td>
<td>62.2</td>
</tr>
<tr>
<td>Exhaust gas temperature (°C)</td>
<td>323.0</td>
<td>475.8</td>
<td>604.3</td>
</tr>
</tbody>
</table>
sufficient air at high pressure to rotate the turbine blades until self-sustaining power operation is reached.

A piezoelectric accelerometer with sensitivity of 10 mV/g was placed on the engine support structure, sampling at 2 kHz ($f_s = 2$ kHz). The time duration for each test took 110 s. The fuels that were considered are blends of Jet-A1 and a bio jet fuel [hydro processed esters and fatty acids (HEFA)]. The specific energy density of HEFA is 44 MJ/kg, and thus, it can release the same amount of energy for a given quantity of fuel as that of Jet-A1.

The mass fractions of bio jet fuel blended with Jet-A1 in this study are as follows: 0, 2, 10, 15, 25, 30, 50, 75, 85, 95, and 100%. Additional blends of fuels were also considered for comparison: 50% liquid natural gas (LNG) + 50% Jet-A1, 100% LNG and 11% Toluene + 89% Banner Solvent.

Figures 2 and 3 show examples of the normalized time- and frequency-domain accelerations, respectively. The normalization was done by dividing each time- and frequency-domain acceleration amplitude by its corresponding maximum value, i.e., unit normalized, so that all amplitudes, corresponding to the different datasets, vary within the same range [0, 1]. In the time domain, it is shown that there are certain engine conditions, e.g., 85% Jet-A1 + 15% HEFA, in which the vibration responses of the engine operating under steady-state display strong non-stationary trends. Whereas for conditions such as 50% Jet-A1 + 50% HEFA, the vibration responses contain periodic characteristics, as can be more clearly seen at the frequency-domain plots. Note that the actual recorded acceleration time for each engine condition was 110 s, but, for reasons of clarity only 2 s are shown in the plots. Figure 3 shows that with condition 85% Jet-A1 + 15% HEFA, the engine experiences the highest overall amplitude level across the whole spectrum on Modes 1 and 3. While for Mode 2, the engine operating under condition 50% Jet-A1 + 50% HEFA exhibits the highest vibration levels throughout the whole frequency spectrum. The above demonstrate that the change in air-to-fuel ratio changes the statistical properties of the datasets and consequently the frequency-domain response of the engine for the different fuel blends. For Modes 1 and 3, with condition 50% Jet-A1 + 50% HEFA, a strong frequency component at 100 Hz is present. Strong periodicity is also present for 100% LNG, at the same frequency. Therefore, looking at the data we can distinguish two main groups, i.e., those that contain some strong periodic patterns and those that do not share this characteristic and in this case can be non-stationary, if appropriate evaluation of their time-domain statistics confirms that.

It is hard to provide a theoretical explanation of the physical context behind the vibration responses acquired, without a
valid physics-based model that can predict the engine’s vibration response as an output of a system where, apart from the dynamics context, complex thermochemical, and other physical processes take place. At the same time, the nature of the modeling/monitoring problem, if approached from a physics-based perspective, suggests that model validation would be a significant challenge. Choosing a data-driven strategy overcomes this challenge, since the system examined (engine in operation) is treated as a black box.

### DATA ANALYSIS METHODS

As mentioned in the Section “INTRODUCTION,” this study follows a machine-learning framework for the condition monitoring of engines using vibration data. This means that, to develop a methodology that can be used to detect novel engine patterns from vibration data, three subsequent steps should be taken, following the data acquisition stage. Those are, namely, data preprocessing, feature extraction, and development of a learning model of normal engine behavior (Tarassenko et al., 2009).

#### Preprocessing of Raw Vibration Data

To improve the ability of the novelty detection scheme to determine whether a data point belongs to the class $\mathcal{N}$ or $\mathcal{A}$, while removing absolute values, a preprocessing method was applied prior to feature extraction. As has been shown in Clifton et al. (2006), this step has a major effect for the novelty detection system since it enables a better discriminating capability between the two different classes. Scaling and normalization is also important for most condition monitoring systems for the removal of any undesirable environmental or operational effects in the analyzed data (He et al., 2009). As a preprocessing method, it is considered for improving the performance of one-class classifiers (Juszczak et al., 2002): it is a very good practise when working with machine-learning algorithms to scale the data being analyzed, since large absolute value ranges of features will tend to dominate the ones with smaller value ranges (Hsu et al., 2016). In this study, the aim is to enhance the difference in vibration amplitude for classes $\mathcal{N}$ and $\mathcal{A}$, and therefore, the data are chosen to be scaled across the different conditions tested (not across time).

First, a $D$-dimensional matrix $X = \{x_i, \ldots, x_N\}$ of class $\mathcal{N}$ was constructed. An index $i = 1, \ldots, N$ is used to denote the different conditions that were included in this matrix, i.e., the various fuel blends on the three modes of operation. A separate matrix $Z = \{z_1, \ldots, z_L\}$ containing data from both classes (25% of engine conditions are from class $\mathcal{A}$), was also constructed. This prior labeling of the two classes, was performed by assembling a matrix with all the raw data (prior to preprocessing) and reducing its dimensions to 2 using principal component analysis (PCA), for visualizing it. The observed data points in the two-dimensional space of PCA that were far from the rest of the data were assigned the class $\mathcal{A}$ label, while all the others were given the class $\mathcal{N}$ label. For instance, the condition 85% Jet-A1 + 15% HEFA at Mode 1 was given the former label.

The scaled version of matrix $X$ was obtained as follows:

$$\bar{x}_i = \frac{x_i - \bar{x}}{\sigma_x},$$  \hspace{1cm} (1)

where the mean vector is defined as $\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i$ and the variance vector as $\sigma_x = \frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})^2$. Now, the scaled version of matrix $Z$, with an index denoting the different conditions in the matrix $j = 1, \ldots, L$, containing data from both classes was obtained as follows:

$$\zeta_j = [z_j - \bar{x}] / \sigma_x.$$  \hspace{1cm} (2)

#### Feature Extraction of Preprocessed Raw Vibration Data

The process of feature extraction follows after the data preprocessing stage. The wavelet packet transform (WPT) is chosen for this purpose. All the coefficients from the time-scale transformations are used as inputs to an algorithm that is suitable for linear or non-linear dimensionality reduction, the kernel principal component analysis (KPCA). This procedure of data transformation using wavelet bases and projection onto a set of lower-dimensional axes is advantageous in cases when there is no knowledge about the characteristic frequencies of the mechanical system being monitored.

#### Wavelet Coefficients

The objective of this stage is to obtain a set of discriminating features from the preprocessed raw vibration data, so that the learning model will then be able to easily separate the two classes of engine conditions. It was previously shown in Figure 3 that there is a certain degree of dissimilarity between the engine conditions with regards to their amplitudes in the frequency spectrum. Hence, to capture both time- and frequency-domain information from the data, it is necessary to use time–frequency methods. The wavelet transform allows one to include time information for the frequency components. Non-stationary events can, therefore, be analyzed using the wavelet transform. It is expected that the data can be more effectively described than with Fourier-based methods, where any non-stationary regions of the stochastic signal are not localized in time. Choosing a time–frequency approach, such as the wavelet transform, might be the best option for the type of data processed in this study. The simplest time–frequency analysis method, the short-time Fourier Transform, will not be an optimal option as the window size is fixed. Hence, there exist resolution limitations, determined by the uncertainty principle, which could hinder the analysis of potentially non-stationary parts of the signal.

The wavelet transform solves the problem of fixed window size, by using short windows to analyze high frequency components (good time localization) and large windows for low frequency components (good frequency localization). An example of wavelet transforms applied for condition monitoring applications was presented in Fan and Zuo (2006). Several other frequency methods exist for monitoring applications, e.g., the Empirical Mode Decomposition, as presented in Antoniadou et al. (2015), which can offer similar benefits to the wavelet transform. However, the latter method is chosen in this work because it is very easy to implement and a proven concept that is mathematically well grounded. The wavelet transform was originally developed for constructing a map of dilation and translation parameters. The
dilation represents the scales $s \approx 1/\text{frequency}$ and translation $\tau$ refers to the time-shift operation. Consider the $n$th engine condition $\chi_n(t)$, with $t = [0, \ldots, 110]$. The corresponding wavelet coefficients can be calculated as follows:

$$c(s, \tau) = \int \chi_n(t) \psi_{s, \tau}(t) \, dt.$$  

The function $\psi_{s, \tau}$ represents a family of high frequency short time-duration and low frequency large time-duration functions of a prototype function $\psi$. In mathematical terms, it is defined as follows:

$$\psi_{s, \tau}(t) = \frac{1}{\sqrt{|s|}} \psi \left( \frac{t - \tau}{s} \right), \quad s > 0,$$

when $s < 1$ the prototype function has a shorter duration in time, while when $s > 1$ the prototype function becomes larger in time, corresponding to high and low frequency characteristics, respectively.

In Mallat (1999), the discrete version of Eq. 3, namely, the discrete wavelet transform (DWT), was developed as an efficient alternative to the continuous wavelet transform. In particular, it was proven that using a scale $j$ and translation $k$, that take only values of powers of 2, instead of intermediate ones, a satisfactory time–frequency resolution can be still obtained. This is called the dyadic grid of wavelet coefficients, and the function presented in Eq. 4, becomes a set of orthogonal wavelet functions:

$$\psi_{j, k}(t) = 2^{j/2} \psi \left( 2^j t - k \right),$$

such that redundancy is eliminated using this set of orthogonal wavelet bases, as described in more detail in Farrar and Worden (2012).

In practice, the DWT coefficients are obtained by convolving $\chi_n(t)$ with a set of half-band (containing half of the frequency content of the signal) low- and high-pass filters (Mallat, 1989). This yields the corresponding low- and high-pass sub-bands of the signal. Subsequently, the low-pass sub-band is further decomposed with the same scheme after decimating it by 2 (half the samples can be eliminated per Nyquist criterion), while the high-pass sub-band is not analyzed further. The signal after the first level of decomposition will have twice the frequency resolution than the original signal, since it has half the number of points. This iterative procedure is known as two-channel sub-band coding (Mallat, 1999) and provides one with an efficient way for computing the wavelet coefficients using conjugate quadrature mirror filters. Because of the poor frequency resolution of the DWT at high frequencies, the WPT was chosen for feature transformation. The difference between DWT and WPT, lies on the fact that the latter decomposes the higher-frequency sub-band further. The schematic diagram of the WPT up to 2 levels of decomposition is shown in Figure 4. First, the signal $\chi_n(t)$ is convolved with a half-band low-pass filter $h(k)$ and a high-pass filter $g(k)$. This gives, the wavelet coefficient vector $c_{1,1}$, which captures the lower-frequency content $[0, f_s/4]$ Hz and the wavelet coefficient vector $c_{2,1}$ that captures the higher-frequency content $(f_s/4, f_s/2)$ Hz. After $j$ levels of decomposition the coefficients from the output of each filter are assembled on a matrix $c_n$, corresponding to the $n$th engine condition $\chi_n$. Note that each coefficient has half the number of samples as $\chi_n(t)$ in the first level of decomposition. In this study, four levels of decomposition were considered as an intermediate value. The above process was repeated for the rest of the $N − 1$ engine conditions to get the matrix of coefficients $C = \{c_1, \ldots, c_N\}$.

Low-Dimensional Features

The wavelet coefficients matrix $C$ is a $D$-dimensional matrix, i.e., it has the same dimensions as the original dataset. Hence, lower-dimensional features are necessary to prevent overfitting, which is associated with higher dimensions of features. In this study, the PCA, was initially used for visualization purposes, e.g., to observe possible clusters of the data points for matrix $X$. Its non-linear equivalent, the KPCA, is used for dimensionality reduction so that non-linear relationships between the features can be captured.

Principal component analysis is a method that can be used to obtain a new set of orthogonal axes that show the highest variance in the data. Hence, $C$ was projected onto 2 orthogonal axes, from its original dimension $D$. In PCA, the eigenvalues $\lambda_k$ and eigenvectors $u_k$ of the covariance matrix $S_C$ of $C$ are obtained by solving the following eigenvalue problem:

$$S_C \, u_k = \lambda_k \, u_k,$$

where $k = 1, \ldots, D$. The eigenvector $u_1$, corresponding to the largest eigenvalue $\lambda_1$ is the first principal component, and so on. The two-dimensional representation of $C$, i.e., $Y$ (an $N \times k$ matrix), can be calculated through linear projection, using the first two eigenvectors:

$$Y = C \, u_{k=1,2}.$$

In Schölkopf et al. (1998), the KPCA was introduced. This method is the generalized version of the PCA because scalar products of the covariance matrix $S_C$ are replaced by a kernel function. In KPCA, the mapping $\phi$ of two data points, e.g., the
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nth and the mth wavelet coefficient vector $c_n$ and $c_m$, respectively, is obtained with the RBF kernel function as follows:

$$k(c_n, c_m) = e^{-\gamma \|c_n - c_m\|^2}. \quad (8)$$

Using the above mapping, standard PCA can be performed in this new feature space $\mathcal{F}$, which implicitly corresponds to a non-linear principal component in the original space. Hence, the scalar products of the covariance matrix are replaced with the RBF kernel as follows:

$$S_k = 1/N \sum_{i=1}^{N} \phi(c_i)^T \phi(c_i). \quad (9)$$

However, the above matrix cannot be used directly to solve an eigenvalue problem as in Eq. 6, because of its high dimension. Hence, after some algebraic manipulation, the eigenvalues $\ell_d$ and eigenvectors $u_d$ can be computed for the kernel matrix $\mathcal{K}$ (of size $N \times N$), instead of the covariance matrix (of size $\mathcal{F} \times \mathcal{F}$). Therefore, in KPCA, we are required to find a solution to the following eigenvalue problem instead:

$$\mathcal{K} u_d = \ell_d u_d, \quad (10)$$

where $d = \{1, \ldots, N\}$, since $\mathcal{F} > N$, the number of non-zero eigenvalues cannot exceed the number of engine operating conditions $N$ (Bishop, 2006). Using the eigenvectors of the kernel matrix, it is possible to obtain the new projections $\mathcal{Y} = \{y_1, \ldots, y_N\}$ of the mapped data points of wavelet coefficients $\phi(c_i)$ on a non-linear surface of dimensionality $d$ that can vary from 1 up to $N$.

### Learning Model for Novelty Detection

Support vector machines as a tool for classification offer the flexibility of an artificial neural network, while overcoming its pitfalls. Using a kernel function to expand the original input space into a higher dimensional one to find a linear decision hyperplane is closely related to adding more layers to an artificial neural network. Therefore, the algorithm can be adapted to match the characteristics of our data better, in such a manner that enhances the prediction accuracy. Given that OCSVM forms a quadratic optimization problem, it guarantees to find the optimal solution to where the linear decision hyperplane must be positioned (Schölkopf et al., 2001; Shawe-Taylor and Cristianini, 2004). On the other hand, it is possible to obtain a local optimum as a solution to finding the mean squared error in an artificial neural network using the gradient descend algorithm.

As training data, we use the matrix obtained from KPCA, i.e., $\mathcal{Y}$. Whereas, lower-dimensional representations of testing data (from the matrix $Z$) are obtained by following the same feature transformation, selection, etc. The OCSVM methodology allows the use of the RBF kernel function, which maps the data points in $\mathcal{Y}$ in a similar way as that in KPCA. However, the formulation in the LIBSVM toolbox (Chang and Lin, 2011) is slightly different for the RBF kernel. Given two data points $y_n$ and $y_m$, the RBF kernel implemented in the OCSVM is defined as follows:

$$k(y_n, y_m) = e^{-\gamma \|y_n - y_m\|^2}. \quad (11)$$

After the training data are mapped via the RBF kernel, the origin in this new feature space is treated as the only member of class $A$ data. Then, a hyperplane is defined such that the mapped training data are separated from the origin with maximum margin. The hyperplane in the mapped feature space is located at $\phi(y_i) - \rho = 0$, where $\rho$ is the overall margin variable. To separate all mapped data points from the origin, the following quadratic program needs to be solved:

$$\min_{w, \rho, \xi} \quad 0.5w^T w + \frac{1}{N} \sum_{i=1}^{N} \xi_i - \rho$$

subject to: $$(w^T \phi(y_i)) \geq \rho - \xi_i, \quad i = 1, \ldots, N, \quad \xi_i \geq 0, \quad (12)$$

where $w$ is the normal vector to the hyperplane and $\xi$ are called slack variables and are used to quantify the misclassification error of each data point, separately, according to the distance from its corresponding boundary. The value $\nu$ that was previously mentioned is responsible for penalizing for misclassifications and is bounded $\nu \in (0, 1]$. The decision that determines whether an unseen data point $y^*$, i.e., from matrix $Z$, belongs to either of the two classes of engine conditions can be made by using the following function:

$$g(y^*) = \text{sgn} [w^T \phi(y^*) - \rho]. \quad (13)$$

For a data point from class $A$, $g(y^*) > 0$, otherwise, $g(y^*) \leq 0$. Note that for practical reasons, the optimization problem in Eq. 12 is solved by introducing Lagrange multipliers. One of the main reasons for that is because it enables the optimization to be written in terms of dot products. This gives rise to the “kernel trick,” which enables the problem to be generalized to the non-linear case by using suitable kernel functions, such as the RBF kernel that is used in this study.

### RESULTS AND DISCUSSION

In this work, the RBF kernel was used to map the data points of the OCSVM to an infinite dimensional feature space, where linear separation of the two classes can be achieved. By employing an OCSVM to our problem, we have available a wide range of kernel function formulations to use. The RBF kernel is one of the most popular ones, since it implies general smoothness properties for a dataset, an assumption that is commonly accepted in many real-world applications, as discussed in more detail in Schölkopf and Smola (2001). An RBF kernel has two parameters that need to be determined to adapt the OCSVM algorithm to the characteristics of the vibration signals expected in this study. These parameters are called the kernel width $\gamma$ and optimization penalty $\nu$. By observing the variation in validation accuracy $\alpha_v$ of the OCSVM on a fine grid of values of $\gamma$ and $\nu$, it was possible to determine the combination of those two values that maximize $\alpha_v$. The values of $\gamma$ and $\nu$ were chosen in steps of powers of 2, as suggested from a practical study in Hsu et al. (2016). The validation accuracy was calculated using a 10-fold cross-validation scheme to prevent overfitting the data. As discussed in more detail in Bishop (2006), the cross-validation scheme is used when the supply of training data is small. In such cases,
there are not enough data to separate them into training and validation datasets, to investigate the model robustness and accuracy. In our study, the number of engine operating conditions is relatively small as compared to the number of dimensions in the feature matrix. Therefore, cross-validation scheme is a possible solution to the problem of insufficient training data. In more detail, in this scheme the data are first divided into 10 equal-sized subsets. Each subset is used to test the model (which was trained on the other nine subsets) classification performance sequentially. Each data point in the dataset of vibration training data is predicted once. Hence, the cross-validation accuracy is the percentage of correct classifications among the dataset of vibration training data.

In Figure 5, we present two exemplar results of cross-validation accuracies variation on a grid space of $\gamma$ and $\nu$ parameters. These results correspond to the cross-validation accuracies obtained by training the OCSVM with the wavelet coefficients dataset after being “compressed” with PCA (right plot) and KPCA (left plot). The cross-validation accuracy was evaluated with $\nu$, in the range of 0.001 and 0.8 in steps of 0.002, while $\gamma$ being in the range of $2^{-25}$ and $2^{25}$ in steps of 2. The choice of this grid space for $\nu$ was made on the fact that this parameter is bounded, as it represents the upper bound of the fraction of training data that lie on the wrong side of the hyperplane [see more details in Schölkopf et al. (2001)]. In the case of $\gamma$, there was no upper and lower limits, therefore, a relatively wider range was selected. In both cases, the steps were determined such that computational costs were kept to a reasonable amount. Generally, the grid space decision followed a trial and error procedure for the given vibration dataset, to determine suitable boundaries and step size. As can be observed from the contour plots, the grid search allows us to obtain a high validation accuracy when an appropriate combination of $\gamma$ and $\nu$ is chosen. For our dataset, this combination can be found mostly on relatively low values of $\gamma$. As the value of $\gamma$ decreases, the pairwise distances between the training data points become less important. Therefore, the decision boundary of the OCSVM becomes more constrained, and its shape less flexible due to the fact that it will give less weight to these distances. Note that the examples in Figure 5, were produced with a $d = 100$ for $\mathcal{Y}$ and $D = 100$ for $Y$ (see Low-Dimensional Features), with the decomposition level of WPT $j = 4$ and (for KPCA only) a kernel width $\gamma_{\text{KPCA}} = 1$. Clearly, using KPCA with the RBF kernel, a maximum cross-validation accuracy of around 95% can be obtained, while with the standard PCA the classification accuracy of the OCSVM is relatively poor, i.e., around 60%. Hence, there is an advantage of using KPCA over standard PCA for the specific dataset that is being used in this study. This is expected since KPCA finds non-linear relationships that exist between the data features.

The grid search method for finding “suitable” values for $\gamma$ and $\nu$, offers an advantage when other parameters, e.g., KPCA kernel width $\sigma_{\text{KPCA}}$, cannot be determined easily. It can be demonstrated that $\alpha_{\text{c}}$ can be increased significantly, in comparison to a fixed set of default values. The LIBSVM toolbox suggests the default values to be $\nu = d^{-1}$ and $\gamma = 0.5$. In Figure 6, the validation accuracy is shown for different values of KPCA kernel width $\sigma_{\text{KPCA}}$ and number of principal components $d$, for the cases when $\gamma$ and $\nu$ were selected from grid search and when they were given their fixed default values. It is clear from those two plots that the OCSVM parameters $\gamma$ and $\nu$ can be “tuned” such that the validation accuracy can be maximized, regardless of the choice of $d$ and $\sigma_{\text{KPCA}}$. This observation illustrates the strength of kernel-based methods, in general, since the kernel width can have a great influence in describing the training data. Most of the times, choosing this parameter is only necessary to obtain a suitable adaptation of our algorithms (Shawe-Taylor and Cristianini, 2004). As can be seen by choosing different $\nu$ and $\gamma$ combinations each time (according to the grid search procedure), the maximum achievable validation accuracy is always close to 100%. This is a major improvement from the corresponding accuracy that can be obtained using the fixed set of values. Moreover, this demonstrates that it is not so challenging to “tune” a support vector machine, since there are only two parameters that need to be found, and this can be done using the grid search procedure. In contrary, an artificial neural network requires its architecture, the learning rate of gradient descent, among other parameters to be specified beforehand, which makes the problem of “tuning” the algorithm much more difficult. Nevertheless, the strongest point of a support vector machine is its ability to obtain a global optimum solution for any chosen value of $\gamma$ and $\nu$ we specified, such that its generalization capability is always maximized.

As it was shown previously in Figure 5, the chosen $\gamma$ value (from the grid search) was very small. This is true for every case.
examined, e.g., for different $d$ values. For this reason, it can be said that the algorithm generalizes better with a less complex decision boundary. However, the “tuning” of the OCSVM proves to be challenging because the prediction accuracy (using the test data set) is lower than expected, i.e., less than 50%. Most of the errors occurred for data points wrongly accepted as coming from class $A$, whereas in reality they belonged to class $N$. Plausible reasons for the unsatisfactory performance of the OCSVM on the test data set are discussed below:

- The validation stage of the OCSVM evaluates only the errors of wrongly rejecting data from class $N$. One could assume that the reason behind this misclassification could be associated with the errors in the calculation of the parameters $\gamma$ and $\nu$ estimated with the grid search. In terms of choosing $\gamma$ and $\nu$, there have been a few attempts to tackle this problem in different ways than grid search. For instance, in Xiao et al. (2015), the authors presented methods to choose the kernel width $\gamma$ of the OCSVM with what they refer to as “geometrical” calculations.

- Due to the nature of the data, there is a lot of variability between the engine conditions and within each condition, too. Therefore, it is difficult to develop a model using class $N$ data if the characteristics of each condition within the same class are different. The choice of appropriate training data is an important factor for the data-driven approaches followed. In this case, the representation of the data should be chosen to be in domains with appropriate time resolution and the pattern recognition algorithms chosen should potentially not depend on training but work in an adaptive framework.

**CONCLUSION**

In this study, we have followed a novelty detection scheme for condition monitoring of engines using advanced machine-learning methods, chosen as appropriate for the kind of data analyzed. This resulted in a better description of the main challenges that can be faced when following a data-driven strategy for monitoring engine vibration data. The novelty detection scheme was chosen over a classification approach due to the lack of training data for the various states of an engine’s operation, commonly faced in real life applications. The following steps were examined as fundamental, optimal methods for the analysis of the data. A model of normality, based on OCSVMs, that was trained to recognize scenarios of normal and novel engine conditions, was developed using data from the engine operating under conditions in which the engine experienced low vibration amplitudes. The choice of this novelty detection machine-learning method was due to the fact that the pattern recognition problem is based on building a kernel that offers a versatility that can support the analysis of more complex data. In this case, according to the analysis presented in the study, the heavy influence of the penalizing parameter $\nu$ and kernel width $\gamma$ of the OCSVM can affect the validation accuracy. Using a fine grid search for selecting the parameters $\nu$ and $\gamma$, it is possible to achieve close to 100% in validation accuracy, as demonstrated in the results. This is a significant advantage when there is no methodology in place in selecting other parameters, such as the number of principal components used in KPCA. This also outlines one of the strengths of kernel-based methods, which is the adaptability to a given a data set. In particular, the RBF kernel was proven very effective in describing the data from the engine, by choosing an appropriate value of its kernel width $\gamma$.

The limitations of the novelty detection approaches in general and the one discussed in particular in this study include the following points: the training vibration data that can be obtained from engines and the limitations of the specific algorithms examined. For the latter, the selection of $\nu$ and $\gamma$ was discussed and an independent test data set that included 25% of conditions from novel engine behavior was used to calculate classification accuracies using the selected $\nu$ and $\gamma$ from the grid search. Even though, validation results were exceptionally good and the model did not seem to overfit the data as the decision boundary was smooth and...
the number of support vectors relatively small, the classification accuracy using the test data set was unsatisfactory. The largest errors occurred when incorrectly predicting data points from the healthy engine conditions, as being novel. A few possible reasons as to why this can happen were mentioned in the previous part of the study.

To improve the novelty detection scheme presented in this study, some further work is required to train the OCSVM appropriately. For instance, instead of selecting $\nu$ and $\gamma$ using a grid search approach, it is possible to use methods that calculate those parameters in a more principled way using simple geometry. Also, the wavelet transform features extracted from the data, might have resulted in a large scattering of data points in the feature space due to the fact that there is a high variability in the signals from each engine condition. One way to solve this problem is to examine new set of features needs that can provide better clustering of the data points from the healthy engine conditions, so that a smaller and tighter decision boundary can be formed in the feature space. Another suggestion would be the development of new machine-learning algorithms that do not rely on the quality of the training data but can rather adaptively classify the different states/operation condition of the engine examined.
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