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Abstract

This paper uses three different numerical simulation technologies to analyiserthal airflow distribution in a
simple example data center layout. The numerical approaches used are based on fantefaigevolume and
lattice Boltzmann methods and are respectively implemented via commercial Msiltgphgftware, opensource
CFD code and GPU based code developed by the authors. Each method archjgfe®priate turbulence model
and the simulation results focus on comparison of the three methmasapplied to 2 rows of datacom racks
with cool air supplied by a computer room air conditioner and distributedrvianderfloor plenum. Good
guantitative agreement between the three methods is seen in terms déttheniperatures to the Datacom
equipment.
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1. Introduction

Data centesare facilities hosting information and communications technology (Ieffl@structure, usually laid
out in rows of 2m tall racks. Their operation provides digital services aan@sye of sectors. The quantity and
density of these ICT systems results in a distributed and cordgleamic generation of heat throughout the
facility that needs to be transported away from the ICT, referred tit@soun, equipment. This is usually achieved
by air cooling, where the heat is transferred and ultimately rejected tatdideoenvironment. The growth of
these facilities has been considerable, with data centers consumingl@Mydf.US energy consumption for the
year 2000 [1] and that figure having risen to over 2% onlyy&ans later, in 2010 [2]. Globally this figure is
currently closer to 1.5%, at a growth of roughly 11% per year oedasit decade [3], and approximately 45% of
this energy is used in the removal of heat [@jprovements to the energy efficiency of these facilities arelyapid
becoming paramount, due to the need to reduce both runningandsteivironmental impact [5].

Correct management of air distribution throughout these facilitieseismay of reducing inefficiencies in data
centers. Computational fluid dynamics (CFD) is a useful tool in achieviagwiith detailed modelling of the
internal environment allowing the prediction of hot spots, bypass diremirculation, and other inefficiencies
[6]. This enables air distribution to be optimised to minimise energguroption whilst ensuring a suitable
thermal environment is provided, both in existing and new data ce@EBs.has been used successfully to
investigae the impact of floor grilles [7], optimise placement of datacom equipment [8] and study the effect of
aisle containment [9]. The major challenges in producing accurate models areltiple length-scales [6], from
the chip to the room level, and accetgtcapturing the various modes of thermal transport and flow regimes
present therein [10].

The use of CFD is increasingly being applied in the analysis of air disbris in data centers as it offers a much
greater resolution of thermal flow information compared to most experimgmpabaches, as demonstrated in
[11], and affords data center operators the ability to predict anitonamfavourable air flow pattern3here
exists a range of modelling methods and software packages availahie fask, each with individual advantages
and disadvantages. This paper analyses the air flow through a simplerdatdayout for three distinct modelling
strategies to identify the trade-offs between each methodology. Theathpbed methods are; i) a developed
lattice Boltzmann method (LBM) based simulation code for rapid executiagmaphical processing unit (GBU)
i) an opensource CFD finite volume method (FVM) based package OpenFOANheacommercial CFD finite
element method (FEM) based software COMSOL Multiphysics. Previougesthdve demonstrated through
experimental validation that CFD models can accurately predict data center airrfbtteemal environments
[7-11]. However, the work presented here aims to demonstrate the fagigéract numerical methods available,
which produce similar results for established data center configurations arifieisiethe advantages and
disadvantages of each approach.

2. Theory



The relevant theory relating to the thermodynamics and fluid mechdrietaocenter cooling is outlined. This
covers the general description of a data center and the associated coolingrgplegioysical phenomena which
describe the fluid flow and heat transfer mechanisms, and a descriptioe @dmputational methods used to
model this behaviour.

2.1 Continuum M echanics

The physics of fluid flow and heat transfer in the data center aszrgel by the conservation of mass, momentum
and energy. A steady state condition is assumed such that the operatitign®nf the data center do not change
with time, which in the transient sense accounts to averagingaavember of instances in a given period with
stationary operating conditions. Buoyancy forces are modelled due torthection of heat produced by the
Datacom uniin which energy and momentum transports are coupled usir@ptiesinesq approximation [12].
Material properties of air (density, viscosity, specific heat capacityndderonductivity, and thermal expansion
coefficient) are assumed constant over the range of temperatures and pressuvesl @b the data center.

The conservation of mass (1), momentum (2), and energy (3joaezned in the data center using continuum
mechanics by the Reynolds-Averaged Navier-Stokes (RANS) equations for, steadnpressible fluid flow

V-i=0 (1)
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whereti is the fluid velocity vector in m/9 is the fluid pressure in P@ is the fluid temperature in K¢ =
u+pyu and p= 1.85 x 10 Pa.s is the dynamic viscosity,is the turbulent dynamic viscosijty
Kepr = K+ UeCp/Pry, k = 0.287 W/(m.K) is the fluid thermal conductivjityr, is the turbulent Prandtl number
taken to be 0.9 for all simulatiofs= 3.43 x 1& 1/K is the thermal expansion coefficiegts (0,0,-9.81) m/5is
the acceleration due to gravity, dfigs = 293 K is a reference temperature for neutral buoyancy. For larunar f
I is zero everywhere, which is not the case for airflows in data sedtdurbulence model must also be
considered in the model since inertial forces dominate over viscous ifotbesfluid flow. This is undertaken by
the inclusion of the k-model that yields a varying (hon-zero) turbulent viscasity in equations (1-3). The -
model was chosen to represent the turbulent behaviour of the data aiditaer because research has been
published previously showing that this provides an accurate represenfatierexperimental observations made
in data centers under typical operating conditions [13].

In order to provide a solution to the RANS equations a discrete numpra@dure is required due to the
nonlinearity of the fluid mechanics. In this paper two methoelsised for this purpose: the Finite Element Method
(FEM); and the Finite Volume Method (FVMThe Finite Difference Method (FDM) may also be used to solve
the RANS equations [14] however this type of analysis is not explorénisipaper. A third methodf solving

for the conservation of mass, momentum and energy is basedifferent formulation than that of continuum
mechanics, namely the Lattice Boltzmann Method (LBM), the details of whiciaen in Section 2.2.

2.1.1 Finite Element M ethod

In the FEM the domain of interest is discretised into a number of elemantsupon which piecewise continuous
basis functions are used to express the field variables (sometimes refeagethéoprimitives), which for the
RANS would bet, p, T, k and . This is shown in Figure 1 using one-dimension as an exampadi$trete form
of a variablep(x) is given by the following equation,

96 = ) oNi(9) @
i=1

where @; are the nodal values of the variable, ah@) are the shape functions of the response. The shape
functions describe the influence of a node on the total response, whdireémrelementN;(x) = 1 at one
location and are zero elsewhere varying linearly to zero at the twaeatjaedes to the location whe¥e(x) =

1. For the three-dimensional solution to the RANS second order tetrabheded finite elements are applied in
this work.

The nodal equations are subsequently formulated by a weighted integrakif@aeproach, letting (@) = s
be the strong (differential) form of the equation to be solved. Thk (iagral) form is written as follows,



)N () dx = f " NGO dx ®)

Xj i

from which the discrete nodal equation fprcan be derived. The numerical solutiondois subsequently
calculated subject to the imposed boundary conditions, which are either Ne(gradient-based) or Dirichlet
(value-based) in description. The FEM provides a means by which the salatiea over the domain and the
equations are solved to fit this response. The method grew frasleveopment of discrete structural mechanics
but can also be applied to any differential equations such as thoseiggvkrid flow and heat transfer. In this
work the computer software COMSOL Multiphysit¢sms been used to solve the data center flow problem using
the FEM.

Finite Element

Figure 1- Sketch of linear finite elements along the x-dimension

2.1.2 Finite Volume M ethod

In the FVM method the domain is discretised into a number of control eslas shown in Figure 2 for the
example one-dimensional case. The nodes are located at the centres oftAehedtces of the cell form the
control volume boundary and are halfway between the centres of the adgtsent ¢

Control Volume |
I I
oo ——-

Xi—1 Xi—1/2 Xj Xi+1/2 Xit1

Figure 3- Sketch of a control volume for the finite volume discretisation of thienetsion

The nodal equation is obtained by integrating over the control voluorethef caseL(¢) = s this is described
by the following equation,

Xi+1/2 Xi+1/2
J L(p) dx = j s dx (6)

Xj-1/2 Xj-1/2

and for which the same boundary conditions as the FEM can bedthpo®btain a numerical solution. The

approach imposed by the FVM leads to a conservative scheme wherextioa ffluboundary is equal to the

opposing flux in the adjacent cell, making it a useful methosblving partial differential equations based on
conservation laws. Unlike the FEM, the FVM grew from the developmenEDf&hd is therefore applicable to

the solution of the fluid flow and heat transfer in the data celmt¢iis work the open source computer software
OpenFOAM [15] has been used to solve the thermal airflow in the data centenprsing the FVM.

2.2 Lattice Boltzmann Method

An alternative to the macroscopic continuum mechanics formulation is the LattizenBnn Method (LBM), in
which the governing equations of fluid flow and heat transfer astedd derived based on the collision and
propagation of particles at a mesoscopic scale. Figure 3 depicts how the LB egarded as a mesoscopic

1 www.comsol.com/comsol-multiphysics



method, where the right hand side of the figure represents flwidtfiat would be described by RANS and the
length scales are such that the so-called continuum hypothesis holtie Bft hand side of Figure 4 there is a
representation of the microscopic nature of fluid flow where methods wetddndinistically describe the motion

of individual fluid molecules. Moving towards the middle diagram howeterscale is such that thember of
particles becomes larger and it is more convenient to average all particle propertiascevtain volume. A
density distribution functiony; (%, u, t), is adopted that represents the number of particles per unit volume having
velocity 1 within the volume centred atand at time t. Discretising the particle velocities on a lattice as shown
in Figure 4, a discrete distribution function is defined that propagates dittts@s defined by the lattice
Boltzmann equatioi7), which is in fact a special discretisation of the Boltzmann equatien\#vier-Stokes
equations can be derived via a low Mach number expansion of the lattice &ultequation [16
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Figure 3— Description of fluid motion at different scales.

Figure 4- Discretisation of the microscopic velocities in 3D (D3Q19), which is a nineteetitydlbree speed)
lattice.

fl(z + é)iAt,t + 1) — fi(}: t) = Fl'At — (7)

fi@ED-r @D
T
where the subscript i refers to one of the 19 particle veloc#ies) the D3Q19 lattice (Figure 4). The left hand

side of equation (7) represents the propagation step that is associatedewdtivéction term in the fluid
mechanics equations. The far right hand term of equation (8) is thécuatéism, which is based on the Bhatnager-
GrossKrook (BGK) approximation [17], where the distribution function is eltisa local equilibrium and relaxes
to this value with some characteristic time,The term involvingF; = éi.f/z is the body force term in the
momentum equation due to buoyancy based on the low Mach enufbussinesq approximation,
F = —gB(T — T,¢r), where T is the fluid temperature [18he local equilibriumfieq, for each velocity direction

is based on a local Mach number expansion of the Maxwell-Boltzmann wlismilup to second order in the fluid
velocity, ¥, and is given by the following equation,

fARE D) = pw, (1 +3(8. 0, 1) +2 (6. 4G 1)? - 2 @@ ). 64, t))) (8)



where w are weights associated with the lattice and the macroscopic valuessifde and velocity, are
obtained from the following equations

N N — > — At =
,D(x, t) = 2(1)8 fi(x' t) , Pu(x: t) = (1)8 €; fi(x! t) + ?F (9)

The fluid kinematic viscosityy, is fixed based on the collision relaxation timehe lattice space, and the time
step,At, and is given as

v=5(%-3) (10)

Equations (Pare moments of the distribution function and as is common itikimeories, it is possible to obtain
higher order moments to include the thermal aspects of the fluid flow. Kowtermal fluctuations in reality
require many more particle velocities and the D3Q19 would therefore bddiesuffBut, in data center airflows,
the viscous heat dissipation and compressive work done by therprasswunegligible so that the temperature
field is passively advected by the fluid and obeys a simple advedffasioh equation. There are two distinct
approaches for thermal LBM models, higher order (multispeed) lattice s{@®gits double distribution function
models [20]. In this work the latter is used and the temperature eguatidde solved on a D3Q6 lattice using an
independent set of temperature distribution functi@ns

T j(E,t)-T].eq(z,t)

Ti(Z+ &ALt +1) - TR t) = — (11)

T
where the subscript j here is over the 6 lattice directions with particle velogitielsthe D3Q6 lattice. As before,

the left hand side of equation (11) captures the advection of temperatuhe aigiht hand side its diffusion based
on the relaxation timer;, which links to the diffusion coefficient for the energy equation.

L _ (ZTT_I)A_Z (12)
pep - 4 At

and following [21], the local temperature and the equilibrium temperaturidion are respectively given by
TGO =STED ;TG0 ="22(1+38.4@,1)) (13)

The modelling of thermal airflows in data centers requires a model to cémtuedfects of turbulence. For the
application of the LBM in this work a large eddy simulation (LES) turhedemodel is used that makes use of
the fact that the local momentum stress tenggy,, is directly available at each time step and does not require
the solution of additional governing equations as in the RANS application for FENF\&, which helps to
speed up the computation by virtue of the fact that [22]

1(0uq , Oug
Sep =3 (e + 522) = 28 eweep (fi = 1) (14)

The Smagorinsky turbulence model can then be used to calculate the leoztkirturbulent viscosity,, using

v, = %(\[vz + 18C52A2‘/Sa,35a,3) (15)

where the constari, > 0, and essentially dictates the impact of the sub-grid eddies on the fluid mechasics.
incorporation of the Smagorinsky LES model requires varying relaxation timesd t;, of the double
distribution functions to be adjusted to give= %+ 3w+v) andty = %+ 2 (;% + :—;) where Pr, is the

D t
turbulent Prandtl number taken as 0.9 in the simulations presentedwothis

3. Materialsand M ethods

3.1 Data Centre Geometry



A benchmark case study is explored in this work, in whighgeometry of a data center with the necessary
components is designed to allow for a simple implementation for edleb néimerical methods considered while
keeping most of the characteristics of a typical data center in operationatéheedter floor space has an area of
28.8n%, and houses ten racks (0.6m x 1m x 2m in size) organised irowe see Figure 5. The datacom units in
the racks have the fronts facing each other across the coldfitble center. Each rack is separated into two
datacom units along the height, so that the digital workload between thalftepdh bottom half of the rack can
be allocated different values. This is a simplification as a rack wouldatigrive composed of many more
datacom systems. A computer room air conditioner (CRAC) unit is pladad with the cold aisle at one end
of the data center, and feeds cool air into the plenum under the flodiugration of this is given in Figure 5

and a more detailed schematic is provided in Figure 6.
CRAC outlet

CRAC inlet
(underfloor)

plenum
floor vent

Figure 5- Schematic of the benchmark case study data center in cooling opefatigueratures and airflows
indicated by the colour (warmred; cool - blue) and direction of the arrows.
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Figure 6- Plan and front view with dimensions of the benchmark case studyeiattr

Cold air is supplied to the room at a constant temperate &nd a constant flow ratec\c through the bottom
of the CRACunit, which coincides with the top of the plenum as indicated in the scherhktguee 6. Cold air
travels in the plenum and then enters the room through the #ots,\modelled here as open holes and filling the
floor space between the two rows of racks. This is a simplifiedel, as in reality flow through the plenum is
affected by legs supporting the floor and by cables and pipes qutimisugh the plenumNote also that floor
grilles used in real data centres contain detailed features that straighten tldl@ffect its momentum, and
they can sometimes be oriented to change the angle of the flow toeptbgidool air where it is required. The
air enters each datacom unit through their front-faces and exits frembtick-faces after an increase in
momentum and a rise in temperature as heat is removed from thendataroprocessors by the flow of air. The
volume flow rate through each datacom system@mand the temperature rigd gaiacomare dependent on the
datacom unit’s power draw Pgaacom@s described by Eq. (16

l:)datacom = PCp QdatacomATdatacom (16)



wherep = 1.23 kg/m and ¢ = 1.01 kJ/(kg.K) are the density and specific heat capacity at copstastire of air
respectively. Eq. (16) results from the conservation of energy ¢éraedffrom the datacom microprocessors to
the air flow by convection. Therefore knowing the datacoitiupower demand and air flow rate yields a value

of temperature difference between the front and the back of th&'ha inlet to each datacom system is treated
as an outlet of the data center domain and the outlet from each datacomesystkanto the data center domain.

3.2 Boundary Conditions

The CRAC unit is responsible for removing hot air from the roodhpaviding cool air to the room. The CRAC
exhaust is treated as a flow domain inlet providing air at a uniformetetype of 289 K and a flow rate of 1.134
m¥/s. The velocity profile across the exhaust is uniform, and is tdideeertically downwards into the plenum.
The CRAC intake is treated as a domain outlet and uses a Dirichlet bpgoddition for pressure, p = 0, and
von Neumann (zero gradient) boundary conditions for the velagtgperature and turbulence fields. The
turbulence variables (&) for the FVM and FEM approaches are specified using a turbulent intensity of 5% and a
mixing length scale of 0.14 m (7% of the CRAC characteristic length scale).

In this simple study all datacom casings and the CRAC unit panelf atgmot intake or exhaust components
are treated in the same manner as the boundary of the domain, nandeltatbenter walls. It is assumed that no
heat is transferred into or out of the domain through these boundagiespte adiabatic boundary conditions ar
prescribed for the thermal boundary conditions. Boundary conditiwngefocity at the walls are treated as no-
slip, and for pressure, zero gradient boundary conditions areisde€ibr the turbulence fields in both FEM and
FVM standard ke wall functions have been used as detailed in [23] and [24] respectively.

When a datacom unit is in operation air enters it through its front-facexaisdfrom the back-face after an
increase in momentum and a rise in temperature. The inlet to each daismtem is treated as an outlet of the
fluid domain and the outlet from each datacom system is treated as av itletfluid domain. However, the
temperature rise in each datacom syst®f),;q4com. IS dependenin the datacom unit’s power draw, Pa,¢acom
and air flow rateQiq4tacom, Via equation (16). In this model, flow rate and temperature are linked te
following equation, from Summers et al. [25

1 T(}front. t)dA + _ Pdatacom _ .

pcpQdatacom

T(}rear' t)

- Afront Afront
The power distribution across the datacom units for this particulay &wspecified in Table 1 below and the

positioning of the datacom equipment in the data center is labelled accordhiggite 7. For units which draw
zero power, no flow passes through them and the boundariesateitas impermeable walls.

CRAC unit

row 1 (left)
row 2 (right)

Figure 7— Layout of datacom units as half rack units.

Left Row Right Row
Bottom Top Bottom Top
1| 20kW | 6 | 0.0kW | 11 | 0.0kW | 16 | 40kW

2| 1L.OKW | 7 | T.0KW | 12 | 20kW | 17 | 0.0kW
3| 20kW | 8 | 20kW | 13 | 1.0KkW | 18 | 1.OKW
4| 0.0kW | 9 | 0.0kW | 14 | 0.0kW | 19 | .OKW

1.0kW | 10 | 1.0OKW | 15 | 0.0kW | 20 | 1.0kW

(]

Table 1- Power draw of each half rack datacom equipment by distribution.



The power draw of each datacom unit (two per rack) is used ittedd linked thermal boundary condition
between the front and back of each datacom unit based on equatjor-¢r each datacom unit, velocity is
specified by assuming a uniform distribution@fy.com Over the outward facing area, given by poyts, .
Flow is positive into the domain and negative leaving the domaimdwer draws of 4 kW, 2 kW and 1 kW the
datacom volumetric flow rates are specified as 0.2%%,10.133 /s and 0.083 f#s respectively. On both sides
of the datacom units zero gradient boundary conditions are specifipde&sure. The k-turbulence variables
are given in both the FEM and FVM for each datacom by using a tutbotensity of 5% and mixing length
scale of 0.07 m (7% of the datacom characteristic length scale).

3.3 Solution Procedures

3.3.1 Finite Element M ethod

Comsol Multiphysics has its own built-in meshing tool to construct the Hihéiment mesh for the data center
geometry. Second order tetrahedral type elements were specified and iioalthgeEh minimum and maximum
length scales of 0.015 m and 0.15 m were chosen respectivelynddieng algorithm places more elements in
near wall regions, subsequently the size of elements grows tonggidas of empty space. The problem is setup
using the incompressible solver with the Boussinesq approximatimtoant for the buoyancy forces. The effect
of mesh refinement on the solution is determined by examthin@ RAC return temperature and two datacom
inlet temperatures as functions of the number of finite elements. The ffebidtroesh refinement study is shown
in Figure 8 along with the time taken to obtain the solution.

,, 80 306.00
e]
£ 70 —% 1 304.00
g €0 ) - 302.00<
w» F 50 2
2z - 300.00 5
g 40 ®  —e—Time to compute
E 30 200 erer#s nlet
erver nie
20 =~ 8. | 206005
_— | = Server #16 Inlet
10 i [ 29499 —— CRAC ret
0 . 292.00 retm
0 100 200 300 400 500
Thousands

Number of Finite Elements

Figure 8- Mesh refinement on the calculated boundary temperatures at certain pdietsliria center based
on the FEM.

3.3.2 Finite Volume M ethod
The computational mesh used for the FVM was created using thertapbyHexMesh which is a standard
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Figure 9- FVM mesh refinement on the calculated boundary temperatures at certain point$atathenter.



meshing tool provided with OpenFOAM. The initial computational mesh was cadmi80x46x30 uniformly
spaced control volumes created usinigockMesh. To capture wall effectisnappyHexMesh was then used
to include two levels of surface refinement around each componehe idomain. The resulting mesh was
composed of cells with a minimum volume of 1.95499%h& and a maximum volume of 9.16675%10°.
Further details of the meshing procedure for the data center case siduly fmaind in Summers et al. [25]. In
order to ensure an adequate mesh density, the CRAC return tempenativeo datacom inlet temperatures are
examined as a function of the number of control volumes. The reshk afesh refinement is shown in Figure 9
along with the computational time, which is seen to increase with thiearahcontrol volumes. The simulations
are based on the OpenFOAMoyantBoussinesgSimpleFoam solver, with the addition of a new boundary
condition for the temperature field that incorporates equation (17).

3.3.3 Lattice Boltzmann M ethod

The implementation of the LBM approach to the simulation of thermalwiifidhe data center case study unde
investigation here is very different from the FEM and FVM. Firstly the LiBMn inherently time-dependent
solver of the Navier-Stokes equations, so for comparison in this ivisrkmportant to first integrate to steady-
state, but with the LES turbulence model applied to the LBM there is stilufltich in the macroscopic field
variables. A detailed discussion of the LBM implementation is found in Delbosc[26lwhich uses graphical
processing units (GPUSs) rather than central processing units (CPUs) usedAsM and FVM. The LBM is a
local based method and is amenable to the vector-like processing onSiftddshe computation is bound to the
GPU, it is possible to visualise the fluid flow directly through the gospimterface, enabling a real-time CFD
approach as depicted in Figure 10.
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Figure 10- Contrasting the solution procedures of traditional CFD on the left (FEM ¥ With real-time
CFD on the right (LBM).
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Figure 11- Constraints on the real-time rate as a function of the numbedes$nio the lattice.

The LBM simulations of the case study data center are run for 180dsecbreal time and then the macroscopic
temperature is averaged over a further 120 seconds of real timeufbenmof nodes for the LBM simulations is



chosen so that the real-time rate is greater than or equal to 1, se® HigThis rate depends on some physical
parameters of the problem, namely a characteristic length scale, L, anddd tla¢iccharacteristic velocity to the
lattice Boltzmann velocity, ¢ the latter of which must be kept small to reduce compressibility errors ¢hat ar
inherent in the LBM as applied here [27]. To contrast the computational tithe bBM running on GPUs, the
real-time rate was kept at around unity, so that for the 300 seadrrdal time equates to approximately 300
seconds of computational time and a lattice with up to a million nodes.

Each computational approach has its own performance constraints, lezetsicfcy, stability and convergence
conditions, where for FEM and FVM a tolerance is imposed on the discretisatioagtesiduals. The FEM
solution requiregt03,825 elements to meet a convergence criterion 8fall took 52,814 seconds tongaute
on 4 cores of an Intel i860S 2.53GHz CPU. The FVM solution require8Q3093 cells to meet a convergence
criterion of 10° and took 19,996 seconds to compute on a single core of an IntelB6e2620, 2.0GHz CPU
The LBM solution on the other hand computes on a regular grid compb%&8,984 lattice points with a time-
step of 0.005s and takes 300 seconds to compute (i.e. real-tinag) VIDIA Tesla K40By considering the
thermal design power of each compute engine (CPU or GPU) and thlatgamtime for each method, the energy
costs for each simulation method were calculated to be 1.18kWikVetband 0.05kwh for FEMFVM and
LBM respectively. For the inherently transient LBM approach the timeltdisn is based on 300 seconds to
remove simulation transience and a further 300 seconds to obtaie aweraged steady state solution.

4, Results & Discussion

4.1 Thermal Airflow Distributions

The results of the simulations from the three computational approachesy ridaM] FVM and LBM, are
presented graphically by taking cross sections through the data cenferipe@dicular planes. Each plot shows
the temperature field in Kelvin and the airflow is represented qualitatively bygityel’ectors on the same plot.
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Figure 12— Cross section plane through hot and cold aisles at 3.4m froenthef the data center, y =3.4.
Results show temperature and air velocity for (a) FVM, (b) LBM@h&EM. Temperature scales are in
Kelvin



Figure 12 shows a cross section cutting through the two hot aigldba single cold aisle, at a plane located at
y=3.4m (see Figure 6 for schematic). The numerical solution from all treteds demonstrates one of the most
common flows found in data centers, that is where the hot air exitingdadacom units into the hot aisles is
drawn into the cold aisle as a result of insufficient cold air being supplithé toold aisle. The direct effect of
this is that the air entering the datacom equipment mixes with hot recircidating

Figure 13 shows a cross section that runs down the middle of the deatbeough the cold aisle. The results
show how the air is fed into the cold aisle from under the floor anchaisdhe hot air returns back to the CRAC.
The results clearly demonstrate the necessity for floor tiles thattiaghsen the flow and angle it directly
upwards for delivery in front of the datacom unitsll three approaches depict the momentum of the airflow
directing cool air away from the racks closest to the CRAC. Figure 13 alsly sleaws the path of the hot air
returning back to the CRAC.
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Figure 13- Cross section plane down the middle of the cold aisle at 2.4ntti®sride of the data center,
x =2.4. Results show temperature and air velocity for (a) FVYM,BM and (c) FEM. Temperature scales are
in Kelvin.

Figure 14 shows horizontal cross section through the data center at a height of 1.5 thieofloor, which is
above the plenum. Here it is possible to see how the airflow patternstmhgt air from the end of the hot aisles
back to the CRAC unit. It is also possible to see bypass airflow at the faf #hedtwo rows, at the opposite end
of the data center from the CRAC unit. Bypass air is cool air supfiite CRAC that bypasses the inlets of the
datacom units, traversing directly into the hot aisles. It is alsolj@$s see the recirculating air, where the hot
exhaust from the datacom units of the left row is drawn arounérant of the left row directly into the inlet of
the datacom equipment at the front of the right row.

The results laid out in Figures 12, 13 and 14 from the different siowtachnologies are in qualitative agreement
as seen graphically by the temperature profiles and velocity vectorty aepicting recirculating and bypass
airflows in the same regions. There is clearly a compelling case tcseraitber the cold aisle or the hot aisles,
both of which are becoming a common practicq.[28
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Figure 14- Cross section horizontal plane at 1.5m from the data center fledr.5. Results show temperature
and air velocity for (a) FVM, (b) LBM and (c) FEM. Temperatscales are in Kelvin.

4.2 Datacom Inlet Temperatures

The three methods can be quantitatively assessed by comparing theteinilpevatures at different points within
the simplified data center layout. A numerical comparison of the average datdebtarperatures is a strong
test of the agreement between the predictions of the 3 modelling methods.

Figure 15 shows the average temperature at each of the datacom inletshectiosee computational approaches
for all 20 half rack units. For some datacom inlets all three methedghg same temperature to within 1K, but
for inlets of datacom systems towards the center of the aisle, thgredsa 4K difference between the hottest
and coldest prediction. Overall, the predicted temperature at the datacom inlets digiaéd the LBM appears
to give consistently a slightly higher temperature (by about 1K) thaothiee methods. This may be a side effect
of using an LES turbulence model as opposed to the RANS model usethithe FEM (Comsol) and FVM
(OpenFOAM), but is also likely to be affected by the choice of the initial temyperféld, which has not been
explored in this work



The average difference in inlet temperatures between the three computatthmds is found to be 0.53K, 1.27K
and 0.76K for FVM-FEM, FVM-LBM and FEM-LBM respectively. While the LBMtie fastest method for the
given resolution and time-steip candisplayspurious fluctuations that appear as a chequerboard pattern and are
due to numerical instabilities inherent to the method. However, with a riesodiit4 Kelvin for inlet temperature
predictions, the numerical approach can provide very fast response tediadesign and operation issues.
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Figure 15- Inlet temperatures of datacom equipment based on their position in theedéda (for the ID refer
to Figure 7) as calculated from the three computational methods.

5. Conclusions

The simulation results of thermal air flows in a simplified data center eotaiith three computational methods
using different meshing technologies and turbulence models demonstdtagreement in terms of the overall
flow structures and the average temperatures at each datacom inlet. The level of simulation ac€wsy, o
FEM and LBM are similar and there are clear advantages of using the LBBbpect to computational
performance and applicability for transient flows, which also offerpatential to inform on the dynamic nature
of real thermal air management of data centers.

This work has also demonstrated the computational performancthahbd-EM and FVM as well as identifying
further aspects of the modelling approach and assumptions that poségm dbmputational techniques as
valuable tools for analysing thermal air management of data centers.

In summary, this problem has been analysed using a commercial Fikigpabat offers ease of setting up the
problem, but uses the largest amount of computational time. AnapessFVM package required more time
input in setting up the problem, but solves the problem with lesputational time than the FEM package. The
LBM code developed by the authors and that operates on GPUs is moregthgltean both FEM and FVM to
setup this problepbut offers the fasted time to compute.
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