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This survey covers research into mixed criticality systems that has been published since Vestal's seminal paper in 2007, up until the end of 2016. The survey is organised along the lines of the major research areas within this topic. These include single processor analysis (including fixed priority and EDF scheduling, shared resources and static and synchronous scheduling), multiprocessor analysis, realistic models, and systems issues. The survey also explores the relationship between research into mixed criticality systems and other topics such as hard and soft time constraints, fault tolerant scheduling, hierarchical scheduling, cyber physical systems, probabilistic real-time systems, and industrial safety standards.
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1. INTRODUCTION

An increasingly important trend in the design of real-time embedded systems is the integration of components with different levels of criticality onto a common computing platform. At the same time, these platforms are migrating from single-core to multi-core hardware, and in the future to many-core architectures. Criticality is a designation of the level of assurance needed against failure for a system component. Mixed Criticality Systems (MCS) are systems that have components of two or more distinct criticality levels, for example safety-critical, mission-critical and non-critical.

Most of the complex embedded systems found in the automotive and avionics sectors are evolving into MCS in order to meet stringent non-functional requirements relating to cost, space, weight, heat generation, and power consumption, the latter being of particular relevance to mobile systems.

The fundamental research question underlying MCS is how, in a disciplined way, to reconcile the conflicting requirements of partitioning for safety assurance and sharing for efficient resource usage. This question gives rise to theoretical problems in modeling and verification, and systems problems relating to the design and implementation of the hardware and run-time software.

A key aspect of MCS is that parameters, such as the worst-case execution time (WCET) estimates for tasks, become dependent on the criticality level of the components they belong to. Thus the same code may have a higher WCET estimate if it is defined to be safety critical rather than mission critical, as a higher level of assurance is required. This property of MCS significantly undermines or modifies many of the standard scheduling results.

A commonly used exemplar of a MCS is an unmanned aerial vehicle. In order to operate in civilian airspace, the safety-critical flight control software must be certified by a civil aviation authority. By contrast, mission-critical software associated with capturing and processing images must be ‘fit for purpose’ and can be signed off by the system’s designers. Other software, such as a
route planner, is desirable and improves the Quality of Service (QoS) of the system, but is less critical. The criticality of a component determines the level of rigour applied in the design and analysis used to determine its correct functionality and resource usage (e.g. processor execution time, communication bandwidth etc.). As a result, the same component can have more than one resource-usage profile. If it is used as part of the flight control subsystem then more conservative assumptions as to its potential resource usage need to be made; if it is part of a mission-critical activity then lower, though still realistic, resource requirements can be assumed. Put simply, all safety-critical software must meet its timing requirements when conservative assumptions are made; and all mission-critical components must meet their requirements when more realistic assumptions are made for all of the software. This crucial property, of being able to take a criticality specific view of resource usage, makes the verification task more complex, but opens up the possibility of much more efficient resource usage.

A simplistic contrived example illustrates this tradeoff. Consider a system with just two components, A and B. Component A is safety critical and needs a 2-core platform to guarantee its temporal behaviour, when analysed using the conservative techniques prescribed for this level of criticality. Component B is mission critical and needs a 1-core platform. It would therefore seem that a 3-core platform is required. However, if A is also analysed as if it were mission critical, i.e. using the same techniques applied to B, then it may only require a single core. Hence a 2-core system is sufficient for the mission; a saving of one whole core and its associated cost, heat and power consumption. In the unlikely event that A needs more than one core then B will be abandoned and A will have both cores, thus satisfying the safety case for A. By contrast in normal operation, both A and B will run adequately on the 2-core platform.

This very simple example hides most of the important details of the resource usage model and the necessary verification. Nevertheless, it highlights the advantages that can accrue from the verification techniques currently being developed for MCSs. It also points to the need for run-time monitoring and protection mechanisms that will protect A from B and that can abandon B if either A or B operates outside the assumptions encapsulated in their mission-critical profiles.

The first paper on the verification of MCS was published by Vestal [2007]. It employed a somewhat restrictive work-flow model, focused on a single processor and made use of Response Time Analysis [Joseph and Pandya 1986; Audsley et al. 1993] for fixed priority (FP) scheduling. Vestal [2007] showed that neither rate monotonic [Liu and Layland 1973] nor deadline monotonic [Leung and Whitehead 1982] priority assignment was optimal for MCS; however the optimal priority assignment algorithm of Audsley [2001] was found to be applicable. This paper was followed by publications by Baruah and Vestal [2008] and Huber et al. [2008]. The first of these papers generalises Vestal’s model. It contains the important result that Earliest Deadline First (EDF) scheduling does not dominate fixed priority scheduling when there is more than one criticality level, and that there are feasible systems that cannot be scheduled by EDF. This is in direct contrast to the case with just one criticality level [Dertouzos 1974]. The second paper addresses multi-processor issues and virtualisation. It focuses on resource management via encapsulation and monitoring, assumes time-triggered applications and a trusted network layer.

Further impetus to defining MCS as a distinct research topic came from the white paper produced by Barhorst et al. [2009], the keynote talk that Baruah gave at the 2010 ECRTS conference [2], and a workshop report from the European Commission [Thompson 2012]. Since then, the research topic has led to a wealth of publications (reviewed in this survey), as well as the establishment of a peer-
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1The term Mixed Criticality had been used before 2007 to address issues of non-interference in non-federated architectures such as IMA [Hill and Lake 2000]; Vestal changed the focus of research by concentrating on real-time performance. Systems with more than one criticality level that only aim to give complete isolation are called multiple-criticality systems; the use of mixed-criticality implies some tradeoff between isolation and integration that involves resource sharing.


This survey covers the considerable body of research into MCS stemming from the model presented by [Vestal 2007]. Industry practice and safety standards provide a somewhat different perspective on MCS; these differences are discussed in Section 7.6.

The survey is organised along the lines of the major research topics within the area of MCS. In Section 2, we consider mixed criticality models. Section 3 covers research into single processor systems, while Section 4 reviews research targeting multiprocessor systems. More realistic models are covered in Section 5, with systems issues covered in Section 6. Section 7 links research on MCS to other research topics and industry practice. The survey concludes with Section 8, which outlines a number of open problems and areas where further research is needed.

2. MIXED CRITICALITY MODELS

Inevitably not all papers on mixed criticality have used the same system or task model. Below we describe a model that is generally applicable and relates to the main results considered in this survey.

A system is defined as a finite set of components $K$. Each component has a criticality level $L$ designated by the system designer, and contains a finite set of sporadic tasks. Each task $\tau_i$ is defined by its period (or minimum inter-arrival time), deadline, worst-case execution time (WCET) and criticality level: $(T_i, D_i, C_i, L_i)$. Each task gives rise to a potentially unbounded sequence of jobs.

The primary concern with the implementation of MCS is one of separation. Tasks from different components must not be allowed to interfere with each other. In particular, appropriate mechanisms must be used to prevent jobs of a task $\tau_i$ from executing for more than the WCET estimate $C_i$, and to ensure that the task does not generate jobs that are closer together than its minimum inter-arrival time $T_i$.

The requirement to protect the operation of one component from the faults of another applies to all systems that host multiple applications. It is however of particular significance when components have different criticality levels, since without such protection all components would need to be engineered to the standards of the highest criticality level, potentially massively increasing costs.

After concerns about partitioning comes the need to use resources efficiently. This is facilitated by noting that the task parameters are criticality dependent, in particular the WCET estimate, $C_i$, is derived by a process dictated by the criticality level. The higher the criticality level the more conservative the verification process, and hence the larger the value of $C_i$. This was the observation at the heart of the seminal work by [Vestal 2007].

For systems executing on hardware platforms with deterministic behaviour, any particular task will have a single actual WCET; however, this value typically cannot be determined with complete certainty. This uncertainty is primarily epistemic, i.e. uncertainty in what we know or do not know about the system, rather than aleatory, i.e. uncertainty in the system itself. Although it is reasonable to assume confidence increases and uncertainty decreases with larger estimates of WCET, this may not be universally true [Graydon and Bate 2013]. It would certainly be hard to estimate what increase in confidence would result from say a 10% increase in all WCET estimates.

The focus on different WCET estimates was extended to task periods in a series of subsequent papers [Burns and Baruah 2011; Baruah 2012a; Baruah and Burns 2011; Baruah 2013b; Baruah and Chattopadhyay 2013; Burns and Davis 2013; Zhang et al. 2013; Baruah 2016b]. Here, tasks are viewed as event handlers; the higher the criticality level the more events must be handled, and hence the task must execute more frequently even if it does not execute for longer.

In MCS a task is typically defined by: $(\vec{T}, D, \vec{C}, L)$, where $\vec{C}$ and $\vec{T}$ are vectors of values, one per criticality level, with the constraints that:

$$L_1 > L_2 \Rightarrow C(L_1) \geq C(L_2)$$
for any two criticality levels \( L_1 \) and \( L_2 \), where \( L_1 \) is the higher level.

Note the completion of the model, making deadlines criticality dependent [Baruah and Burns 2011], has not yet been addressed in detail; however, it would have the constraint that:

\[
L_1 > L_2 \Rightarrow T(L_1) \leq T(L_2)
\]

Thus a task may have a safety-critical deadline and an earlier Quality of Service (QoS) one.

The three inequalities given above each have the property that a task can progress from satisfying its \( L_2 \) constraints, and hence also its \( L_1 \) constraints, to satisfying only its \( L_1 \) constraints.

Another feature of many of the papers considered in this survey is that the system is considered to execute in a number of criticality modes. A system starts in the lowest criticality mode. If all jobs behave according their low-criticality constraints then the system stays in that mode; however, if any job attempts to execute for a longer time, or more frequently, than is acceptable in low-criticality mode then a criticality mode change occurs. Ultimately the system may change to the highest criticality mode. Some papers allow the criticality mode to move down as well as up, while others restrict the model to increases in criticality mode only. We return to this issue in Section 5.

Finally, many papers restrict themselves to just two criticality levels; high (\( HI \)) and low (\( LO \)) with \( HI > LO \). MCS with just two criticality levels are referred to as dual-criticality systems. Where modes are used, the system is either in a low-criticality mode or a high-criticality mode. The set of task parameters is typically given by: \( (T_i, D_i, C_i(HI), C_i(LO), L_i) \). At the other extreme are the models in which any number of modes are allowed and the movement between modes is represented by a Directed Acyclic Graph (DAG) [Ekberg and Yi 2014; Ekberg et al. 2013; Ekberg and Yi 2015b].

3. SINGLE PROCESSOR ANALYSIS

In this section, we look at research into single processor MCS. This includes work on scheduling using fixed priority and EDF, shared resources, and finally static and synchronous approaches.

A number of papers have considered the restricted problem of scheduling a finite set of mixed criticality jobs with criticality-dependent execution times on a single processor [Baruah et al. 2010b; Li and Baruah 2010a; Baruah et al. 2012; Park and Kim 2011; Baruah et al. 2010; Li and Baruah 2010b; Socci et al. 2013a; Gu et al. 2013; Socci et al. 2015b; Baruah et al. 2016].

The mixed criticality schedulability problem (preemptive or non-preemptive) is strongly NP-hard [Baruah et al. 2010; 2012; Baruah 2012b; Hanzálek et al. 2016] even when there are only two criticality levels. Hence only sufficient rather than exact analysis is possible in practice. A list of open problems on the complexity of scheduling MCS is given by [Ekberg and Yi 2015a].

For approaches and tests that are only sufficient, an assessment of their quality is possible if a speedup factor [Kalyanasundaram and Pruhs 2000] can be computed. A speedup factor of \( X(X \geq 1) \) for schedulability test \( S \) implies that a task set that is feasible on a processor of speed 1 will be deemed schedulable by test \( S \) if the processor’s speed is increased to \( X \).

For fixed priority scheduling of mixed criticality jobs, a priority assignment scheme and test has been found by [Baruah et al. 2010a; 2011; 2012] and Li and Baruah 2010b with a speed up factor of \( S_L \) (for \( L \) criticality levels), where \( S_L \) is the root of the equation \( x^L = (1 + x)^{L-1} \). For \( L = 2 \) the result is \( S_2 = (1 + \sqrt{5})/2 \) which is equal to the golden ratio, \( \phi \approx 1.618 \). This can be compared with a priority partitioning approach, where all high-criticality jobs have priorities higher than all low-criticality jobs, which has no finite speedup factor. For EDF scheduled systems, Baruah et al. 2010a also showed that a finite set of independent jobs scheduled on \( m \) identical multiprocessors is schedulable with a speed-up factor of \( \phi + 1 + 1/m \).

There are many other works on scheduling DAGs; however, we restrict the scope here to those specifically addressing MCS.
Considering the sporadic task model, for single criticality systems there are well known bounds on task set utilisation under both fixed priority and EDF scheduling [Liu and Layland 1973]. In the mixed criticality case, although the definition of utilisation is not straightforward when tasks can have more than one worst-case execution time, it is possible to give an effective definition and to derive a least upper bound (LUB(\(k\))) in terms of the utilisation at some criticality level \(k\). Santos-Jr et al. [2015] derive a number of such useful results. They construct a task set that is unschedulable during a criticality mode change and has a LUB arbitrarily close to 0. They also show that when tasks have harmonic periods the LUB can reach 1 for a single processor system. Between these two extremes, if the higher criticality tasks do not have periods that are longer than those of lower criticality tasks then the LUB lies is in the range \(\ln(2)\) to \(2(\sqrt{2} - 1)\).

### 3.1. Fixed Priority Scheduling

In this section we review fixed priority scheduling for MCS, including research based on applying Response-Time Analysis (RTA), slack stealing, and period transformation.

#### 3.1.1. RTA-Based approaches

The approach of Vestal [2007] was formalised by Dorin et al. [2010] who proved that the priority assignment algorithm of Audsley [2001] is optimal in that case. Dorin et al. [2010] also extended the model to include release jitter, and showed how sensitivity analysis could be applied.

Vestal’s approach allows the priorities of high- and low-criticality tasks to be interleaved; however, all tasks still have to be evaluated as if they were of the highest criticality. Baruah and Burns [2011] introduced a scheme called Static Mixed Criticality (SMC) which monitors task execution times and prevents execution time budget over-runs, permitting higher resource usage. This is a crucial issue in mixed criticality scheduling; the introduction of more trusted components facilitates higher utilisation of the available resources.

Burns and Baruah [2011] and Baruah et al. [2011b] further extended this approach. The system’s run-time behaviour is either low-criticality (which relies on all execution times being bounded by the low-criticality values and guarantees that all deadlines are met) or high-criticality (where only high-criticality tasks are guaranteed but the rely condition is weakened, i.e. the bound on high-criticality execution times is increased). Change in the system’s criticality mode, from low to high, is triggered by a run-time monitor detecting that the stronger rely condition has been violated. This change in criticality mode has a number of similarities to systems that move between different operational modes, although there are also some significant differences [Graydon and Bate 2013; Burns 2014]. In the high-criticality mode there are fewer tasks, but they have longer execution times or shorter periods. The literature on mode change protocols highlights one important problem: a system can be schedulable in every mode, but not schedulable during a mode change [Tindell et al. 1992]. This is also true of systems that change criticality mode.

Baruah et al. [2011b] showed that the Adaptive Mixed Criticality (AMC) protocol (dropping all low-criticality jobs if any task executes for more than its \(C(LO)\) WCET estimate, out-performs other fixed priority schemes. The analysis for AMC is based on Response-Time Analysis (RTA) [Joseph and Pandya 1986; Audsley et al. 1993]. For any task, \(\tau_i\), first its low-criticality response-time (\(R(LO)\)) is computed using low-criticality parameters for all the tasks. A criticality mode change must occur before this time if the task is to be impacted by the change, otherwise it will have completed execution. The worst-case response time in the high criticality mode (\(R(HI)\)) is computed by noting that all low-criticality tasks must have been abandoned by time \(R(LO)\). The paper contains two methods for computing \(R(HI)\). AMC-rtb involves a single upper bound, and AMC-max looks at all the possible criticality mode change points before \(R(LO)\) and computes the worst-case. The latter is more accurate, though still not exact; however, the gain is not significant and the AMC-rtb test is effective in most cases. An optimal priority assignment algorithm is
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6A rely condition formalises the assumptions required for the guarantees to be valid [Jones 1983].
7First proposed by Baruah et al. [2010].
defined for AMC [Baruah et al. 2011b] which maximises the priority of high criticality tasks, subject to the system being schedulable. This assignment algorithm derives from work on robust priority assignment [Davis and Burns 2007].

The AMC approach was extended by Zhao et al. [2013a,b] to incorporate preemption thresholds [Saksena and Wang 2000] into the model. They demonstrated a reduction in stack usage and improved performance for some parameter ranges. Another approach to combining AMC and existing scheduling theory was taken by Burns and Davis [2014]. They considered the use of deferred preemption [Burns 1994] demonstrating a significant improvement over fully preemptive AMC. Here, the gain in schedulability is obtained by having a final non-preemptive region (FNPR) at the end of $C(LO)$ and $C(HI)$ execution, and by combining the assignment of priority and the determination of the size of this FNPR [Davis and Bertogna 2012].

In keeping with a number of papers on MCS, the above work on AMC was restricted to dual-criticality systems. Fleming and Burns [2013] extended these models to an arbitrary number of criticality levels, focusing particularly on five criticality levels as this is the maximum found in automotive and avionics standards. They observed that AMC-rtb remains a good approximation to AMC-max, while AMC-max became computational expensive with an increased number of criticality levels. They concluded that AMC-rtb represented an adequate and effective form of analysis. A relatively minor improvement to AMC-max was published by Huang et al. [2014a] (referred to as AMC-IA); however there may be cases where their analysis is unsound.

One characteristic of all the AMC schemes discussed above is that tasks do not change their priority after a criticality mode change. Baruah et al. [2013] considered the case where the Priority May Change (PMC) and provided a simple form of sufficient analysis for this approach. Evaluations show that the analysis for PMC performs similarly to AMC-rtb, though neither dominates the other. An improved scheme, GFP (Generalised Fixed Priority) was proposed by Chen et al. [2016]. They assign three priorities to each task using a heuristic; one for each of the two criticality levels, and one for the transition between the criticality modes. They demonstrate an improvement over AMC-rtb.

Similar to the WCET estimate ($C$), the period parameter ($T$) can also vary with criticality level. An application may consist of event handlers and have different levels of constraint on the arrival patterns of the associated events. The higher the criticality level, the closer together the events are assumed to arrive, and hence the smaller the minimum inter-arrival time ($T$). Baruah and Chattopadhyay [2013] reformulated the SMC and AMC analysis for this model. Criticality specific periods are also addressed by Burns and Davis [2013] and Baruah [2016b], and also by Zhang et al. [2015] who derived an improved analysis referred to as SAMC (Sufficient AMC).

3.1.2. Slack scheduling. An alternative approach to scheduling dual-criticality systems using fixed priorities is to use a slack scheduling scheme. Niz et al. [2009] first explore this scheme where low-criticality jobs run in the slack generated by high-criticality jobs when the latter only consume their low criticality execution time budgets. One difficulty with this approach is to incorporate sporadic tasks. At what point can the slack of a non-appearing sporadic task be allocated to low-criticality jobs? Even for periodic tasks, ensuring schedulability of high-criticality tasks in all circumstances is not straightforward. Niz et al. [2009] compute the time at which a high-criticality task must be released to ensure that it will meet its deadline (a concept similar to that used in dual-priority scheduling [Davis and Wellings 1995]). However, Huang et al. [2012] demonstrated that if a low-criticality high priority task executes beyond its deadline, then a high-criticality low priority task could miss its deadline. They show that either the low-criticality task must be aborted at its deadline or more practically its priority must be reduced to a background level. They then derive a sound analysis. Niz et al. [2013] and Niz and Phan [2014] subsequently modified the enforcement rule in their model to remove the problem and improved its performance.

8This is the topic of on-going discussions.
While slack is usually generated by tasks not executing for their full execution time budget, it is also produced by jobs arriving less frequently than anticipated in the worst-case. Neukirchner et al. [2013b,a] adapt and extend a number of schemes for monitoring such activation patterns. Hu et al. [2016b] also consider budget management, and produce an effective scheme for minimising the overheads associated with slack management.

For a dual-criticality system, $C_{\text{LO}}$ values must be known; however, once schedulability has been established, Santy et al. [2012] show that it is possible to derive, using sensitivity analysis [Punnekkat et al. 1997] [Bini et al. 2006], a scaling factor $F$ ($F > 1$) such that the system remains schedulable with all $C_{\text{LO}}$ values replaced by $F \cdot C_{\text{LO}}$. Using these scaled values at run-time increases the robustness of the system, since the low-criticality tasks will be able to execute for a greater time before a criticality mode change is triggered. Scaling can also be applied to the $C_{\text{HI}}$ values. Völp et al. [2015] look at an alternative means of obtaining $C_{\text{LO}}$ and $C_{\text{HI}}$ values; they do not consider them to be estimates of WCET, but rather budgets set by some design optimisation process. As scaling involves changing a task’s execution time budget, and this influences priority assignment, it is possible to extend this approach by also allowing priorities to change as the system is made more robust [Burns and Baruah 2013]. A more dynamic budget management scheme is used by Gu and Easwaran [2016] to postpone criticality mode changes. Issues of robustness are also addressed by Herman et al. [2012].

3.1.3. Period transformation. As Vestal [2007] noted, an older protocol, called period transformation (PT) [Sha et al. 1986, 1987], is also applicable to the mixed criticality scheduling problem. Period transformation splits a task with period $T$ and execution time $C$ into $N$ parts so that the revised task has parameters $T/N$ and $C/N$. Assuming all tasks have deadlines equal to their periods, then if all high-criticality tasks are transformed so that their new periods are shorter than those of the low-criticality tasks and rate monotonic priority assignment [Liu and Layland 1973] is used, then the tasks will be partitioned by priority, with the high-criticality tasks having the higher priorities. This is referred to as criticality monotonic priority ordering. The scheme can easily be extended to task sets with constrained deadlines ($D < T$).

Period transformation introduces extra overheads from the increased number of context switches, and these could be excessive if there are low-criticality tasks with short deadlines. If overheads are ignored then period transformation performs well. Baruah and Burns [2013] show that this is primarily due to the inherent property of period transformation to deliver tasks sets with harmonic periods, which are more likely to be schedulable.

For multiple criticality levels a number of transformations may be required to generate a criticality monotonic priority ordering [Fleming and Burns 2013]. For example, assume there are three tasks (H, M, and L) with criticality levels implied by their names, and periods of 14, 36 and 16. First the period of M must be divided by 3 to get a period of 12 (so less than 16), but then the period of H must be divided by 2 to move it below the new period of M. As a result the transformed periods become 7, 12 and 16. It also seems that the theoretical benefit of period transformation diminishes with an increased number of criticality levels [Fleming and Burns 2013].

3.2. EDF Scheduling

Baruah and Vestal [2008] were the first to consider EDF scheduling for MCS. Park and Kim [2011] later introduced a slack-based mixed criticality scheme for EDF scheduled jobs which they called CBEDF (Criticality Based EDF). CBEDF makes use of a combination of off- and on-line analysis to run high-criticality jobs as late as possible, and low-criticality jobs in the generated slack. In effect utilising an older protocol developed by Chetto and Chetto [1989] for running soft real-time tasks in the ‘gaps’ produced by running hard real-time tasks so that they just meet their deadlines.

A more complete analysis for EDF scheduled systems was presented by Guan et al. [2011] and Ekberg and Yi [2012]. They assigned two relative deadlines to each high-criticality task. One deadline is the ‘real’ deadline of the task, the other is an artificial earlier deadline that is effectively used to increase the priority of high-criticality tasks enabling them to execute before low-criticality
ones. When the criticality mode of the system changes from low to high, due to a high-criticality task exceeding its low-criticality budget $C(LO)$, all low-criticality tasks are abandoned and the high-criticality tasks revert to their real deadlines. Guan et al. [2011] and Ekberg and Yi [2012] demonstrate that this approach provides a clear improvement over previous schemes, including those for fixed priority scheduling of MCS. Later work by Ekberg and Yi [2014] generalises the model to include changes to all task parameters and to incorporate more than two criticality levels. Tighter analysis was provided by Easwaran [2013], although it is not clear that this method scales to more than two criticality levels. Further improvements were presented by Yao et al. [2014]. They use a more efficient schedulability test for EDF, called QPA [Zhang and Burns 2008], and a genetic algorithm to find more effective artificial deadlines.

A similar scheme, called EDF-VD (EDF - with virtual deadlines), was presented by Baruah et al. [2011a, 2015] for dual-criticality systems. With EDF-VD, high-criticality tasks have their deadlines reduced if necessary during low-criticality mode; however, unlike the previous approaches, all deadlines are reduced by the same factor. Both theoretical results and empirical evaluations demonstrate that EDF-VD is an effective scheme. EDF-VD was shown to have a speedup factor of $\phi \approx 1.618$ for single processor systems [Baruah et al. 2011a], with this bound later improved to 4/3 (1.333) [Baruah et al. 2012]. Further formal analysis of EDF-VD was provided by Li [2013], Muller and Masrur [2014] and Gu and Easwaran [2014].

An intermediate approach that uses just two scaling factors is provided by Masrur et al. [2015]; their motivation being to develop an efficient scheme that could be used at run-time. Later work by Baruah [2016c] has generalised the underlying model to include criticality-specific values for period and deadline as well as WCET.

EDF scheduling of MCS was also addressed by Lipari and Buttazzo [2013] using a reservation-based approach. Here sufficient budget is reserved for the high-criticality tasks; however, if they only make use of what is assumed by their low-criticality requirements, i.e. $C(LO)$, then a set of low-criticality tasks can also be guaranteed. Again only two criticality levels are assumed. In effect low-criticality tasks run in the capacity that is reclaimed from high-criticality tasks. Deadlines for the high-criticality tasks are chosen to maximise the amount of capacity reclaiming.

A different approach to using spare capacity was derived by Su and Zhu [2013] and Su et al. [2013], exploiting the elastic task model [Buttazzo et al. 1998] in which the period of a task can change. They proposed a minimum level of service for each low-criticality task $\tau_i$ that is defined by a maximum period, $T_{\text{max}}^i$. The complete system must be schedulable when all high-criticality tasks execute for their $C(HI)$ WCETs and all low-criticality tasks for their $C(LO)$ WCETs and $T_{\text{max}}^i$ values. At run-time if high-criticality tasks use less than their $C(HI)$ WCETs then the low-criticality tasks can run more frequently. Su and Zhu [2013]; Su et al. [2013] demonstrate that for certain parameter sets their approach outperforms EDF-VD.

### 3.3. Shared Resources

With MCS it is not clear to what extent data should be permitted to flow between components of different criticality levels. There are strong objections to data flowing from low- to high-criticality applications unless the high-criticality component is able to deal with potentially unreliable data [Sha 2009], which happens with some security protocols [Biba 1977]. Even with data flowing in the other direction there is still the issue of not allowing a high-criticality task to be delayed by a low-criticality one that has either locked a shared resource for longer than expected or is executing at a raised priority level for too long.

Sharing resources within a criticality level is however a necessary part of any practical tasking model. In single criticality systems a number of priority ceiling protocols have been developed [Sha et al. 1990, Baker 1990]. These are beginning to be assessed in terms of their effectiveness for use in MCS. Burns [2013] extended the analysis for fixed priority systems by adding criticality specific blocking terms into the response-time analysis. He notes that the original form of the priority ceiling protocol (OPCP) [Sha et al. 1990] has some useful properties when applied to MCS. Resources can be easily partitioned between criticality levels and starvation of low-criticality tasks while holding
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a lock on a resource can be prevented. With the AMC-OPCP, a task can only suffer direct blocking
if a resource is locked by a lower priority task of the same criticality.

Rather than use a software protocol, Engel [2016] employs Hardware Transactional Memory to
roll back any shared object to a previous state if a low-criticality task overruns its budget while
accessing the object.

For EDF-based scheduling [Zhao et al. 2013a, 2015] attempt to integrate the Stack Resource
Protocol (SRP) [Baker 1990] and Preemption Threshold Scheduling [Wang and Saksena 1999]
with approaches to EDF scheduling that involve tasks having more than one deadline. This is not
straightforward as these schemes assume that relative deadlines are fixed.

Alternative approaches have been proposed by Lakshmanan et al. [2011] extending their single
processor zero slack scheduling approach to accommodate task synchronisation across criticality
levels for fixed priority systems. They define two protocols: PCIP (Priority and Criticality
Inheritance Protocol) and PCCP (Priority and Criticality Ceiling Protocol). Both of these protocols
use the concept of criticality inheritance. This is also used by Zhao et al. [2014] in their HLC-PCP
(Highest-Locker Criticality Priority Ceiling Protocol) which is applied to the fixed priority AMC
scheme. For a dual-criticality system they define three modes of execution, low- and
high-criticality modes plus an intermediate mode which covers the time during which
low-criticality tasks are allowed to continue to execute if they are holding a lock on a resource that
is shared with a high-criticality task.

A more systematic scheme has been proposed by Brandenburg [2014]. Here all shared resources
are placed in resource servers and all access to these servers is via a MC-IPC protocol. As a result
only these servers and the support for the MC-IPC protocol have to be developed to the standards
required by the highest criticality level. Resource users can be of any criticality level, including
non-critical. Data sharing within the context of the $MC^2$ architecture (see Section 4) is addressed
by Chisholm et al. [2016].

3.4. Static and Synchronous Scheduling

The change from one criticality mode to another can be captured in a static schedule by switching
between previously computed schedules; one per criticality level. This idea was first explored by
Baruah and Fohler [2011]. Later, Socci et al. [2013b] showed how these Time-Triggered (TT)
tables can be produced via first simulating the behaviour one would obtain from the equivalent
fixed priority schedule. Construction of the tables via tree search is addressed by Theis et al. [2013]
and Socci et al. [2015b], and via the use of linear programming (LP) by Jan et al. [2014]. For
legacy systems, Theis and Fohler [2015] show how an existing single table may be used to support
MCS.

A particularly simple table driven approach is to use a cyclic executive, this is investigated for
multiprocessor systems [Baruah and Burns 2014; Burns et al. 2015; Burns and Baruah 2015;
Fleming and Burns 2015; Fleming et al. 2016; Fleming and Burns 2016] in which the change from
minor cycle to minor cycle is synchronised as is the change from executing code of one criticality
level to that of another. Both global and partitioned approaches are investigated, as are systems that
use fewer processors for the high-criticality work [Fleming and Burns 2016].

This use of tables is extended to synchronous reactive programs by Baruah [2012b, 2013a]. Here
a DAG (Directed Acyclic Graph) of basic blocks that execute according to the synchrony
assumption is produced that implements a dual-criticality program. The synchronous approach is
also considered by Yip et al. [2014] and by Cohen et al. [2014]; the latter proving an application of
mixed criticality from the railway industry, and giving an example of why data needs to flow
between criticality levels. An initial study, within the context of multiprocessor federated systems
is provided by Baruah [2016a].

Most analysis for MCS assumes a constant speed processor, but there are situations in which the
speed of the processor is not known precisely, for example with asynchronous circuitry. Baruah
and Guo [2013] consider power issues that could lead to a processor having variable speed. As the
processor slows down, so the execution times of the tasks increase. Baruah and Guo [2013]
simplify the model by assuming two basic speeds, normal and degraded. At the normal speed a scheduling table is used; at the degraded speed only high-criticality jobs are executed under EDF scheduling. This work has been extended \cite{Guo2014, Baruah2014, Guo2016} to include a more expressive model and issues of processor self-monitoring (or not), and a probabilistic approach to performance variation. \cite{Guo2013} have also considered systems which have uncertainty in both execution times and processor speed.

4. MULTIPROCESSOR ANALYSIS

The first paper to discuss mixed criticality within the context of multiprocessor or multi-core platforms was by \cite{Anderson2009}, later extended by \cite{Mollison2010}. Five levels of criticality were identified; going from level-A (the highest) to level-E (the lowest). They envisaged an implementation scheme, which they called $MC^2$, that uses a static schedule for level-A, partitioned preemptive EDF for level-B, global preemptive EDF for levels C and D, and finally global best-effort scheduling for level-E. They considered only harmonic workloads, but allowed slack to move between containers. Each processor has a container (server) for each criticality level, and a two-level hierarchical scheduler (see Section 7.3). Later work by \cite{Herman2012} and \cite{Chisholm2015} evaluates the OS-induced overheads associated with multiprocessor platforms. They also experimented with isolation techniques for LLC (last level cache) and DRAM. Further, \cite{Kim2016} demonstrated the benefits of having different isolation techniques for each criticality level using $MC^2$. The $MC^2$ framework was also used by \cite{Bommert2013} for segmented mixed criticality parallel tasks. Parallel jobs are also considered by \cite{Liu2014}.

In the remainder of this section we first look at task allocation (with global or partitioned scheduling), then consider analysis, and finally communications and other systems resources.

4.1. Task Allocation

The issue of allocation was addressed by \cite{Lakshmanan2010} by extending their single processor slack scheduling approach to partitioned multiprocessor systems employing a Compress-on-Overload packing scheme. Allocation in a distributed architecture was addressed by \cite{Tamas-Selicean2011a,Tamas-Selicean2011b,Tamas-Selicean2015} in the context of static schedules and temporal partitioning. They observed that scheduling can sometimes be improved by increasing the criticality of some tasks so that single-criticality partitions become better balanced. This increase comes at a cost and so they employ search/optimisation routines such as Simulated Annealing \cite{Tamas-Selicean2011b, Giannopoulou2015} and Tabu search \cite{Tamas-Selicean2011a} to obtain schedulability with minimum resource usage. \cite{Zhang2013} used genetic algorithms for task placement in security-sensitive MCS, with the objective of minimising energy consumption “while satisfying strict security and timing constraints”. A tool-set to aid partitioning was provided by \cite{Alonso2014}.

A more straightforward investigation of task allocation was undertaken by \cite{Kelly2011}. They considered partitioned homogeneous multiprocessors and compared First-Fit and Best-Fit schemes, with pre-ordering of the tasks based on either Decreasing Utilization or Decreasing Criticality. They used the original analysis of \cite{Vestal2007} to test for schedulability on each processor, and concluded that in general First-Fit Decreasing Criticality was best.

A comprehensive evaluation of many possible schemes was reported by \cite{Rodriguez2013}. They consider EDF scheduling and used the analysis framework of EDF-VD (see Section 3.2). One of their conclusions was to highlight the effectiveness of a combined criticality-aware scheme in which high-criticality tasks are allocated Worst-Fit and low-criticality tasks First-Fit, both in Decreasing Density order. The same result is reported by \cite{Gu2014}. They additionally note that if there are some very ‘heavy’ low-criticality tasks (i.e. high utilisation or density) then space must be reserved for them before the high-criticality tasks are allocated. Partitioning with EDF-VD is also addressed by \cite{Han2016}.
A global allocation scheme for MCS is proposed by Gratia et al. [2014, 2015]. They adapt the RUN scheduler [Regnier et al. 2011], which uses a hierarchy of servers, to accommodate high- and low-criticality tasks. The latest version of their scheduler (GMC-RUN) [Gratia et al. 2015] has been extended to deal with more than two criticality levels.

Between fully partitioned and fully global scheduling is the class of schemes referred to as semi-partitioned. Adaptation of semi-partitioned schemes to MCS has been addressed by Al-Bayati et al. [2015]. This approach uses two allocations for the two criticality modes. High-criticality tasks do not migrate. During a mode change, carry-over low-criticality jobs are dropped and new low-criticality jobs executing on a different processor are given extended deadlines/periods, i.e. they utilise the elastic task model. A different approach is taken by Xu and Burns [2015]: here a mode change in one processor results in low-criticality jobs migrating to a different processor that has not suffered a criticality mode change. No deadlines are missed. If all processors suffer such a mode change then at least the timing requirements of all high-criticality tasks are still met.

With dual-criticality fault tolerant systems, a scheme in which high-criticality tasks are replicated (duplicated) while low-criticality tasks are not is investigated by Axer et al. [2011] for independent periodic tasks running on a multiprocessor system-on-chip. They provide reliability analysis that is used to inform task allocation.

A more theoretical approach, that is not directly implementable, is proposed by Lee et al. [2014] with their MC-Fluid model. A fluid task model [Baruah et al. 1996; Holman and Anderson 2005] executes each task at a rate proportional to its utilisation. If one ignores the cost of slicing up tasks in this way then the scheme delivers an optimal means of scheduling multiprocessor platforms. To produce a mixed criticality version of the fluid task model the fact that tasks do not have a single utilisation needs to be addressed. This is done by Lee et al. [2014] who also produce an implementable version of the model that performs well in simulation studies. Lee et al. [2014] showed that the speedup factor for the MC-Fluid scheduling algorithm is $\phi \approx 1.618$. Baruah et al. [2015b, 2016] derived a simplified fluid scheduling algorithm which they call MCF. Two further algorithms, MC-Sort and MC-slope, were later proposed by Ramanathan and Easwaran [2015] and Ramanathan et al. [2016].

All the above work is focused on standard single threaded tasks. In addition there has been some studies on MCS with parallel tasks [Liu et al. 2014, Li et al. 2016].

4.2. Schedulability Analysis

For globally scheduled systems, where jobs can migrate from one processor to another, Li and Baruah [2012] take the multiprocessor scheme fpEDF [Baruah 2004] and combine it with their EDF-VD approach (see Section 3.2). Extensions of this work by Baruah et al. [2014] compare the use of partitioned versus global scheduling for MCS. They show that partitioning combined with EDF-VD yields a speedup factor of $8/3 - 4/3m$ for the dual-criticality scheduling problem on $m$ processors. As noted in van der Ster’s abstract in [Baruah et al. 2015a], an alternative theoretical approach, is to view the problem as one of vector scheduling [Chekuri and Khanna 2004] where each dimension corresponds to a criticality level. Combined with EDF-VD, this yields a speedup factor of $4/3 \approx 1.333$ for any $m$. By comparison, Baruah et al. [2014] show that combining EDF-VD with the global scheduling algorithm fpEDF yields a speedup factor of $\sqrt{5} - 1 \approx 1.236$. Despite the global approach having a better speedup factor, the interim conclusion from empirical evaluation is that partitioning is the more effective approach in practice [Baruah et al. 2014].

Notwithstanding this result, Pathan [2012] derives analysis for globally scheduled fixed priority systems. He adopts the AMC approach [Baruah et al. 2011b] (see Section 3.1) and integrates this analysis for multiprocessor scheduling.

A different and novel approach to multi-core scheduling of MCS is provided by Kritikakou et al. [2013]. They identify that a high-criticality task will suffer interference from a low-criticality task running on a different core due to the use of shared buses and memory controllers etc. They monitor the execution time of the high-criticality task and can identify when no further interference...
can be tolerated. At this point they abort the low-criticality task even though it is not directly interfering. An implementation on a multi-core platform demonstrated the effective performance of their scheme [Kritikakou et al. 2014b]. Extensions to deal with precedence constraints were given by Soci et al. [2015a] but only for jobs (not tasks).

4.3. Communication and other Resources

With a more complete platform such as a multiprocessor or System on Chip (SoC), for example with a NoC (Network-on-Chip), more resources have to be shared between criticality levels. The first design issue is therefore one of partitioning, how to ensure the behaviour of lower criticality components does not adversely impact on the behaviour of higher criticality components. Pellizzoni et al. [2009] were the first to consider the deployment of MCS on multi-core and many-core platforms. They defined an Architectural Analysis and Design Language (AADL) for mixed criticality applications that facilitates system monitoring and budget enforcement of all computation and communication. Later Obermaisser et al. [2014] and Obermaisser and Weber [2014] introduced a system model with gateways and end-to-end channels over hierarchical, heterogeneous and mixed criticality networks.

For a bus-based architecture it is necessary to control access to the bus so that applications on one core do not impact unreasonably on applications on other cores, whether of different or indeed the same criticality level. Pellizzoni et al. [2010] showed that a task can suffer a 300% increase in its WCET due to memory access interference even when it only spends 10% of its time on fetching from external memory on a 8-core system. To counter this, Yun et al. [2012] proposed a memory throttling scheme for MCS. Kotaba et al. [2013] also proposed a monitoring and control protocol to prevent processes flooding any shared communication media be it a bus or network. Kritikakou et al. [2014a] considered a scenario in which there are a few high-criticality tasks that can suffer indirect interference from many lower criticality tasks. Their approach attempts to allow as much parallelism as possible, commensurate with the high-criticality tasks retaining their temporal validity. Hassan and Patel [2016] claim an improved bus arbitrator, called Carb, that is more criticality aware. Bounding the interference that a safety-critical task can suffer from lower criticality tasks using the same shared communication resources on a multi-core platform is also addressed by Nowotsch et al. [2014].

Within the time-triggered model of distributed computation and communication MCS are often viewed as having both time-triggered and event-triggered activities, also referred to as synchronous and asynchronous [Pop et al. 2002; Steiner 2011]. The time-triggered traffic is deemed to have the highest criticality. The event-triggered traffic can either be viewed as best-effort or can be given some level of assurance if its impact on the system is bounded, referred to by Steiner [2011] as rate-constrained. Protocols that support this distinction can be implemented on TTEthernet.

Another TDMA-based approach, though this time built into the Real-Time Ethernet protocol, is proposed by Carvajal and Fischmeister [2013] in their open-source framework, Atacama. Cilku et al. [2015] describe a TDMA-based bus arbitration scheme. Novak et al. [2016a] propose a scheduling algorithm for time-triggered traffic that minimises jitter while allowing high-criticality messages to be re-transmitted following failure at the expense of low-criticality messages which are abandoned. Novak et al. [2016b] also consider how to produce an effective static schedule when there are unforeseen re-transmissions.

A reconfigurable SDRAM controller is proposed by Goossens et al. [2013c] to schedule concurrent memory requests to the same physical memory. They use a TDMA approach to share the controller’s bandwidth. A key aspect of this controller is that it can adapt to changes in the run-time characteristics of the applications. For example, a criticality mode change which results in more bandwidth being assigned to the higher criticality tasks can be accommodated. Criticality aware DRAMs are also addressed by Jalle et al. [2014] in the context of a Space case study in which there are two criticality levels.

Virtual devices are adopted by Ecco et al. [2014] to isolate critical tasks (which are guaranteed) from non-critical tasks that, although not guaranteed, perform adequately. Each virtual device
represents a group of DRAM banks and supports one critical task and any number of non-critical tasks. All critical tasks run on dedicated cores, and hence the only potential source of interference between criticality levels is from the interconnect. By use of virtual devices, the critical tasks benefit from interference-free memory access. DRAMs are also the focus of the work by Hassan et al. [2015] and Awan et al. [2016].

Kim et al. [2015] propose a priority-based DRAM controller for MCS that separates critical and non-critical memory accesses. They demonstrate improved performance for the non-critical traffic. A similar approach and result is provided by Goossens et al. [2013a] with their open-page policy.

Giannopoulou et al. [2013, 2015] use a different time-triggered approach. They partition access to the multiprocessor bus so that at any given time only memory accesses from tasks of the same criticality can occur. This may introduce some inefficiencies; however, it has the advantage that it reduces the temporal modelling of a mixed criticality shared bus to that of a single criticality shared bus. In later work Huang et al. [2015] generalise the approach by introducing the notion of isolation scheduling. The problems involved in using a shared bus has lead Giannopoulou et al. [2015] to also include a Network-on-Chip (NoC) in their later work.

Baruah and Burns [2014], Burns et al. [2015], Burns and Baruah [2015], and Fleming and Burns [2015] apply a one criticality at a time approach to MCS scheduled using a cyclic executive; they considered both partitioned and global allocation of jobs to frames.

Tobuschat et al. [2013] have developed a NoC explicitly to support MCS. Their IDAMC protocol uses a back suction technique [Diemer and Ernst 2010] to maximise the bandwidth given to low-criticality or non-critical messages while ensuring that high-criticality messages arrive by their deadlines. The more familiar wormhole routing scheme [Ni and McKinley 1993] for a NoC has been expanded by Burns et al. [2014] and Indrusiak et al. [2015] to provide support for mixed criticality traffic. Response-time analysis, already available for such protocols [Shi and Burns 2008], is augmented to allow the size and frequency of traffic to be criticality dependent. Wormhole routing is also used by Hollstein et al. [2015] to provide complete separation of mixed-criticality code; they also support run-time adaptability following any fault identified by a Built-In Self Test.

On-chip networks require reliable/trusted interfaces to prevent babbling behaviour [Broster and Burns 2003]. This is provided via a time-triggered extension layer for a mixed-criticality NoC by Ahmadian and Obermaisser [2015]. Dynamic control of a mixed-criticality NoC is considered by Kostrzewa et al. [2015]. Control over I/O contention via an Ethernet-based criticality-aware NoC is advocated by Abdallah et al. [2016]. NoC security, in which high-criticality messages need more protection than those of low-criticality, is considered by Papastefanakis et al. [2016].

An alternative to using a NoC for all traffic (task to task communication and task to off-chip memory) was proposed by Audsley [2013] and Gomony et al. [2016]. They advocate the use of a separate memory hierarchy to link each core to off-chip memory. A criticality aware protocol is then used to pass requests and data through a number of efficient multiplexers. If the volume of requests and data is criticality dependent then analysis similar to that used for processor scheduling can be applied. The separation of execution time from memory-access time is explored by Li and Wang [2016]. They demonstrate that this distinction improves schedulability.

Controller Area Network (CAN) [Bosch 1991] is a widely used network for real-time applications, particularly in the automotive domain. It has been the subject of considerable attention with response time analysis derived by Davis et al. [2007] for what is effectively a fixed priority non-preemptive protocol. The use of CAN in mixed criticality applications has been addressed by Burns and Davis [2013]. In this work it is the period of the traffic flows and the fault model that changes between criticality levels. A MixedCAN protocol was developed that uses a Trusted Network Component to police the traffic that nodes are allowed to send over the network.

Herber et al. [2013] also addressed the CAN protocol. They replaced the physical network controller with a set of virtual controllers that facilitate spatial separation. A weighted round robin scheduler in then used to give temporal isolation. Their motivation is to support virtualisation in an
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automotive platform. They do not however use criticality specific parameters for the different applications hosted on the same device.

Other protocols that have been considered in terms of their support for MCS include FlexRay [Goswami et al. 2012] and switched Ethernet [Cros et al. 2014, 2015]. In the latter work, a change in criticality mode is broadcast to the entire system by adding a new field to the IEEE 1588 PTP (Precision Time Protocol).

Addisu et al. 2013 consider JPEG2000 Video streaming over a wireless sensor network. With such a network the available bandwidth varies in an unpredictable way. They propose a bandwidth allocation scheme that is criticality aware.

Finally, Jin et al. 2015, 2016 provide delay analysis for fixed priority scheduling in sensor networks.

5. MORE REALISTIC MCS MODELS

The abstract behavioural model described in Section 2 has been very useful in allowing key properties of mixed criticality systems to be derived, but it is open to criticism from systems engineers that it does not match their expectations. In particular:

— In the high-criticality mode, low-criticality tasks should not be abandoned. Some level of service should be maintained if at all possible, as low-criticality tasks are still important.

— For systems which operate for long periods of time it should be possible for the system to return to the normal low-criticality mode when the conditions are appropriate. In this mode all functionality should be provided.

In some MCS it may be acceptable to provide only limited timing guarantees following a criticality mode change, and hence no online controls are required [von der Bruggen et al. 2016]; however, where abandonment of all low-criticality tasks is not acceptable, then a number of reconfigurations are possible:

(1) Let any low criticality job that has started run to completion; this is in effect what is assumed by many forms of analysis [Baruah et al. 2011b].

(2) Reduce the priorities of the low-criticality tasks [Baruah and Burns 2011], or similar for EDF scheduling by changing task deadlines [Huang et al. 2013, 2014].

(3) Increase the periods and deadlines of low-criticality jobs [Su et al. 2013; Su and Zhu 2013; Jan et al. 2013; Su et al. 2014, 2016a], referred to as task stretching or the elastic task model.

(4) Impose only weakly-hard constraints on the low-criticality tasks [Gettings et al. 2015].

(5) Decrease the computation times of low-criticality tasks [Burns and Baruah 2013].

(6) Move some low-criticality tasks to a different processor that has not experienced a criticality mode change [Xu and Burns 2015].

(7) Abandon low-criticality work in a disciplined sequence [Fleming and Burns 2014; Huang et al. 2013; Su et al. 2013; Ren and Phan 2015].

The fifth approach leads to a modification to the system model; whereas for high-criticality tasks we have $C(HI) \geq C(LO)$, for low-criticality tasks we now have $C(HI) \leq C(LO)$. For some $C(HI) = 0$ i.e. they are abandoned, for others a lower level of service can be guaranteed, while yet others may be able to continue with no change in budget.

The final approach is addressed by Fleming and Burns 2014; they introduce a further notion into the standard model; tasks are allocated to applications and each application is assigned an importance level by the system designer. Low-criticality tasks are then abandoned in inverse order of importance. Huang et al. 2013 also introduce an extension to the standard model via an ICG (Interference Constraint Graph) used to capture which tasks need to be dropped when particular higher criticality tasks exceed their allocated criticality-aware execution times. Controlled abandonment via the use of partitioning is advocated by Mahdiani and Masrur 2016 in the context of EDF-VD scheduling.

A specific approach is advocated by Su et al. 2016b, whereby low-criticality tasks have two periods, short and long, and two priorities. On the criticality mode change the tasks switch to their longer periods and new priorities. Analysis is provided to show that all modes are schedulable.
A flexible scheme utilising hierarchical scheduling is proposed by Easwaran and Shin [2014]. They differentiate between minor violations of low-criticality execution time which can be dealt with within a component via an internal mode change and more extensive violations that requires a system-wide external mode change. In doing so they introduce a new mixed-criticality resource interface model for component-based system which supports isolation, virtualisation and compositional.

In keeping with operational mode changes a simple protocol for controlling the time of the change of mode back to low criticality is to wait until the system is idle, i.e. has no application tasks to run, and then the change can safely be made [Tindell and Alonso 1996]. This approach is extended by Santy et al. [2013] to produce a somewhat more efficient scheme that can be applied to globally scheduled multiprocessor systems in which an idle tick may never occur. With a dual criticality system that has just transitioned into the high-criticality mode, and hence no low-criticality jobs are executing, the protocol first waits until the highest priority high-criticality job completes, then it waits until the next highest priority job is similarly inactive. This continues until the lowest priority job is inactive; it is then safe to reintroduce all of the low-criticality tasks. Obviously if there is a further violation of the $C(LO)$ bound then the recovery protocol is restarted. The authors call this Safe Criticality Reduction.

A more aggressive scheme for returning a MCS back to its low-criticality mode is proposed by Bate et al. [2015, 2016], referred to as the bailout protocol. Here, high-criticality tasks take out a loan if they execute for more than their $C(LO)$ estimate. Other tasks repay the loan by either not executing at all or by executing for less time than budgeted. When the loan is repaid and a further condition met, the system returns to low-criticality mode. The authors demonstrate that the bailout protocol returns the system to the low-criticality mode much quicker than the simple ‘wait for idle tick’ scheme, and results in far fewer deadline misses and un-started jobs for low-criticality tasks.

As well as experiencing a criticality mode change a system can, of course, be structured to behave in a number of operational or behavioural modes. As indicated earlier, Burns [2014] compares and contrasts these two forms of mode change. Niz and Phan [2014] note that the criticality of a task can depend on the behavioural mode of the system. They develop schedulability analysis for this dependency and consider the static allocation of such tasks to multiprocessor platforms.

Another aspect of the ‘standard model’ for MCS that can be argued to be unrealistic is the idea that a system with five criticality levels would also have five different estimates of WCET for its most critical tasks. An augmented model has been proposed [Burns 2015; Niz et al. 2009] that restricts each task to having just two WCET estimates. So, in the general case where there are $V$ criticality levels, $L_1$ to $L_V$ (with $L_1$ being the highest criticality), each task just has two $C$ values. One represents its estimated WCET at its own criticality level ($C_i(L_i)$) and the other is an estimate at the base (i.e., lowest) criticality level ($C_i(L_V)$). It follows that if a job is of the lowest criticality level (i.e., $L_i = L_V$) then it only has one WCET parameter. For all other jobs, $C(L_i) \geq C(L_V)$. The two parameters of this augmented model seem to be sufficiently expressive to capture most of the key properties of MCS. However, Baruah and Guo [2015] showed that: “The Burns model is strictly less expressive than the V estal model. Determining whether a given instance can be scheduled correctly remains NP-hard in the strong sense. Lower bounds on schedulability, as quantified using the speedup factor metric, are no better for the Burns model than for the V estal model.”

6. SYSTEMS ISSUES

A fundamental issue with MCS is separation. Many of the theoretical papers reviewed here assume various levels of run-time monitoring and control; however, few consider how the required mechanisms can be implemented. Neukirchner et al. [2011] addressed this issue, focusing on memory protection, timing fault containment, admission control and (re-)configuration middleware. Their framework Farrall et al. [2013] is aimed at supporting AUTOSAR conforming applications within the automotive domain.
A detailed study of the overheads for two common implementation schemes for MCS is presented by Sigrist et al. [2014]. They conclude that overheads of up to 97% can be encountered and recommend that scheduling models be extended to include parameters that capture the impact of run-time overheads.

The issue of monitoring is also addressed by Motruk et al. [2012] in the context of their IDAMC (Integrated Dependable Architecture for Many Cores). This work builds on more general work on separation, isolation and monitoring for SoC/NoC architectures. Alonso et al. [2013], Trujillo et al. [2013, 2014], and Cilku et al. [2014, 2015] address virtualisation in terms of Model Driven Engineering for MCS. Virtualisation has also been investigated by Goossens et al. [2013] “to allow independent design, verification and execution” using their CompSOC architecture. Paravirtualisation of legacy RTOSs to provide the necessary memory isolation is considered by Armbrust et al. [2014].

Hypervisor technology is also being used to provide an appropriate level of isolation in MCS. Larucea et al. [2016] use it to minimise interference via modelling patterns of execution. Evripidou and Burns [2016] employ different execution-time servers (deferrable server for event-triggered work, and periodic server for periodic work) under the control of a hypervisor to bound the overheads associated with using server technology. If there is a criticality mode change then the deferrable servers are transposed to more efficient but less responsive periodic servers. A general hypervisor architecture for multi-core MCS is presented by Pérez et al. [2017].

The development of purpose built FPGA-based hardware is being undertaken with the aim of reducing the cost of certification for MCS on multiprocessor architectures via the use of open source hardware and software [Pop et al. 2013; Nevalainen et al. 2013; Mendez et al. 2013]. Other research looking at systems built on FPGA platforms includes the development of a criticality-aware scrubbing mechanism that improves system reliability by up to 79% [Santos et al. 2014]. Scrubbing is a technique for recovering from single event upsets that affect FPGA platforms in harsh environments such as space.

Many MCS papers have, either explicitly or implicitly, focused on issues of safety and reliability. Criticality can however also refer to security. Within this domain it is usual to have different security levels, hence much of the extensive literature on security is relevant, but outside of the scope of this survey. Some work is nevertheless applicable to both safety and security, for example the definition of a separation kernel for a system-on-chip built using a time-triggered architecture [Wasieck et al. 2010]. Such a separation kernel has been developed by Li et al. [2013], West et al. [2016], and Missimer et al. [2016]. This kernel can host guest operating systems, such as Linux or their own RTOS QUEST-V. The kernel partitions the available cores into Sandboxes that have different criticality levels. The architecture is aimed at achieving efficient resource partitioning and performance isolation. One means of achieving this is for interrupts to go directly to the appropriate partition, so that they do not have to be first handled by the hypervisor.

PikeOS [Kaiser 2007] also employs a separation microkernel [Saidi et al. 2015] to provide “a powerful and efficient paravirtualization real-time operating system” for a partitioned multi-core platform. Lyons and Heiser [2014] show how the high-assurance microkernel sel_4, model can be extended to cater for mixed criticality. Virtual Machines (VMs) that are appropriate for real-time Java-based MCS have been designed by Ziarek and Blanton [2015] and Hamza et al. [2015].

To implement the criticality mode change it is necessary for the run-time system to support execution time monitoring, the set of modes, and the mode changes. Baruah and Burns [2011] show how this can be achieved within the facilities provided by the Ada programming language. Kim and Jin [2014] do the same for a standard RTOS.

A further operating system designed to support mixed criticality is Kron-OS [David et al. 2014]. This controls the execution of RSFs (Repetitive Sequence of Frames) that are partitioned between two criticality levels.

As an alternative to using an RTOS to give the right level of protection and resource sharing, Zimmer et al. [2014] designed a processor (FlexPRET) to directly support MCS. They use fine-grained multi-threading and scratchpad memory to give protection to hard real-time tasks while
increasing the resource utilisation of soft tasks. In effect soft tasks can safely exploit the spare capacity generated by the hard tasks at the cycle level. A more focused scheme aimed at partitioning the cache is described by Lesage et al. [2012]. A Least Critical (LC) cache replacement policy is evaluated by Kumar et al. [2014]. The effective use of cache is also considered by Chrisholm et al. [2015] for a multi-core platform.

A hardware platform that supports applications of different criticality levels must manage its I/O functions in a partitioned and hence safe and secure way. If lower criticality work can cause interrupts to occur at any time then unpredictable overheads may be incurred by high-criticality applications. This often overlooked topic is addressed by Paulitsch et al. [2015].

Although research on MCS has generated many different approaches, there have been few empirical benchmarks or comparative studies. One useful study was published by Huang et al. [2012]. They compared the scheme of Vestal [2007] with its optimal priority assignment, their improved slack scheduling scheme and period transformation. They conclude that Vestal’s approach and period transformation usually, although not always, outperform slack scheduling; and that there are additional though not excessive overheads with period transformation and slack scheduling. Later Fleming and Burns [2013] compared Vestal’s approach, AMC (see Section 3.1) and period transformation for multiple criticality levels. As the number of criticality levels increased the relative advantage of period transformation was observed to decrease, even when overheads are ignored. This observation was also supported by Huang et al. [2014a] who updated their study and concluded that AMC-based scheduling gave the best performance for fixed priority sporadic task systems. This study also looked at the overheads involved in a user-space implementation of AMC on top of Linux (without kernel modifications).

The need for useful benchmarks is noted in a number of papers. One industrially inspired case study is provided by Habbin et al. [2015]. The use of realistic simulations to evaluate scheduling schemes is discussed by Bate et al. [2015, 2016], Griffin et al. [2015] and Ittershagen et al. [2015]. A brief comparison of approaches to multiprocessor scheduling of MCS is provided by Osmolovskiy et al. [2016]. The evaluation of communications within MCS is considered by the work of Napier et al. [2016] and Petakis et al. [2016].

Another systems issue of crucial importance in many mobile embedded systems is power consumption. The work of Broekaert et al. [2013] allocates and monitors power budgets for different criticality levels. If a crucial Virtual Machine (VM) “overpassed its power budget during its time partition, the extra power consumed will be removed from the initial power budget of the next low critical VM scheduled”. Energy consumption is also addressed by Legout et al. [2013]. They trade energy usage with deadline misses of low-criticality tasks, and claim a 17% reduction in energy with deadline misses kept below 4%. The objective of minimising energy usage is used by Zhang et al. [2013] to drive task allocation in a multiprocessor system. A slightly different approach is taken by Huang et al. [2014b]. They advocate the use of Dynamic Voltage and Frequency Scaling (DVFS) to increase the speed of the processor if high-criticality tasks need more than their $C(LO)$ requirement. Hence low-criticality jobs are not abandoned, but more energy is used. They integrate their approach with the EDF-VD scheduling scheme (see Section 3.2) and have since addressed multi-core platforms [Narayana et al. 2016]. This approach is extended by Ali et al. [2015] who propose a new dynamic power-aware scheduling scheme for hardware with discrete frequency levels. DVFS management is also addressed by Haritian and Garcia-Ortiz [2015] in their provision of a simulation framework for power management.

Where energy is limited or indeed the system is energy neutral, then criticality-aware energy usage becomes crucially important [Volp et al. 2014]. ENOS [Wagemann et al. 2016] is an experimental OS that addresses mixed resources (time and energy) and mixed criticality. It transforms the system through a series of ‘energy modes’ including one that ensures all state is safely stored in persistent memory before system blackout. Energy harvesting in the context of a battery-less real-time system is considered by Asyaban et al. [2016]. They propose a scheduling scheme that satisfies both temporal and success-ratio constraints while addressing uncertainty in the platform’s power management. Even where energy is not limited, isolation in terms of power
usage and temperature control is important; an issue that has been addressed in the context of heterogeneous MPSoCs [Grütter 2017].

Complex MCS also present a number of significant challenges at the specification and design stage. Herrera et al. [2013, 2015] propose a modelling and design framework for MCS hosted on Systems-on-Chip and/or Systems-of-Systems. They present a core ontology but freely admit that there is considerable work to do before a sound engineering process is available for system builders/architects. Giannopoulou et al. [2016] support the development of MCS on multi-core platforms via the development of an appropriate tool chain. This group has also considered the mapping and design of fault-tolerant MCS to multicore platforms [Giannopoulou et al. 2014; Zeng et al. 2016].

7. LINKS TO OTHER RESEARCH TOPICS
In this section, we explore the links between research into MCS, and other related topics.

7.1. Hard and Soft Tasks
Although the label “Mixed Criticality Systems (MCS)” is relatively new, many older results and approaches can be reused and reinterpreted under this umbrella term. In particular, systems in which there are tasks with hard and soft real-time constraints have been studied since the 1980s. Hard tasks must be guaranteed, while soft tasks are then given the best possible service. Soft tasks are usually unbounded, in terms of their execution time or their arrival frequency, and hence must be constrained to execute only from within some form of execution-time server. Such servers have a bounded impact on the hard tasks. A number of different servers have been proposed in the literature. The major ones for fixed priority systems are the Periodic Server, the Deferrable Server, the Priority Exchange Server (all described by Lehoczky et al. [1987]), and the Sporadic Server [Sprunt et al. 1988]. These servers have equivalent protocols for dynamic priority (EDF) systems; and some EDF specific ones exist such as the Constant Bandwidth server [Abeni and Buttazzo 1998]. The ability to run soft tasks in the slack provided by the hard tasks is also supported by Static Slack Stealing [Lehoczky and Ramos-Thuel 1992], Dynamic Slack Stealing [Davis et al. 1993], and Dual-Priority schemes [Davis and Wellings 1995].

The standard servers only deal with the isolation / partitioning aspect of MCS. To support sharing of processing resources there must be some means of moving capacity from the under utilised servers of high-criticality tasks to the under provisioned servers of lower criticality tasks. The Extended Priority Exchange server [Sprunt et al. 1988] as well as work on making use of gain time [Davis 1995], show how this can be achieved. These ideas have been incorporated into protocols aimed at providing support for low criticality tasks in MCS [Niz et al. 2009; Bate et al. 2015]. The idea of slack stealing has been used as a basis for scheduling MCS (see Section 3.1.2).

Run-time adaptability for MCS has been addressed by Hu et al. [2015, 2016a]. They present an approach to adaptively shape at runtime the inflowing workload from low-criticality tasks based on the actual demand of high-criticality tasks. This improves the QoS of low-criticality tasks, but it not clear what level of guarantee is provided for these tasks. An alternative scheme, with the same aim, is given by Hikmet et al. [2016].

7.2. Fault Tolerant Systems
Fault tolerant systems (FTS) typically have means of identifying a fault and then recovering before there is a system failure. Various recovery techniques have been proposed including exception handling, recovery blocks, check-points, task re-execution and task replication. If following a fault extra work has to be undertaken then it follows that some existing work will need to be abandoned, or at least postponed. Further, this work must be less important than the tasks that are being re-executed. It follows that many fault tolerant systems are in effect MCS.

Timeouts are often used to identify a fault. A job not completing before a deadline is evidence of some internal problem. Earlier warning can come from noting that a job is trying to execute for more than its execution time budget. Execution time monitoring is therefore common in safety...
critical systems that are required to have some level of fault tolerance. Again this points to common techniques being required in FTS and MCS.

As noted earlier in the discussion on CAN (Section 4.3), a fault model can be criticality dependent [Burns and Davis 2013]. A task may, for example, be required to survive one fault if it is mission critical, but two faults if it is safety critical. The difference between execution time budgets at different criticality levels, may be a result of the inclusion or not of recovery techniques in the WCET estimates of the tasks.

Although there is this clear link between FTS and MCS there has not as yet been much work published that directly addresses fault-tolerant MCS. Exceptions being the work of Huang et al. [2014] and a paper by Pathan [2014] that both focus on service adaptation and the scheduling of fault-tolerant MCS; and a four mode model developed by Al-Bayati et al. [2016]. Zonal Hazard Analysis and Fault Hazard Analysis [Thekkilakkattil et al. 2014b] and Error-Burst models [Thekkilakkattil et al. 2014a] can be used to deliver both flexibility and real-time guarantees for the most critical tasks. Thekkilakkattil et al. [2015] also consider the link between MCS and the tolerance of permanent faults. Lin et al. [2014] attempt to integrate mixed criticality with the use of primary and backup executions in both of the two criticality modes they consider. Islam et al. [2006], in a paper that preceded that of Vestal [2007], looked at combining different levels of replication for different levels of criticality.

As highlighted already in this survey, many models and protocols for mixed criticality behaviour allow the system to move through a sequence of criticality modes. With a dual-criticality system the system starts in the low-criticality mode in which all deadlines of all tasks are guaranteed, but can then transition to the high-criticality mode in which only the high-criticality tasks are guaranteed. It may, or may not, later return to the low-criticality mode when it is safe to do so. Burns [2014] compared these criticality mode changes with the more familiar system (operational) mode changes. He concludes that the low-criticality mode behaviour should be considered as the ‘normal’ expected behaviour. A move away from this mode is best classified as a fault; with all other modes being considered forms of graceful degradation. A move back to the fully functional low-criticality mode is closest in nature to an operational mode change. Such a mode change is planned for but may never occur.

7.3. Hierarchical Scheduling

One means of implementing MCS where strong partitioning is needed between applications is to use a hierarchical (typically two-level) scheduler. A trusted base scheduler assigns budgets to each application. Within each application a secondary scheduler manages the tasks of the application. There are a number of relevant results for such resource containment schemes (e.g. [Saewong et al. 2002; Shin and Lee 2003; Davis and Burns 2003, 2005; Lipari and Bini 2005; Davis and Burns 2006; Zhang and Burns 2007; Checconi et al. 2009]). Both single processor and multiprocessor platforms can support hierarchical scheduling.

Unfortunately when hierarchical scheduling is applied to MCS there is a loss of performance [Lackorzynski et al. 2012]. A simple interface providing a single budget and replenishment period, which is often associated with virtualisation or the use of a hypervisor [Alonso et al. 2013], is too inflexible to cater for a system that needs to switch between criticality modes. To provide a more efficient scheme, Lackorzynski et al. [2012] proposed ‘flattening’ the hierarchy by exposing some of the internal structure of the scheduled applications. They developed the notion of a scheduling context, which they apply to MCS [Völz et al. 2013]. In effect they assign more than one budget to each ‘guest’ OS. As a result, applications that would otherwise not be schedulable are shown to utilise criticality to meet all deadlines. An alternative approach is provided by Groesbrink et al. [2013, 2014]. They allow budgets to move between virtual machines executing on a hypervisor that is itself executing on a multi-core platform. The hypervisor controls access to the processor, the memory, and shared I/O devices. Yet another scheme is described by Marinescu et al. [2012]. They are more concerned with partitioning as opposed to resource usage, and address distributed heterogeneous architectures. Hypervisors are
also used by Cilku and Puschner [2013] to give temporal and spatial separation on a multiprocessor platform. Perez et al. [2013] use a hierarchical scheduler to statically partition a mixed criticality wind power system requiring certification under the IEC-61508 standard. A hypervisor for a mixed criticality on-board satellite software system is discussed by Salazar et al. [2014], and Alonso et al. [2015], and one for general control systems is addressed by Crespo et al. [2014]. The issue of minimising the overheads of a hypervisor is considered by Blin et al. [2016].

7.4. Cyber Physical Systems and Internet of Things

In parallel with the development of a distinct branch of research covering MCS has been the identification of Cyber Physical Systems (CPS) as a useful focus for system development. Not surprisingly it has been noted that many CPS are also MCS. For example Schneider et al. [2013] note that many CPS contain a combination of deadline-critical and QoS-critical tasks. They propose a layered scheme in which QoS is maximised while hard deadline tasks are guaranteed. Izosimov and Levholt [2015] use safety-critical CPS to explore how metrics can be used to map potential hazards and risks from top-level design down to mixed criticality components on a multi-core architecture. Issues of composability within open CPS are introduced in a short paper by Lee et al. [2016].

Maurer and Kirner [2015] consider the specification of cross-criticality interfaces (CCI) that define the level of communication allowed between open subsystems/components in CPS. Lee et al. [2015] also look at interfaces and composition for mixed criticality CPS.

The link between the Internet of Things (IoT) and MCS is made by Kamienski et al. [2016] in the context of development methods for energy management in public buildings. Smart buildings are also the focus of the work by Dimopoulos et al. [2016] on a context-aware management architecture.

7.5. Probabilistic real-time systems

In MCS, the WCET of a task is expressed as a function of the criticality level (e.g. \( C(LO) \) and \( C(HI) \)) with larger values for the WCET estimate obtained for higher criticality levels. Research into probabilistic hard real-time systems can be viewed as extending this model to a continuum or at least a large number of discrete values [Edgar and Burns 2001]. Instead of a number of single values for WCET estimates with different levels of confidence, the worst-case execution time is expressed as a probability distribution, referred to as a pWCET.

The exceedance function (or \( 1 - \text{CDF} \)) for the pWCET gives the probability that the task will exceed the specified execution time budget on any given run [Cucu-Grosjean 2013]. Conversely, the exceedance function may be used to determine the execution time budget required such that the probability of overrunning that budget does not exceed a specified probability.

Probabilistic analysis provides an alternative treatment for mixed criticality systems, where high-criticality tasks are specified as having an extremely low acceptable failure rate (e.g. \( 10^{-9} \) per hour), whereas a higher failure rate (e.g. \( 10^{-6} \) or \( 10^{-7} \) per hour) is permitted for lower criticality tasks. Probabilistic worst-case execution times [Cucu-Grosjean et al. 2012; Cazorla et al. 2013; Davis et al. 2013; Altmeyer et al. 2015] and the probabilistic worst-case response times [Díaz et al. 2002; López et al. 2008; Maxim and Cucu-Grosjean 2013] derived from them provide a match to requirements specified in this way. These techniques can potentially be used to show that pathological cases with very high execution times / high response times have a provably very low probability of occurring, thus avoiding the need to over-provision compute resources to handle these cases.

Just as MCS research has expanded from a focus on execution times to one that includes arrival rates for sporadic tasks, so probabilistic analysis has been developed for the case where the arrival rate of tasks is described by a probability distribution [Maxim and Cucu-Grosjean 2013]. This work forms the basis for a further link between MCS and probabilistic analysis. Indeed Masrur [2016] uses random jitter on the arrival time of low-criticality tasks to improve schedulability.

\(^{9}\)Cumulative Distribution Function.
Guo et al. [2015] demonstrate the usefulness of a probabilistic framework in their analysis of an EDF scheduled system in which there is a permitted but low probability of timing faults. The chances of a high-criticality task executing for more than its low-criticality execution time budget $C(LO)$ is also expressed as a probability. Santinelli and George [2015] also explore the probability space of WCETs for MCS. Probabilistic analyses for the SMC and AMC schemes are derived by Maxim et al. [2016]. A Markov decision process is used by Alahmad and Gopalakrishnan [2016] to model job releases in MCS. Probabilistic analysis is also used to investigate the safety of each criticality level by Draskovic et al. [2016].

7.6. Industry Practice and Safety Standards

This survey covers the considerable body of research into MCS stemming from the model presented by Vestal [2007]. Industry practice and safety standards; however, provide a somewhat different perspective on MCS. There are different meanings assumed for some of the commonly used terms, and different objectives. This disconnect has been discussed in a number of papers [Graydon and Bate 2013], [Esper et al. 2015], [Paulitsch et al. 2015] and [Ernst and Natale 2016].

From an industry perspective, criticality relates to the functional safety of an application, see, for example, the IEC 61508, DO-178B and DO-178C, DO-254 and ISO 26262 standards. Typical names for criticality levels are ASILs (Automotive Safety and Integrity Levels), DALs (Design Assurance Levels or Development Assurance Levels) and SILs (Safety Integrity Levels).

Determining the criticality of an application (or system function implemented via both hardware and software) is done via a system safety assessment that involves Failure Modes and Effects Analysis (FMAE). The criticality level typically depends on (i) an evaluation of the consequences of a failure, (ii) the probability that the failure occurs, and (iii) the provision of means to mitigate or cope with the fault. Hence the criticality level of an application may not necessary reflect the severity or consequences of failure. An example given by Esper et al. [2015] and Ernst and Natale [2016] comes from ISO 26262. If the probability of failure occurrence is very low, the ASIL level assigned may be low, despite severe consequences if a failure actually happens. A different application with a high probability of failure may be assigned a higher ASIL despite having lower severity consequences. With this interpretation, the idea of dropping low-criticality functionality in favour of completing that of higher criticality does not hold; the consequences would be more severe. ISO 26262 also permits high-criticality applications to be composed from lower criticality components with diverse implementations, again dropping one of the lower criticality components would remove the diversity and undermine the safety argument for the high-criticality function. The message here is that the criticality level is not the same as the importance of the application. Functionality that has low criticality cannot simply be dropped.

The standards require that "sufficient independence" or "freedom from interference" is demonstrated between functions of different criticality levels in both spatial and timing domains. If this is not done, then the whole system needs to be designed and developed according to methods appropriate for the highest criticality level involved, which would be untenable in practice for cost reasons. It remains a significant challenge to achieve the necessary separation, while also providing an efficient means of sharing resources. This is particularly apposite with the advent of multi-core and many-core platforms.

8. DIRECTIONS FOR FUTURE WORK

As identified in the introduction, the fundamental issue with MCS is how to reconcile the differing needs of separation (for safety) and sharing (for efficient resource usage). These concerns have lead to somewhat of a bifurcation in the resulting research. Much of the implementation and systems work has concentrated on how to safely partition a system so that high-criticality components can at least run on hardware systems where computational and communication resources are otherwise shared. By comparison, the more theoretical and scheduling research has largely focused on how criticality-specific WCETs can be utilised to deliver systems that are schedulable at each criticality level with a high processor utilisation. Unfortunately these two areas of research are not easily
integrated. Flexible scheduling requires as a minimum dynamic partitioning. Certified systems require complete separation or at least static partitioning. Future work must address this mismatch.

A second topic for future work is a move away from a processor-centric view of MCS to one that incorporates other shared resources, for example communication; particularly on a multi-core or many-core platform. Can a shared bus provide the required separation, or is a Network-on-Chip protocol required? Work has only recently begun to address these issues.

What becomes clear from reading the extensive literature that has been produced since the seminal paper by Vestal [2007], is that MCS present a collection of interesting issues that are both theoretically intriguing and challenging from the perspective of implementation. We finish this survey by listing open issues identified from reading the extensive research literature. (Many of these issues were presented by Alan Burns in his keynote talk at the Dagstuhl Seminar on Mixed Criticality Systems on Multicore/Manycore Platforms in March 2015).

1. Holistic analysis is needed considering all system resources, particularly communications busses, networks, and access to memory, as well as the processor(s).
2. Appropriate models of system overheads and task dependencies are required, and need to be integrated into the analysis. In particular, attention needs to be paid to how overheads arising from tasks of one criticality level may impact tasks of different (particularly higher) criticality.
3. More work is needed to integrate run-time behaviour, i.e. monitoring and control, with the assumptions made during static analysis and verification.
4. Effective protocols are needed for sharing information between criticality levels.
5. There are a number of open issues with regards to graceful degradation and fault recovery. These include timely recovery back to the low-criticality mode of operation, and support for limited low-criticality functionality in higher criticality modes, avoiding the abandonment problem.
6. To be of practical use, techniques need to scale to more than two (possibly up to five) levels of criticality.
7. Better WCET analysis is needed to reduce the sound C(HI) and C(LO) estimates used, and to improve the confidence in these values.
8. Much of the existing research has looked at mixed criticality within a single scheduling scheme; however, further work is needed on integrating different schemes (e.g. cyclic executives for safety-critical applications, fixed priority for mission-critical applications, on the same processor).
9. Mechanisms are needed to tightly bound the impact of lower criticality tasks on those of higher criticality, independent of the behaviour or misbehaviour of the former, without significantly compromising performance, which may happen if strict isolation is enforced.
10. Time composability is needed across different criticality levels, so that the timing behaviour of tasks determined in isolation can be used when they are composed during system integration.
11. So far there has been little work on security as an aspect of criticality in real-time systems.
12. Probabilistic and statistical methods are a good match to requirements specified in terms of failure rates for different criticality levels; however, little work has been done on applying these techniques to MCS.
13. Openly available benchmarks and case studies are needed for the evaluation of MCS techniques and analysis.
14. For research on MCS to have real impact it will be necessary to influence the relevant standards in the various application domains (e.g. automotive, aerospace).

Returning to the fundamental question underlying MCS research: how, in a disciplined way, to reconcile the conflicting requirements of partitioning for safety assurance and sharing for efficient resource usage. As yet we do not have the structures (models, methods, protocols, analysis etc.) needed to allow the tradeoffs between partitioning and separation to be properly evaluated. It is clear that MCS will continue to be a focus for practical and theoretical work for some time to come.
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