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Abstract—This paper extends analysis of the Adaptive Mixed Criticality (AMC) scheme for fixed-priority preemptive scheduling of mixed-criticality systems to include tasks with arbitrary deadlines. Both of the previously published schedulability tests, AMC-rtb and AMC-max are extended to cater for tasks with deadlines that may be greater than their periods. Evaluations show that the simpler method, AMC-rtb-Arb, remains a viable approach that performs almost as well as the more complex alternative, AMC-max-Arb, when tasks with arbitrary deadlines are considered.

I. INTRODUCTION

Since the publication of Vestal’s model [14] there has been a significant number of papers on the scheduling of Mixed Criticality Systems (MCS) (see [8] for a survey). Somewhat surprisingly none of the papers on fixed priority scheduling of MCS have addressed tasks with so called arbitrary deadlines that may be greater than their periods. In this paper we consider this issue within the context of fixed-priority preemptive systems scheduled according to the Static Mixed Criticality (SMC) [4] and Adaptive Mixed Criticality (AMC) [5], [1] schemes.

Arbitrary-deadline tasks cater for situations where there is some leeway in when a task must execute. For example, a consumer task that reads items from a buffer must, over a long time interval, consume items at the same rate as they are produced; however, the task can have response times that are longer than its period or some multiple of its period, provided that buffer has sufficient space to store unread items. A task set may be unschedulable if its deadlines are constrained (i.e. less than or equal to their periods), but may meet all of its time constraints if a few tasks are allowed to have arbitrary deadlines.

The remainder of the paper is organized as follows. In Section II, we outline the standard MCS model. In Section III, we recap on the extended form of response-time analysis for arbitrary-deadline tasks. Section V then reviews existing schedulability analysis for SMC and AMC, assuming tasks with constrained deadlines. The main contribution of the paper is the new response-time analyses derived in Section VI for the AMC scheme, catering for arbitrary-deadline task sets. Section VII discusses priority assignment, while Section VIII evaluates the performance of the various schedulability tests. Section IX concludes.

II. SYSTEM MODEL, TERMINOLOGY AND NOTATION

In this paper, we are interested in the Fixed Priority Preemptive Scheduling (FPPS) of a single processor MCS comprising a static set of \( n \) sporadic tasks. Each task, \( \tau_i \), is defined by its period (or minimum inter-arrival time), relative deadline, worst-case execution time (WCET), criticality level, and unique priority: \( (T_i, D_i, C_i, L_i, P_i) \). Task deadlines may be arbitrary, i.e. less than, equal to or greater than their periods.

We assume that each task \( \tau_i \) gives rise to a potentially unbounded sequence of jobs, with the release of each job separated by at least the minimum inter-arrival time from the release of the previous job of the same task. The worst-case response time of task \( \tau_i \) is denoted by \( R_i \) and corresponds to the longest response time from release to completion for any of its jobs. For tasks with arbitrary deadlines, more than one job of the same task may be active at any given time. Among jobs of the same task, those released earlier are executed first.

The system is assumed to be defined over two criticality levels (\( HI \) and \( LO \)). Each LO-criticality task \( \tau_j \) is assumed to have a single estimate of its WCET: \( C_j(LO) \), while each HI-criticality task \( \tau_k \) has two estimates: \( C_k(HI) \) and \( C_k(LO) \), with \( C_k(HI) \geq C_k(LO) \). (Note we drop the task index when using these and other terms in a generic way, but include the index when referring to the parameters of a specific task). Most scheduling approaches for MCS identify different modes of behavior. In the LO-criticality (or normal) mode, all tasks execute within their \( C(LO) \) bounds and all deadlines are required to be met. At all times LO-criticality tasks are constrained by run-time monitoring to execute for no more than their \( C(LO) \) bound. In contrast, if a HI-criticality task executes for \( C(LO) \) without signaling completion then the system enters HI-criticality mode. In this mode only HI-criticality tasks are required to meet their deadlines. HI-criticality tasks are assumed to execute for no more than \( C(HI) \). The response time of a task \( \tau_i \) in LO-criticality mode is denoted by \( R_i(LO) \) and in HI-criticality mode by \( R_i(HI) \).

III. EXISTING ANALYSIS FOR FPPS

For constrained-deadline tasks \( (D_i \leq T_i) \) in a single criticality level system, the response time of task \( \tau_i \) can be computed as follows (see [11], [3] for a full derivation):

\[
R_i = C_i + \sum_{j \in \text{hp}(i)} \left[ \frac{R_j}{T_{ij}} \right] C_j
\]

where \( \text{hp}(i) \) is the set of tasks with higher priority than \( \tau_i \). This and all subsequent response time equations can be solved via fixed point iteration. Iteration starts with a value of \( R_i = 0 \) and continues either until convergence or until the computed response time exceeds the task’s deadline.
For tasks with arbitrary deadlines \((D_i \geq T_i)\) then it is possible in a schedulable system that \(R_i \geq T_i\). It follows that there can be more than one job of task \(\tau_i\) active within the same priority level-\(i\) busy period; any of these jobs can give rise to the worst-case response time for the task. We use \(q\) as an index to denote each job within the busy period, with \(q = 0\) indicating the first job. The completion time of each job of the task, \(r_i(q)\) (\(0 \leq q \leq p\)), as measured from the start of the busy period, can be computed as follows (see [13] for a full derivation):

\[
r_i(q) = (q+1)C_i + \sum_{j \in \text{hp}(i)} \left\lceil \frac{r_i(q)}{T_j} \right\rceil C_j \tag{2}
\]

The last job in the busy period is denoted by \(p\), which is the first value where completion of the job occurs before the next release of the task, i.e. where \(r_i(p) \leq (p+1)T_i\). The response-time of each job \(q\) is calculated as follows:

\[
\forall q(0 \leq q \leq p): R_i(q) = r_i(q) - qT_i \tag{3}
\]

With the worst-case response time of the task given by:

\[
R_i = \max_{q(0 \leq q \leq p)} \{R_i(q)\} \tag{4}
\]

This analysis for FPPS scheduling of arbitrary-deadline tasks can be applied to MCS by simply assuming that all HI-criticality tasks have a single execution time of \(C(HI)\) and all LO-criticality tasks have a single execution time of \(C(LO)\).

IV. EXISTING ANALYSIS FOR SMC

Static Mixed Criticality (SMC) [4] is a simple scheme that extends Vestal’s original approach [14] with run-time monitoring. Under SMC, LO-criticality tasks continue to be released and to execute in HI-criticality mode; however, they are not required to meet their deadlines in that mode. (Recall that all tasks are required to meet their deadlines in LO-criticality mode).

Under SMC, the worst-case response times for constrained-deadline tasks may be computed as follows:

\[
R_i(L_i) = C_i(L_i) + \sum_{\forall j \in \text{hp}(i)} \left\lceil \frac{R_i(L_i)}{T_j} \right\rceil C_j(\min(L_i, L_j)) \tag{5}
\]

We note that the arbitrary-deadline analysis for FPPS given by (2), (3), and (4) can be adapted to SMC by changing \(C_i\) to \(C_i(L_i)\) and \(C_j\) to \(C_j(\min(L_i, L_j))\).

V. EXISTING ANALYSES FOR AMC

With Adaptive Mixed Criticality (AMC) [5], if a HI-criticality task executes for \(C(LO)\) without completing, then the system enters HI-criticality mode. AMC differs from SMC in that in HI-criticality mode, previously released jobs of LO-criticality tasks may be completed, but subsequent releases of LO-criticality tasks are not started. Similar to SMC, only HI-criticality tasks are required to be schedulable in HI-criticality mode. Also, in common with SMC, LO-criticality mode may be re-entered when the processor becomes idle.

In the original paper [5] two sufficient schedulability tests were developed for AMC. The first approach, called AMC-rb (where rb denotes ‘response time bound’) takes account of a bound on the duration over which LO-criticality tasks can interfere. The second, more complex approach is called AMC-max; it determines the maximum response time assuming all possible times at which the criticality mode change could occur.

A. AMC-rb Analysis

The AMC-rb analysis first computes the worst-case response time for each task \(\tau_i\) in the LO-criticality mode:

\[
R_i(LO) = C_i(LO) + \sum_{\tau_j \in \text{hp}(i)} \left\lceil \frac{R_i(LO)}{T_j} \right\rceil C_j(LO) \tag{6}
\]

During the mode change and subsequent HI-criticality mode only HI-criticality tasks are required to be schedulable. The worst-case response time of a HI-criticality task \(\tau_i\) can be computed as follows:

\[
R_i(HI) = C_i(HI) + \sum_{\tau_j \in \text{hp}(i)} \left\lceil \frac{R_i(HI)}{T_j} \right\rceil C_j(HI) + \sum_{\tau_k \in \text{hp}(i)} \left\lceil \frac{R_i(LO)}{T_k} \right\rceil C_k(LO) \tag{7}
\]

where \(\text{hp}(i)\) is the set of HI-criticality tasks with higher priority than \(\tau_i\), and \(\text{hp}(i)\) is the set of LO-criticality tasks with higher priority than \(\tau_i\). Note that higher priority LO-criticality tasks released after \(R_i(LO)\) cannot cause interference, since if task \(\tau_i\) has not completed by \(R_i(LO)\) then the system must have switched to HI-criticality mode.

B. AMC-max Analysis

The AMC-rb analysis given in (7) is potentially pessimistic in that it assumes all jobs of higher priority HI-criticality tasks contribute \(C(HI)\), and yet also assumes that the mode change takes place as late as possible at \(R(LO)\) allowing jobs of higher priority LO-criticality tasks to contribute interference of \(C(LO)\) until that point. This pessimism is avoided by the AMC-max analysis, which assumes that a mode change takes place at some time \(s\), measured from the start of the busy period for task \(\tau_i\). All jobs of higher priority tasks that complete before that time can cause interference equating to at most their \(C(LO)\) values, and after that time, no new jobs of LO-criticality tasks can be released and contribute interference. (Note that the AMC-max analysis for tasks in LO-criticality mode is the same as that for AMC-rb, i.e. (6)).

AMC-max computes the worst-case response time \(R_i(HI)\) of HI-criticality task \(\tau_i\), assuming a mode change at time \(s\), and then takes the maximum of these values over all possible values of \(s\):

\[
R_i(HI) = C_i(HI) + I_L(s) + I_H(s) \tag{8}
\]

where \(I_L(s)\) is the interference from higher priority LO-criticality tasks, and \(I_H(s)\) is the interference from higher priority HI-criticality tasks.

As jobs of higher priority LO-criticality tasks are prevented from being released after the mode change at time \(s\), their worst-case interference is upper bounded by:

\[
I_L(s) = \sum_{j \in \text{hp}(i)} \left( \frac{8}{T_j} + 1 \right) C(j(LO)) \tag{9}
\]

\(I_H(s)\) is defined by considering the number of jobs of each higher priority HI-criticality task \(\tau_k\) that can execute in
a busy period of length $t$, with the mode change taking place at time $s < t$. Only those jobs that may have some part of their execution after time $s$ can contribute interference of $C(HI)$, with the remainder contributing $C(LO)$. 

The maximum number of jobs of $\tau_k$ with $D_k \leq T_k$ that can fit into an interval of length $t - s$ is bounded by:

$$\left\lfloor \frac{t - s - (T_k - D_k)}{T_k} \right\rfloor + 1 \quad (10)$$

Equation (10) can be pessimistic; including more jobs than can actually be present in an interval of length $t$. This is taken into account by defining:

$$M(k, s, t) = \min \left\{ \left\lfloor \frac{t - s - (T_k - D_k)}{T_k} \right\rfloor + 1, \left\lfloor \frac{t}{T_k} \right\rfloor \right\} \quad (11)$$

where $M(k, s, t)$ is the maximum number of jobs of $\tau_k$ that can exhibit HI-criticality behavior in a busy period of length $t$ with a transition to HI-criticality mode at time $s$. The interference term for higher priority HI-criticality tasks thus becomes:

$$I_H(s) = \sum_{k \in \text{hpL}(i)} \left\{ M(k, s, t) C_k(HI) + \left\lfloor \frac{t}{T_k} \right\rfloor - M(k, s, t) \right\} C_k(LO) \quad (12)$$

Hence the worst-case response time with a mode change at time $s$ is given by:

$$R_i^H(HI) = C_i(HI) + \sum_{j \in \text{hpL}(i)} \left( \left\lfloor \frac{s}{T_j} \right\rfloor + 1 \right) C_j(LO) + \sum_{k \in \text{hpH}(i)} \left\{ M(k, s, R_j^L) C_k(HI) + \left( \left\lfloor \frac{T_k}{T_k} \right\rfloor - M(k, s, R_j^L) \right\} C_k(LO) \right\} \quad (13)$$

The worst-case response time of the task is then the maximum over all possible values of $s$:

$$R_i^H(HI) = \max_{s \in [0,T_i^L]} (R_i^H(HI)) \quad (14)$$

Finally, it is necessary to limit the number of values of $s$ that are considered from the range of possible values $[0,R_i^L]$. In (13), the $\text{hpL}$ term increases as a step function with increasing values of $s$, while the $\text{hpH}$ term decreases. It follows that $R_i^H(HI)$ can only increase at values of $s$ corresponding to multiples of the periods of LO-criticality tasks – hence these are the only values of $s$ that need to be considered. Note that a LO-criticality job released at exactly $R_i^{LO}$ will not be allowed to execute, and hence $s$ is restricted to the interval $[0,R_i^{LO})$.

VI. Arbitrary-Deadline Analysis for AMC

In this section, we present our new analysis for arbitrary-deadline tasks scheduled according to AMC. The two new methods are referred to as AMC-rtb-Arb and AMC-max-Arb (‘Arb’ meaning arbitrary deadline). They build on the existing analysis for AMC-rtb, AMC-max [5] and the classical arbitrary-deadline analysis for FPPS [13].

A. AMC-rtb-Arb Analysis

The strategy behind AMC-rtb is to count interference from each job of a higher priority HI-criticality task $\tau_k$ as $C_k(HI)$, and to assume that each job of a higher priority LO-criticality task $\tau_j$ released up to the LO-criticality response time of the task under analysis $\tau_j$ causes interference of $C_j(LO)$. We adopt this strategy to the case of arbitrary deadlines.

First we consider each task $\tau_i$ in LO-criticality mode. The length $r_i^L(q)$ of the busy period in LO-criticality mode up to completion of job $q$ of $\tau_i$ is given by:

$$r_i^L(q) = (q + 1)C_i(LO) + \sum_{j \in \text{hpL}(i)} \left\lfloor \frac{r_j^L(q)}{T_j} \right\rfloor C_j(LO) \quad (15)$$

The worst-case response time of each job is therefore:

$$\forall q(0 \leq q \leq p) : R_i(LO)(q) = r_i^L(q) - qT_i \quad (16)$$

and the worst-case response time of the task in LO-criticality mode is given by:

$$R_i(LO) = \max_{q(0 \leq q \leq p)} \{ R_i(LO)(q) \} \quad (17)$$

As with the classical analysis for FPPS, iteration over the values of $q$ ends at $p$, the smallest value such that $r_i^L(p) \leq (p + 1)T_i$, indicating that $r_i^L(p)$ corresponds to the end of the priority level-i busy period in LO-criticality mode.

Analysis for each HI-criticality task $\tau_i$ considering the mode switch and HI-criticality behavior proceeds in a similar fashion. Compared to LO-criticality mode, due to the larger amounts of interference, it is possible that the busy period extends over more releases of jobs of task $\tau_i$. Let $v$ be the index of the last job of $\tau_i$ in this longer priority level-i busy period. Note that $v \geq p$, where $p$ is the last release considered in LO-criticality mode.

When analyzing HI-criticality behavior, for each job $q$, we consider the longest time for which the system can remain in LO-criticality mode, and so LO-criticality tasks can be released. This is given by $r_i^H(q)$ provided that $q \leq p$. In the case that $q > p$ then it is not possible for LO-criticality mode to extend as far as the release of job $q$, since releases of LO-criticality jobs cannot take place beyond $r_i^L(p)$. The relevant equations become:

$$r_i^H(q) = (q + 1)C_i(HI) + \sum_{j \in \text{hpL}(i)} \left\lfloor \frac{r_j^H(q)}{T_j} \right\rfloor C_j(HI) + \sum_{k \in \text{hpL}(i)} \left\lfloor \frac{r_k^H(min(q,p))}{T_k} \right\rfloor C_k(LO) \quad (18)$$

$$\forall q(0 \leq q \leq v) : R_i(HI)(q) = r_i^H(q) - qT_i \quad (19)$$

$$R_i(HI) = \max_{q(0 \leq q \leq v)} \{ R_i(HI)(q) \} \quad (20)$$

This formulation shares similar pessimism to the constrained-deadline analysis on which it is based. As with AMC-rtb, it assumes that jobs of higher priority HI-criticality tasks cause interference of $C(HI)$ over the entire busy period, while higher priority LO-criticality tasks can interfere over the duration of a maximum length LO-criticality busy period. Often these two cases cannot occur together leading to pessimism. The following analysis, building on AMC-max, seeks to remove this pessimism.
B. AMC-max-Arb analysis for arbitrary-deadline MC tasks

We now extend the ARM-max analysis to arbitrary-deadline tasks. The analysis for all tasks in LO-criticality mode is the same as AMC-rtb-Arb, i.e. (15), (16), and (17). We therefore only consider the schedulability of HI-criticality tasks across the mode switch and in the subsequent HI-criticality mode. It turns out that the derivation, described in Section V-B for the constrained deadline case, applies with simple adaptations.

We compute the completion time of the $q$th job of task $\tau_i$ when the mode switch occurs at time $s$, as follows:

$$r^*_i(q) = XC_i(HI) + YC_i(LO) + IL_i(s) + I_H(s)$$

(21)

where $X + Y = q + 1$. (The values of $X$ and $Y$ are determined below). Note (9) still provides an upper bound $I_L(s)$ on the interference from LO-criticality tasks.

Following the same argument as the AMC-max analysis, we need to determine an upper bound $I_H(s)$ on the interference that HI-criticality tasks such as $\tau_i$ can cause in a busy period of length $t$ if the mode change occurs at time $s$, with $s < t$. To do so, we maximize the number of jobs of $\tau_k$ still potentially active at time $s$ as all of these jobs can contribute interference of $C_k(HI)$, while all other jobs of $\tau_k$ contribute $C_k(LO)$. In an interval of length $t - s$ there can be at most

$$\left\lfloor \frac{t - s + (D_k - T_k)}{T_k} \right\rfloor + 1$$

(22)

active jobs of $\tau_k$.

Equation (22) is identical to (10) that caters for $D \leq T$; we observe that it is also applicable when $D > T$. Since (11) and (12) remain unchanged, (21) can be used to compute $r^*_i(q)$, with $I_H(s)$ given by (12) and $I_L(s)$ given by (9).

The number $X$ of jobs of the task under analysis $\tau_i$ which contribute $C_i(HI)$ can be derived in a similar way to (22). Accounting for the fact that there are at most $q + 1$ active jobs in total, we have:

$$X = \min\left(\left\lfloor \frac{t - s + (D_i - T_i)}{T_i} \right\rfloor + 1, q + 1\right)$$

The remaining steps are:

$$r^*_i(q) = \max_{vs} (r^*_i(q))$$

(23)

where $s$ takes values corresponding to the release times of jobs of higher priority LO-criticality tasks in the interval $[0, r^*_i(q)]$ with $r^*_i(q)$ given by (15).

$$\forall q(0 \leq q \leq p) : R_i(HI)(q) = r^*_i(q) - qT_i$$

(24)

where $p$ is the smallest value such that $r^*_i(p) \leq (p + 1)T_i$.

Finally, the worst-case response time is given by:

$$R_i(HI) = \max_{\forall q(0 \leq q \leq p)} R_i(HI)(q)$$

(25)

VIII. PRIORITY ASSIGNMENT

To maximize schedulability it is necessary to assign task priorities in an optimal way [10]. For arbitrary-deadline task sets scheduled under FPPS, and for constrained-deadline mixed-criticality task sets scheduled under SMC or AMC, an optimal priority ordering can be obtained via Audsley’s Optimal Priority Assignment (OPA) algorithm [2].

Davis and Burns [9] proved that it is both sufficient and necessary to show that a schedulability test meets three simple conditions in order for Audsley’s OPA algorithm to be applicable. These three conditions require that schedulability of a task according to the test is (i) independent of the relative priority order of higher priority tasks, (ii) independent of the relative priority order of lower priority tasks, (iii) cannot get worse if the task is moved up one place in the priority order (i.e. its priority is swapped with that of the task immediately above it in the priority order). We observe that these three conditions hold for all of the analyses derived in this paper, and thus Audsley’s OPA algorithm is applicable.

VIII. EVALUATION

In this section, we present an empirical evaluation of the schedulability tests introduced for mixed-criticality tasks with arbitrary deadlines.

A. Task set parameter generation

The task set parameters used in our experiments were randomly generated as follows:

- Task utilizations ($U_i = C_i/T_i$) were generated using the UUnifast algorithm [7], giving an unbiased uniform distribution of values.
- Task periods $T_i$ were generated according to a log-uniform distribution with a factor of 100 difference between the minimum and maximum possible period.
- Task deadlines $D_i$ were generated according to a log-uniform distribution in the range $[0.25, 4.0]T_i$.
- The LO-criticality execution time of each task was given by: $C_i(LO) = U_i \cdot T_i$.
- The HI-criticality execution time of each task was given by: $C_i(HI) = CF \cdot C_i(LO)$ where $CF = 2.0$.
- The probability that a generated task was of HI-criticality was given by the parameter $CP = 0.5$.

B. Schedulability tests investigated

We investigated the performance of the following schedulability tests. In all cases, we made use of Audsley’s Optimal Priority Assignment (OPA) algorithm [2].

- UB-H&L-Arb: This is a necessary test which checks if all of the tasks are schedulable in LO-criticality mode and if the HI-criticality tasks are schedulable in HI-criticality mode (with no LO-criticality tasks executing). It ignores the mode switch. UB-H&L-Arb thus provides an upper bound on the performance of any fixed-priority fully-preemptive scheme for scheduling mixed-criticality, arbitrary-deadline tasks.
- AMC-max-Arb: described in Section VI-B.
- AMC-rtb-Arb: described in Section VI-A.
- FPPS-Arb: The standard arbitrary-deadline analysis for FPPS [13] described in Section III. This test requires that both LO- and HI-criticality tasks must be schedulable in both modes.

In addition to the above tests for arbitrary-deadline tasks, we also explored the performance that could be obtained by utilizing existing schedulability tests (e.g. AMC-max [5], AMC-rtb [5], SMC [4], FPPS [11], [3]) designed for constrained-deadline task sets. These methods can be used to provide sufficient tests for arbitrary-deadline task sets via the simple expedient of constraining any deadline that is greater than the task’s period to be equal to that period. In the
In our experiments, the task set utilization was varied from 0.025 to 0.975\(^1\). For each utilization value, 1000 task sets were generated (100 for weighted schedulability experiments) and the schedulability of those task sets determined using the schedulability tests listed above. The graphs are best viewed on-line in color.

Figure 1 shows the percentage of task sets generated that were deemed schedulable for a system of 20 tasks with the defaults parameters as described in section VIII-A. We observe that AMC-max-Arb outperforms AMC-rtb-Arb by a small but significant margin. The performance of both these tests is relatively close to the theoretical upper bound given by UB-H&L-Arb; closer than the equivalent tests for constrained deadlines (dotted lines) are to their bound. This is due to the fact that longer (arbitrary) deadlines can compensate for the effects of the overload that occurs on a criticality mode switch over a longer time interval.
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Figure 1 also illustrates that the performance of AMC-max-Arb and AMC-rtb-Arb is significantly better than that of SMC-Arb, which in turn is significantly better than FPPS-Arb. Further, each of these methods provides performance that is significantly better than the equivalent constrained-deadline test adapted to provide sufficient analysis for arbitrary-deadline tasks. Stated otherwise, for mixed criticality systems scheduled using AMC, SMC, and FPPS, increasing task deadlines beyond their periods can provide a substantial increase in guaranteed real-time performance when the schedulability tests derived in this paper are employed.

In the following figures we show the weighted schedulability measure [6] for each schedulability test as a function of some other parameter \( w \) which is varied. For each value of \( w \), this measure combines results for the task sets generated for all of a set of equally spaced utilization levels (0.025 to 0.975 in steps of 0.025) weighted by utilisation level. (See [6] for further details of the weighted schedulability measure).

Figure 2 shows how the weighted schedulability measure for each schedulability test changes as the range of task deadlines is varied from \([0.25, 0.25]/T_i\) to \([0.25, 5.66]/T_i\) (each step on the x-axis increases the upper limit of the range by a factor of \(\sqrt{2}\), and hence every 4 steps it increases by a factor of 2). Note in each case the deadlines are chosen at random according to a log-uniform distribution. As expected, in all cases schedulability improves as the range of possible deadlines is expanded.
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We observe that while the range is no greater than \([0.25, 1.0]/T_i\), then each of the arbitrary-deadline methods provides exactly the same results as its constrained-deadline counterpart (i.e. the solid and the dotted lines precisely overlap). Beyond that point, the arbitrary-deadline analysis confers increasingly superior performance. We note that the relative performance of the various schemes (AMC, SMC, and FPPS) remains broadly similar to that shown in the baseline experiment.

Figure 3 shows how the weighted schedulability measure changes as the range of task periods (ratio of max/min possible task period) is expanded from \(10^{0.5} \approx 3\) to \(10^4 = 10,000\). (In this experiment, task deadlines \(D_i\) were chosen according to the default settings from the range \([0.25, 4.0]/T_i\)). When the range of tasks periods is small, then the performance advantage of AMC-max-Arb over AMC-rtb-Arb is negated. This happens because when the task periods are similar, AMC-max-Arb counts, via (22), almost all of the jobs of each higher priority HI-criticality task as contributing interference of \(C(HI)\). In this case, the analysis effectively reduces to that of AMC-rtb-Arb; all jobs of higher priority HI-criticality tasks contribute \(C(HI)\), and the maximum response time occurs when the transition to HI-criticality mode is as late as possible allowing the maximum interference from LO-criticality tasks. As the
range of task periods increases, so AMC-max-Arb begins to confer an advantage.

These results were broadly in line with those reported for the baseline experiment. The graphs are not shown here due to space limitations.

IX. CONCLUSIONS

In this paper, we considered the problem of scheduling mixed-criticality systems on a single processor. We studied the Adaptive Mixed Criticality (AMC) scheme that requires additional run-time support, but is able to provide superior schedulability guarantees to Static Mixed Criticality (SMC) or Fixed Priority Preemptive Scheduling (FFPS). Previous studies of AMC have restricted the task model to constrained-deadline tasks. In this paper we lifted this restriction, allowing tasks to have arbitrary deadlines.

There are two main published schedulability tests for the AMC scheme: AMC-rtb and AMC-max. In this paper we extended both tests to allow tasks to have deadlines greater than their periods. Our evaluation demonstrates that the simpler AMC-rtb-Arb form of analysis remains effective for tasks with arbitrary deadlines. The AMC-max-Arb analysis delivers improved schedulability, but at a cost in terms of increased complexity of the method.
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