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Abstract

Fluctuating Finite Element Analysis (FFEA) is a software package designed to perform con-

tinuum mechanics simulations of proteins and other globular macromolecules. It combines

conventional finite element methods with stochastic thermal noise, and is appropriate for

simulations of large proteins and protein complexes at the mesoscale (length-scales in the

range of 5 nm to 1 μm), where there is currently a paucity of modelling tools. It requires 3D

volumetric information as input, which can be low resolution structural information such as

cryo-electron tomography (cryo-ET) maps or much higher resolution atomistic co-ordinates

from which volumetric information can be extracted. In this article we introduce our open

source software package for performing FFEA simulations which we have released under a

GPLv3 license. The software package includes a C ++ implementation of FFEA, together

with tools to assist the user to set up the system from Electron Microscopy Data Bank

(EMDB) or Protein Data Bank (PDB) data files. We also provide a PyMOL plugin to perform

basic visualisation and additional Python tools for the analysis of FFEA simulation trajecto-

ries. This manuscript provides a basic background to the FFEA method, describing the

implementation of the core mechanical model and how intermolecular interactions and the

solvent environment are included within this framework. We provide prospective FFEA users

with a practical overview of how to set up an FFEA simulation with reference to our publicly

available online tutorials and manuals that accompany this first release of the package.

This is a PLOS Computational Biology Software paper.

Introduction

The enormous complexity of biomolecules and their interactions means that molecular model-

ling and simulation have proven invaluable for interpreting experimental data and providing

physical insight into biomolecular mechanisms [1]. At the atomistic and near-atomistic level,
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molecular dynamics (MD) simulations have been widely used to complement experimental

structural data, and to include dynamical effects (such as thermal fluctuations) that are known

to be important to function, but which are inaccessible experimentally. Computational

advances over the past few decades have taken us from all-atom simulations of small molecules

such as bovine pancreatic trypsin inhibitor, with only 58 residues [2], to simulations of huge

macromolecular systems such as the HIV-1 capsid [3], containing a staggering 64 million

atoms in total. The new field of structural systems biology has enabled comprehensive 3D

models of cell-scale structures to be constructed in molecular [4]and atomistic detail [5] for

future simulations. High-resolution simulations of these systems will allow computational bio-

physicists to understand how nanoscale structure and dynamics give rise to biological func-

tion, effectively a ‘computational microscope’ into the biological world [6].

At large length-scales, from the micron upwards, a representation based on continuum

mechanics is often a more suitable and efficient way to describe the evolution of a system.

Methods built on continuum fluid mechanics such as Lattice-Boltzmann can be used for simu-

lations of the flow of biological fluids [7], and finite element methods are routinely employed

for solid tissue modelling [8, 9].

Mesoscopic processes that occur over time-scales of milliseconds to seconds and length-

scales of between 10 nm and 1 μm, such as the walking of cytoplasmic dynein along microtu-

bules [10], the aggregation of fibrin molecules during blood clotting [11], and the assembly

of the kinetochore during cell division [12], are also crucial to biological function. For these

intermediate mesoscopic length-scales and time-scales there are fewer computational tools

available. Coarse-graining strategies to access larger length and time-scales than atomistic tech-

niques have most commonly been “bottom-up”. Single atoms are clustered into larger beads,

and interactions are described by potentials of mean force which may either be knowledge-

based or derived from physical principles [13–15]. Most of the commonly used coarse-grained

models are relatively high resolution, and thus only provide modest increases in accessible sys-

tem sizes. Highly coarse grained methods, such as Dissipative Particle Dynamics [16] or Ultra-

Coarse-Graining theory [17] are also active areas of development. The latter provides a physical

rationale for systematically clustering large parts of a biomolecule (such as an individual pro-

tein domain) into a single bead, that is itself able to reside in different internal meta-states. Sim-

ilarly, particle-based reaction-diffusion dynamics [18, 19] has been used as a simplified model

to study the diffusion, reaction and self-assembly of biomolecules in cellular environments.

Other techniques allowing access to the mesoscale involve treating macromolecules as

rigid bodies. These models have provided vital information about protein diffusion [20],

cytoplasmic crowding [5, 21], and pathways for the assembly of virus capsids [22], but their

method of coarse-graining discounts the effects of protein deformation on diffusional dynam-

ics, so cannot be used for highly dynamic biomolecules such as molecular motors. Until

recently, there was also a paucity of experimental structural information available for biomo-

lecular complexes at the mesoscale, due to the technical challenges involved in preserving deli-

cate macromolecular complexes in their intact, native states. However, recent advances in

biophysical tools such as cryo-electron microscopy and tomography [23] and super-resolution

microscopy are now starting to generate a wealth of structural and dynamic information at

precisely this length-scale. Integrative modelling [24] is an effort to characterise large macro-

molecular assemblies by combining complementary experimental information from multiple

sources, but it does not provide a means to study protein mechanics.

In response, we have developed a new software tool “Fluctuating Finite Element Analysis”

(FFEA) which uses a continuum representation of biomolecules, thereby modelling the meso-

scale “top down”, rather than “bottom up”. It represents the volumetric shape of proteins

using a 3D tetrahedral finite element mesh to which we apply thermal fluctuations, providing

Mesoscale simulation with Fluctuating Finite Element Analysis (FFEA)
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a dynamic trajectory showing how the protein changes shape over time due to its own struc-

ture and in response to its interactions with other molecules [25]. The initial co-ordinates for

constructing the finite element mesh can come directly from 3D volumetric data, such as cryo-

electron tomography maps, or from atomistic structures following an appropriate effective

surface calculation method. Algorithms for calculating atomic surfaces based on solvent acces-

sibility or electrostatic repulsion are readily available, implemented within existing visualisa-

tion software such as Chimera [26] or VMD [27].

FFEA uses a viscoelastic constitutive model to represent the continuous deformation of the

enclosed volume. This model describes the protein mechanics in such a way that the biomole-

cule will always relax back towards its equilibrium shape following an external perturbation

in a dissipative manner, rather than partially retaining induced deformation via creep effects.

The protein models are parameterised by assigning continuum material parameters to the

finite element mesh (presently two elastic moduli and two dynamic internal viscosities, though

more complicated constitutive models are possible), which define how compliant and dissipa-

tive the macromolecule will be when subject to thermally induced deformation. Protein-pro-

tein interactions are modelled by a volume exclusion term, preventing different biomolecules

occupying the same space within a simulation, together with a short range attractive term, the

magnitude and range of which are chosen by the user to best mimic the strength of the specific

interaction of interest.

FFEA is designed to operate over length-scales of between 5 nm and 1 μm, which encom-

passes large macromolecular and subcellular structures such as the nuclear pore complex, the

kinetochore, the sarcomere, the axoneme and the cytoskeleton, for example. At this higher

level of biomolecular structure and organisation, it is potentially more instructive to consider

whole proteins, rather than atoms or molecular subunits, as comprising the fundamental irre-

ducible unit in the simulation. At this scale the proteins are soft nanoscale objects that operate

in an environment dominated by thermal noise. Additionally, FFEA has no upper length-scale

as, in systems that are sufficiently large, the thermal effects become negligible and FFEA natu-

rally reduces to conventional finite element analysis. At this upper limit, however, well estab-

lished finite element analysis software can, and should, be used in its place to eliminate the

now superfluous calculations of thermal fluctuations. Conversely, since the continuum

approximation breaks down when elements comprising the mesh become smaller than *5 Å,

there is a fundamental limit on the resolution of the method, below which coarse-grained or

atomistic MD is more appropriate.

The physical properties of an FFEA protein model share some similarities with Gaussian

or Elastic Networks [28], which use a network of beads and harmonic springs to represent

the structure and dynamics of proteins, and which therefore capture approximately the

elastic component of the FFEA viscoelastic constitutive model. This similarity between

conventional finite element analysis and network models has been studied previously [29].

However, while many (although not all) Gaussian/Elastic Network models only include

unbreakable harmonic interactions to simplify the solution of the equations of motion,

within FFEA we can represent non-bonded interactions between and within individual

proteins within a complex. Moreover, in FFEA the volumetric space within each finite ele-

ment is filled with material, while in particle-spring models it remains empty. For very large

macromolecules, especially those containing irregular shapes such as very long coiled-coil

regions, it can be difficult to ensure that beads are sufficiently closely spaced within a Gauss-

ian/Elastic network model to maintain the shape of the complex and to prevent steric overlap

between the different proteins in the simulation. Continuum FFEA models also naturally

include torsional rigidity, which can be particularly important to the dynamics of irregular

Mesoscale simulation with Fluctuating Finite Element Analysis (FFEA)
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and non-spherical proteins, and indeed such differences with Elastic Network Models have

been shown in the case of Vacuolar-type ATPases [30].

In this paper we present an open source software package that implements FFEA. The pack-

age is licensed under GPLv3 and can be downloaded from https://bitbucket.org/ffea/ffea. The

paper begins with a description of the internal mechanics involved in FFEA and our treatment

of protein-protein interactions. We then describe how the resulting algorithms have been

implemented within the FFEA code base and the overall structure of the software package,

along with the accompanying visualisation and analysis tools, user tutorials, documentation

and test suite. Next, we demonstrate the use of FFEA in modelling the molecular chaperone

GroEL. Finally, we discuss the future directions for FFEA and for computational exploration

of the biomolecular mesoscale more generally. For readers interested in the mathematical

background to this work, further detail is provided as supplementary material in the S1 File.

In the following sections we describe how the protein mechanics are represented within

FFEA, and explain how the effect of the solvent environment, protein-protein interactions and

structural restraints have been modelled.

Physics of FFEA

FFEA describes the time evolution of a system of N interacting viscoelastic bodies subject to

thermal fluctuations. In viscoelastic bodies, the mechanical response to stress depends not

only on the strain (as in purely elastic bodies) but also on the strain rate (as in viscous fluids).

We model viscoelasticity through the Kelvin-Voigt constitutive model, allowing the viscous

and elastic stresses to be calculated separately. This is one of the simplest models that replicates

the stress response of viscoelastic solids. Therefore, we write the equation of motion (Cauchy’s

momentum equation):

r
Du
Dt
¼ r � ðσv þ σe þ πÞ þ f ð1Þ

where ρ is the density, Du/Dt the material derivative of the velocity with respect to time, σv the

viscous stress, σe the elastic stress and f is the external force density. Additionally, we include

stochastic thermal noise as an additional component of stress, π. A detailed mathematical

description of these terms can be found in the S1 File.

Within the Kelvin-Voigt model, the elastic stress can be independently derived from a

strain energy density functional. We chose a constitutive model able to model compressibility,

which in our case consists of a hyperelastic response to shear deformation combined with an

isotropic resistance to changes in volume. This requires that the user specifies both bulk and

shear moduli for the biomaterial. Different sections of a biomolecule may be assigned different

values for these moduli.

The internal viscosity of the biomolecule itself arises from an internal friction and therefore

has an associated energy loss. At finite temperature, this viscosity is fundamentally coupled to

the statistical distribution of the stochastic thermal noise experienced by the molecule (as dis-

cussed in more detail below). We model the viscous stress as that of a Newtonian fluid, linear

with respect to the strain rate. This requires that the user specifies both bulk and shear viscosi-

ties for the biomaterial, which again may be inhomogeneous throughout the volume.

In addition to the internal viscosity, we also define an external viscosity component result-

ing from interactions with the solvent in which the biomolecule is immersed. We include

this effect by assigning an additional local viscous drag force to each node that is proportional

to its own velocity relative to a fixed background, together with a corresponding fluctuating

thermal force with statistics that satisfy the fluctuation-dissipation theorem (this treatment is

Mesoscale simulation with Fluctuating Finite Element Analysis (FFEA)
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equivalent to standard Langevin Dynamics). The local nature of the solvent interaction means

that there is presently no inter-molecular hydrodynamic coupling between biomolecules, as

there are no correlations between the frictional and thermal forces between nodes in different

molecules. Within a single molecule, some hydrodynamic coupling is mediated through the

internal viscosity, but not through the external solvent. The importance of hydrodynamic

effects in biomolecular systems has been extensively debated [31], and a possible treatment, if

necessary, could be implemented in the future by coupling the finite element mesh to the sol-

vent using a suitable boundary element method.

Thermal noise within the protein and the effect of the external solvent. From Eq 1, π is

the total stochastic thermal stress which provides energy to the protein model in the form of

thermal fluctuations. The values of this term are therefore random, but statistically distributed

to fulfill the fluctuation-dissipation theorem so that at equilibrium, the kinetic and strain ener-

gies of each degree of freedom are correctly distributed. Contributions to π come from both

internal thermal fluctuations, arising from a coupling to the internal viscosity of the biomole-

cule, as well as the external thermal fluctuations of the solvent which are coupled to the exter-

nal solvent viscosity.

Following an approach equivalent to that used by Sharma and Patankar [32], our stress

tensor is δ-correlated in both time and space, and since our viscous dissipation depends only

upon the instantaneous deformation rate, this approach allows the fluctuating stress to be cal-

culated entirely locally. It follows that each contribution to the thermal stress, whether arising

from internal or external viscosities, is statistically independent and can be individually cou-

pled to their respective viscosities to ensure the correct thermodynamic behaviour. In FFEA,

the user has control as to whether to include thermal fluctuations to the simulation or not, and

can also choose whether or not to include an external solvent. Input parameters for the tem-

perature and the external viscosity are read from the input file.

Discretisation and protein dynamics. We employ the finite element method to solve Eq

1 in the general case by discretizing the material into simple geometric elements. We use tetra-

hedral elements in which the material velocity is linearly interpolated between the values at

the vertices of the tetrahedra, which are also called nodes within the finite element framework.

Whilst other element geometries are possible, for example hexahedral bricks, tetrahedra are

preferable for two reasons. First, it is always possible to create a tetrahedral mesh from a set of

points in a body. Second, this provides an implementation for the thermal noise which is local

to each element.

The resulting discretised equation of motion is given by:

Mpq

dvq

dt
¼ � Lpqvq þ Ep þ Np þ Op

ð2Þ

where the summation convention implies a sum over the index q. The indices p and q corre-

spond to the three spatial coordinates for each node in the mesh. Here, vq is a component of

velocity, Mpq is the mass matrix which distributes the density contained within an element to

its associated nodes, and Λpq the viscosity matrix resulting from internal and external viscosi-

ties. Ep is the elastic force vector which, although conservative, is a non-linear function of node

position. Finally, Np is the stochastic noise force vector, and Op represents all additional con-

servative external forces. By following the trajectory of each node we can determine the volu-

metric deformation of each element. This captures the continuum nature of the protein and

is therefore fundamentally different from standard bead-spring models. The contents of the

mass matrix, Mpq, for example depends on how the density of the material varies throughout

the biomolecule, rather than assigning a mass explicitly to each node. In our own simulations

Mesoscale simulation with Fluctuating Finite Element Analysis (FFEA)
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we have generally assumed the density to be homogeneous, but our software permits material

inhomogeneity as well.

Temporal discretisation. In order to solve Eq 2 we must also introduce a numerical inte-

gration scheme. The simplest scheme to use is a forward Euler scheme in which the time deriv-

ative is replaced by the finite difference: [vq(t + Δt) − vq(t)]/Δt for a time-step Δt. This first-

order scheme was found to give an acceptable trade-off between accuracy and computational

speed in the original implementation of FFEA [25]. Thermal equilibration tests verifying this

are included in the FFEA test suite, and are discussed later.

However, in cases where the mass is small, this requires very small time-steps for stability.

As discussed in [33], for many biomolecular applications, the time-scale over which the mass

affects the dynamics is often small compared to the time-scale of interest, and in these cases it

is more efficient to seek an implicit solution in which we assume, as in the case of Brownian

dynamics, that the motion relaxes rapidly to the velocity at which the forces are in equilibrium.

By seeking the solution of Eq 2 for which the LHS is zero, we obtain:

Lpqvq ¼ Ep þ Np þ Op ð3Þ

From here on, Eqs 2 and 3 will be referred to later in the text respectively as the Langevin

and Brownian equations for FFEA. The software allows the user to choose either equation of

motion for each individual biomolecule involved in the system.

Protein-protein interactions within FFEA

The interactions between different viscoelastic biological bodies, or blobs (BioLOgical BodieS),

are taken into account through the body forces in f, which transforms into the vector Op fol-

lowing the application of the finite element method.

Steric repulsion within FFEA. We have introduced a soft potential energy term specifi-

cally to describe steric repulsion. In this scheme, interacting blobs gain an unfavourable posi-

tive energy that is proportional to their intersecting volume. Since this is path-independent,

the resulting repulsive force is conservative. Furthermore the total overlapping volume, V, is

equal to the sum of the overlapping tetrahedra, and therefore the calculation of this energy is

independent of how the system is partitioned, facilitating algorithm parallelisation. The result-

ing repulsive force between two tetrahedra is calculated as the numerical gradient of this inter-

secting volume Fsteric = −rV, and applied at the centre of the overlapping volume elements.

We then use the finite element method to linearly interpolate this onto the nodes of the inter-

acting elements (see Fig 1). To lessen the computational load as much as possible, this steric

overlap term is only computed for tetrahedra at the blob surface, the list of which is calculated

at the beginning of the simulation. Implementing the steric overlap term requires FFEA to

identify all interacting face pairs from this list, which can be quickly achieved using an algo-

rithm developed by Ganovelli et al. [34]. The intersecting volume is then efficiently calculated

using the method of Franklin and Kankanhalli [35].

Attractive interactions within FFEA. In particle-based atomistic and coarse-grained

simulations, Lennard-Jones (LJ) interactions are commonly used to represent short range

attractive forces and to suppress steric overlap. We have implemented an equivalent potential

function in the continuum regime within FFEA using surface-surface interactions. The force

per unit area exerted at a point s on the surface Γs due to another surface Γt can be written as:

FðsÞ ¼
Z

Gt

f ðs; tÞdAt ð4Þ

where t is a point on the surface Γt, and f(s, t) is a force per unit area at point s per unit area at t

Mesoscale simulation with Fluctuating Finite Element Analysis (FFEA)
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with the LJ form:

f ðs; tÞ ¼
12�

req

req

rðs; tÞ

� �13

�
req

rðs; tÞ

� �7
" #

r̂ ð5Þ

where r(s, t) is the distance between any points s and t, req is the equilibrium distance for this

interaction and � is the energy minimum occurring at r(s, t) = req. Discretising the volume

of the interacting biomolecules into tetrahedra has the effect of partitioning the surfaces into

sets of triangles, or faces. Including these LJ interactions results in attracting but impenetrable

patches that when discretised into surface-surface interactions are computed through the dou-

ble sum over all faces in the system. A detailed description on how this is computed within

FFEA is provided in the S1 File.

While the Lennard Jones potential provides a convenient method for describing mid-range

attractive and short-range repulsive interactions using a single potential, the hard-core nature

of the repulsive potential introduces computational difficulties, as a very short time-step is

required to avoid energy escalation from inter-penetration of proteins during the simulation.

This can be solved by employing a combination of the steric and Lennard-Jones potentials,

where the former accounts for the hard-core repulsion and the latter for the attraction. To

transition between the two regimes when 0< r(s, t)< req, we use an analytical polynomial

interpolation designed to be continuous in both force and energy.

Precomputed potentials in FFEA. To improve the modelling flexibility within FFEA, we

have implemented the ability to include precomputed tabular potentials as external forces.

This is a common approach in molecular modelling packages, such as Gromacs [36] or

NAMD [37], allowing FFEA to incorporate specific interactions between functional elements.

For situations where experimental information for biomolecular affinities are unavailable,

these can be obtained by coarse-graining from atomistic MD simulations. This procedure pro-

vides sets of pair-wise interaction forces as a function of the separations of predefined ‘pseudo-

particles’ which are considered to be the interacting units during coarse-graining. Once these

potentials have been defined, interacting beads are embedded within the volumes of the finite

Fig 1. 2D illustration of the steric repulsion implemented in FFEA, where 3D tetrahedra have been reduced to

triangles. The intersecting elements a and b gain a positive energy proportional to the area enclosed by their

intersection, V (labelled V as it is a volume intersection in 3D). The repulsive force resulting from the negative spatial

gradient of V is applied at the centre of the enclosed volume, and interpolated linearly onto the nodes of the two

involved elements.

https://doi.org/10.1371/journal.pcbi.1005897.g001
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element meshes (see Fig 2), so that each pseudo-particle bead is permanently associated with

the tetrahedra having the closest centroid in the initial configuration of the FE mesh. The

resulting force calculated from the gradient of this potential is then linearly interpolated

throughout the corresponding elements to the nodes, again using the finite element shape

functions, and included in the force vector Op.

Harmonic restraints and frozen nodes within FFEA

It is often useful to include harmonic restraints within biomolecular simulations, either to

maintain a particular biomolecular configuration, or to steer an existing conformation into a

new state. In FFEA, harmonic restraints can be imposed using Hookean springs to form a sim-

ple link between pairs of nodes. The equilibrium distance and the force constant of the Hoo-

kean potential can be defined by the user.

The utility to completely freeze the position of either an entire macromolecule, or a selected

subset of nodes within a macromolecule, over the course of a simulation is also available.

These rigid restraints could be used, for example, to simulate large structures such as microtu-

bules. These superstructures do not deform significantly compared to smaller, more flexible

proteins, yet they still interact sterically and through short-range attractive forces, such as at

specific binding sites. Rigid restraints reduce the computational load and simplify calculations

for simulations involving these kinds of structures.

Design and implementation

The FFEA software package is divided into two parts. The “FFEA Runner” is a C ++ implemen-

tation of the FFEA algorithms, which computes trajectories containing information on how

Fig 2. Five different bead types (shown in different colours) control the interactions of the stalk of the dynein

molecular motor (pink) and the microtubule track (blue). Each bead is assigned to an element of the mesh, and the

forces resulting from the tabulated interaction potentials between beads are interpolated linearly onto the nodes of the

elements, thus transmitting the force to the corresponding body.

https://doi.org/10.1371/journal.pcbi.1005897.g002

Mesoscale simulation with Fluctuating Finite Element Analysis (FFEA)
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the thermally fluctuating viscoelastic objects within the simulation change shape and interact

with one another. “FFEA Tools” are provided for users to set up the FFEA simulations them-

selves and to analyse the resulting trajectories. These tools are composed of a Python package

with a full Application Programming Interface (API), a viewer implemented as a plugin for

PyMOL, and a collection of Python analysis tools under a single command interface.

Setting up a system and performing an FFEA simulation is accomplished via a command

line interface. We have provided detailed documentation accompanying the package that can

be either read directly from the text files, or built using Doxygen [38], a documentation gener-

ating tool, and viewed in a web browser. The whole FFEA package, including the documenta-

tion, can be freely downloaded and easily configured on any UNIX platform using CMake,

while the Python package within the FFEA tools can be installed on its own using Python

setuptools. We have also successfully built the software using the Windows 10 subsystem

for Linux. Furthermore, compiled packages for Linux x86 machines are also provided.

FFEA runner

General overview. The overall structure of the FFEA code is analogous to a conventional

molecular dynamics program. Following an initialisation phase, a loop of nt time-steps is per-

formed, within each of which the program determines all forces affecting each body and subse-

quently integrates the equations of motion to move the system forward in time. Every nc steps

the program outputs the details of the simulation (positions and all quantities required for

restart, together with the configurational energy, centre of masses, RMSD, etc).

Within each time-step, the calculation of the forces is deterministic except for the thermal

force. Since it is a stochastic function, the thermal force requires a suitable pseudo-random

number generator (RNG) to calculate reliably each value and retain the correct statistical

properties throughout the simulations. The FFEA software package uses, and is distributed

with, an implementation of the random number generator (RNG) RngStreams [39, 40]. This

provides a large number of long, uncorrelated streams (period 2127), and has the ability to save

the state of each active stream at any point, which is essential to stopping and restarting FFEA

calculations while avoiding any risk of having correlated random numbers [41]. Adaptations

of RngStreams are used in a number of software packages such as Arena, Automod, Inosim,

Matlab, R, SAS, and others.

FFEA is parallelised using OpenMP, and two executables are produced by compiling the

code using different compiler flags automatically through through CMake (ffea and ffea_mb).

Under the first scheme (ffea), several loops running over the number of elements and nodes

are parallelised, while under the second scheme (ffea_mb) loops running over the different

bodies are parallelised. The “loop over bodies” scheme performs better in systems where

multiple blobs are simulated, as it includes fewer synchronisation points, while the “loop over

elements” scheme is appropriate for cases where a single large blob is simulated. For each initi-

alised thread in either scheme, RngStreams is able to provide a separate RNG stream local to

that thread. Each stream remains uncorrelated from all others as well as itself over the course

of the simulation. This increases the computational robustness of the scheme, with a view to

future development of the parallelisation procedures.

Face-face interactions. Within the code structure, the Lennard-Jones and steric interac-

tions are implemented as interactions between faces, not nodes. As it is a softer potential, steric

repulsion is the recommended option to keep molecules from passing through one another,

whether combined with Lennard-Jones interactions or not. For a system with Nf interacting

faces in total, the total number of face-face interactions to be calculated in a given time-step can

be reduced from N2
f to a much lower number of calculations using linked-lists [42]. In this
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algorithm, the simulation box is tiled into tessellating cuboidal cells, or voxels, and each poten-

tially interacting face is assigned to the voxel where it has its centroid, an O(Nf) operation. At

every time-step, face-face interactions are calculated only for pairs assigned to the same or adja-

cent voxels, significantly reducing the computational cost of the face-face interactions, which

are usually OðN2
f Þ, whilst retaining physical accuracy. Updating this linked-list structure is per-

formed every nnl time-steps as a background operation, using a specific task thread, and both

the size of the voxels and nnl can be controlled from the input file. The voxel size should ideally

be slightly larger than the interaction range, which corresponds to the desired cutoff on the

Lennard-Jones potential, or roughly half of the length of the largest edge in the steric potential.

Further reduction in computational cost comes from only considering faces pointing

towards each other i.e., n1 � n2 < 0 (where ni is the normal vector to the face i) which avoids

transmitting the interaction through the protein interior as well as acting as a fast numerical

check before computing the full face-face interaction.

In addition to the parameters related to the linked-lists, users can assign a ‘type’ to each of

the faces. Each type, t, is simply an integer such that −1� t< Nt. In the current implementa-

tion, Nt = 7 but can be increased if needed. t = −1 represents an inactive face, which will not

interact with anything, and the remaining indices represent different active types. Therefore,

for each interacting face pair there exists an associated type pair, {t, s}. Steric interactions only

check whether a face is active or inactive before performing a calculation, whereas LJ interac-

tions consider the different types. For each possible pair interaction type pair, the user is able

to provide different associated LJ parameters req
ts and �ts for that interaction type. Thus, FFEA

allows a large number of different LJ type interactions within the same simulation.

Pre-computed potentials. The set up procedure when using pre-computed potentials

associates each bead with the element having the closest centroid. The user has the freedom to

restrict this global search to a provided range of elements. The viewer can be of help when

finding the relevant element indices.

The tabulated potential is then read in from external files, one for each bead-pair type. If a

file is not found for a certain type of bead-pair, the interaction is considered null. At every

time-step, the absolute position for every bead is calculated together with the energies and the

forces, using the same linked lists algorithm and associated background update used in face-

face interactions. The resulting dynamics are implemented by interpolating the forces linearly

onto the nodes of the corresponding elements.

Linear elastic model and time-scale calculator. Before performing a full non-linear sim-

ulation of the stochastic equations Eqs 2 or 3, we have found it is convenient to obtain an initial

and rapid appreciation of the expected modes and range of motion of an individual molecule

due to thermal fluctuation together with an estimate of typical time-scales for the motion. This

is possible via a linear approximation to the elastic force vector in Eqs 2 or 3. We have inte-

grated additional tools in the main FFEA code to implement this process: these are, the “linear

elastic model” (LEM) and “time-scale calculator”.

The main equations of motion Eqs 2 and 3 both contain the elastic force vector, E, which is

a non-linear function of deformation. A linear expansion of this vector with respect to the ini-

tial node positions generates a spring constant matrix, Kpq, which defines the effective linear

elastic constants between each pair of nodes. Diagonalisation of this matrix gives a set of eigen-

vectors corresponding to the normal modes of motion of the system, and the associated eigen-

values the relative stiffness of each mode. The user can output this both as raw data and in the

form of FFEA trajectories, the collection of which we term the FFEA linear elastic model.

In addition, suitable combinations of both the mass matrix and the spring constant matrix

with the viscosity matrix give two matrices containing approximate time-constants, τpq, for the
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system. Diagonalisation of these matrices will generate the full spectrum of time-scales within

the system, allowing the user to make a more educated choice on both their simulation time-

step (from the shortest relaxation time), and the total length of simulation required (from the

longest relaxation time). More detail on these subroutines can be found in the S1 File.

FFEA tools

Accompanying the FFEA runner, we have also developed the complementary Python package

ffeatools, to aid users in setting up a system for an FFEA simulation and to analyse the

resulting trajectories. The core of this toolkit is a collection of Python modules that define

classes associated with the various FFEA structures and file formats (Fig 3 depicts how data is

structured for both the runner and the tools). These modules form the core of the toolkit, stan-

dardising the method of interfacing with the ffeatools package.

Additionally, the ffeatools package also forms the core of a set of programs centralised

under a top-level script with the same name. The aim of these programs is to assist the user by

automating routine operations. For example:

ffeatools pdbtoemmap example:pdb example:map 50 50 50 15

will ask ffeatools to run pdbtoemmap, a program that will take the atomic data in “exam-

ple.pdb” and convert it into a 50×50×50 voxel electron density map “example.map” using an

effective atomic radius of 15 Å. Each of the specific actions available from ffeatools, and

their purpose, are listed in Table 1.

Finally, the ffeatoolsmodules also power the PyMOL plugin (see next section) which

provides a means of visualisation for FFEA systems and trajectories. The dependency on

ffeatools for all of our integrated initialisation and analysis protocols creates a self-consis-

tent programming environment, and is essential for the maintenance of this part of the soft-

ware package.

The final four tools in Table 1 allow FFEA to interface with pyPcazip [43], an open source

tool designed for performing principal component analysis (PCA) on atomistic trajectories.

Visualisation of FFEA simulations

We have developed a plugin for the PyMOL visualisation tool [44], which enables users to

visualise both their system setup and the resulting FFEA trajectories. Prior to loading an FFEA

mesh, the user can select whether to display a volumetric or surface mesh, whether to colour

different bodies, according to their material parameters (Young’s modulus, shear viscosity,

etc) or according to the type of surface faces (see Fig 4). Internally, these functions make use

of Compiled Graphics Objects (CGO), which is the format used by PyMOL to create three-

dimensional geometries. The CGO API, together with our ffeatoolsAPI, is designed to

facilitate the development of further visualisation tools by multiple user groups. Within the

viewer, macromolecules can be rotated, hidden, and the colours changed. Configuring springs,

pinned nodes, or assigning face-face interactions requires the user to define the internal indi-

ces of the relevant nodes. While sub-structures such as nodes or faces are currently not directly

selectable, a PyMOL object consisting of a set of atoms mapped onto every node, element or

face, can be generated so that the residue number reflects the internal FFEA numbering. The

user can then select these atoms with the mouse, and print the residue numbers to the screen.

Atomic structures from FFEA simulations

We have also developed a software tool, atomicMapper, for the user to convert from the

continuum FFEA trajectory to an estimated trajectory for the corresponding atomistic
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structure, provided that atomic structural information is available. Geometrically, a biomole-

cule within FFEA is simply a set of nodes connected topologically as a set of tessellating tetra-

hedra. During the simulation the coordinates of the nodes are continuously changing, while its

topology remains constant. This enables us to relate the positions of the atoms comprising the

biomolecule to the coordinates of the nodes via a linear interpolation scheme.

Results

The FFEA package contains detailed documentation on the software, including installation

instructions, in-depth descriptions of the capabilities of the software, a documented API, and a

Fig 3. Diagram of the structure of data in FFEA. The same structure is used both in the “runner” and in the “tools”.

https://doi.org/10.1371/journal.pcbi.1005897.g003
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tutorial on how to set up a simulation. We also provide a test suite to validate our software

implementation and installation. These tests examine both the computational and physical

accuracy of FFEA following installation, and should be run to ensure that a local installation of

the FFEA runner is functioning correctly.

To demonstrate the capabilities of FFEA, in our tutorial we demonstrate the full initialisa-

tion and simulation procedure for the molecular chaperone GroEL in its “apo” state, a macro-

molecular structure for which a fully-atomistic simulation would be extremely computation-

ally demanding. Analysis of the output data showed that the resulting dynamical information

is physically meaningful and can aid in the understanding of macromolecule function.

We have also performed a comparison between all-atom MD simulation trajectories and

equivalent FFEA simulations of two different proteins. Through this analysis, we aim to

Table 1. List of actions available to the ffeatools script.

ffeatools action brief description

pdbtoemmap Calculate an pseudo-electron density map from atomic coordinates in PDB format

emmaptosurf Extract a surface profile (.obj or .stl) file from an electron density map

surftocgsurf Coarsen a surface profile whilst preserving the enclosed volume

tettonet Convert TETGEN mesh files into NETGEN .vol files to be processed by FFEA

voltoffea Process the volume mesh file and input material parameters into FFEA input files

split Split a trajectory into a number of parts

thin Select every n snapshots out of a trajectory

nodesFromTraj Creates a set of .node (equilibrium) files from a trajectory snapshot

makestructuremap Map elements into atoms (.map file)

maptraj Calculate a pseudo atomistic trajectory given a .map file and an FFEA trajectory

pyPCAbuild Convert the FFEA trajectory into a PDB format, allowing it to interface with the pyPcazip

package

pyPCAeigen Extract the PCA eigensystem of an FFEA trajectory

pyPCAanim Build animations of the PCA eigenvectors

pyPCAproj Calculate a PCA projection trace for a given eigenmode

https://doi.org/10.1371/journal.pcbi.1005897.t001

Fig 4. The FFEA plugin for PyMOL is displayed on the left ready to load a DNA helicase (EMDB entry EMD-

2321) with “solid” faces, CGO ‘atom’ objects onto the nodes, and the 3D tetrahedral mesh, together with the

FFEA trajectory named in the FFEA input file, if it is found.

https://doi.org/10.1371/journal.pcbi.1005897.g004
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show how much dynamical information is preserved as we remodel the system in the FFEA

framework.

A simulation of apo-GroEL

The tutorial uses the molecular chaperone GroEL as an illustrative example to guide the user

through setting up and performing an FFEA simulation. GroEL consists of two heptameric

rings built of 14 identical subunits, in total weighing approximately 770kDa. With this weight,

and at 12 × 14 × 14 nm in size, GroEL would certainly be considered large for conventional

atomistic MD simulations with standard computational resources. Structural data is available

both at atomic resolution (PDB entry 4HEL), and at lower resolution as an electron density

map (EDM) (EMDB entry EMD-5403).

One of the strengths of FFEA is that it is able to to build a continuum structure from low

resolution data. To illustrate this, we began our initialisation procedure from the EDM

(see Fig 5, left) and extracted a wavefront “.obj” file, a connected triangulated surface file,

using ffeatools:emmaptosurf (see Fig 5, centre). This was then coarsened using

ffeatools:surftocgsurf (which implements an algorithm described by Oliver [45])

until the shortest edge in the system was was 12Å, maintaining constant volume. The resulting

STereoLithography triangle mesh “.stl”, a standard file format for defining a triangulated sur-

face, is then read into the Tetgen software package to create a volumetric mesh, completely fill-

ing the structure with tessellating tetrahedra (Fig 5, right). We emphasise that to create this

volumetric mesh, Tetgen (or alternatively Netgen) requires that the provided surface is closed
i.e. a surface with a well defined and completely separate ‘inside’ and ‘outside’.

For demonstrative purposes we have performed two separate simulations of GroEL, which

will be labelled using the index i. Each simulation had a different value of the Young’s modu-

lus, Ei, which were E1 = 0.33GPa and E2 = 1GPa. The complementary parameter, the Poisson

ratio, was kept constant at ν = 0.35 for all simulations. These values are representative of

generic globular proteins [46]. In addition to these core parameters, we assigned the internal

and external viscosity values, μ = 10−3 Pa�s, equivalent to that of water. More generally, mate-

rial parameters can either be inferred from experimental results, such as flexibility information

derived from negative stain EM images, or calculated though atomic simulations of constitu-

tive protein fragments. The simulations were performed using the Brownian formulation,

i.e. using Eq 3 as the equation of motion, which allowed us to use a simulation time-step,

dt = 0.1ps. We performed 3μs FFEA simulations and recorded the shape of the FE mesh

Fig 5. An electron microscopy map of GroEL (EMDB entry EMD-5403) as seen in Chimera [26](left), then

converted to “.stl” using the emmaptosurf ffeatool visualised in VMD [27] (centre), and the final volumetric

mesh, coarsened so that the shortest edge is 12Å visualised using the FFEA plugin for PyMOL (right).

https://doi.org/10.1371/journal.pcbi.1005897.g005
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representing the protein complexes every 1ns for post-processing. These simulations took

approximately 65 hours using 4 cores of an AMD 6376 Opteron processor at 1.4GHz.

Analysis of apo-GroEL

To validate the simulations of GroEL, we measured the average strain energy over the course

of the simulation, hU(t)i, where t is the length of time used for the averaging. Fig 6 shows that

the strain energies successfully converged within approximately 50ns (inset) and remained

equilibrated for the remainder of the simulation. Simulations 1 and 2 converged to within

0.60% and 1.09% respectively of the theoretical value hUi ¼ 1

2
kBT per degree of freedom as

predicted by the equipartition theorem, where kB is Boltzmann’s constant. We see a small

increase in the numerical inaccuracy with larger Young’s moduli due to the corresponding

decrease in the system relaxation times.

By calculating the Root Mean-Squared Deviation (RMSD) throughout the simulation using

the nodes of the finite element mesh, we can see the difference in dynamics due to the differing

elasticities. Fig 7 shows these RMSD traces following an RMS fit of each frame in the trajectory

to the average structure. We see that as we increase the stiffness both the size of the fluctuations

in the nodal RMSD, as well as the average value, both decrease, showing that the molecule is

more tightly restricted to its average structure.

Fig 6. The average strain energy of the apo-GroEL simulations plotted as a function of the length of time the

average was taken over. The inset graph shows the first 100ns at higher resolution.

https://doi.org/10.1371/journal.pcbi.1005897.g006
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To further probe the dynamics of GroEL, we performed PCA on the trajectories to deter-

mine the major types of motion. Using the pyPcazip interface (see Section: FFEA tools), we

were able to determine the 20 most flexible normal modes of motion from the FFEA trajectory,

the eigenvalues of which are shown in Fig 8. The factor 3 difference in the Young’s moduli

between simulations 1 and 2 gives the same factor 3 difference between the eigenvalues, which

represent the flexibility of the molecule. We also note that in each individual simulation, many

Fig 7. The RMSD traces of the 2 different simulations of GroEL following an RMS fit to the average structure.

https://doi.org/10.1371/journal.pcbi.1005897.g007

Fig 8. The eigenvalues, which correspond to positional variance, of the 20 most flexible modes found from PCA

analysis of a 3μs FFEA simulations of GroEL.

https://doi.org/10.1371/journal.pcbi.1005897.g008
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of the eigenvalues are similar in magnitude, indicating a near degeneracy of several of the

eigenmodes. This is to be expected given the substantial symmetry of the GroEL structure. All

the relevant trajectories and analysis files were made available within S1 Text.

Our interface with pyPcazip also provides functionality for visualising these modes in FFEA

format. The 5 most flexible modes are shown in Fig 9, some of which exhibit degeneracy as

mentioned above.

Recovering atomic structures

In order to demonstrate the functionality of the atomicMapper tool, we performed the

mapping procedure on the E = 1GPa GroEL trajectory to produce an equivalent atomistic tra-

jectory that conserves the FFEA calculated dynamics, visualised in Fig 10. The time evolution

of the RMSD of both the FFEA trajectory and the mapped atomistic counterpart, calculated

using the nodes and atoms respectively, can be seen in Fig 11. No alignment has been per-

formed on the frames with respect to the initial structure, meaning that these RMSDs still con-

tain the diffusional dynamics of the system within them. We see negligible difference between

both trajectories, showing that physically meaningful measurements are conserved through

the mapping procedure.

The mapped atomic structures at each time-step were then suitable for higher resolution,

atomistic modelling. In Fig 12 we see an atomic structure which was created using the

atomicMapper following 1μs of FFEA simulation, and minimised using the AMBER MD

package. This multi-resolution scheme could potentially be used to rapidly explore conforma-

tional space using a continuum FFEA model, before transforming back to an atomic resolution

simulation to explore the dynamics of the new configuration in more detail.

Fig 9. A representation of the 5 most flexible eigenmodes of the GroEL 1GPa model.

https://doi.org/10.1371/journal.pcbi.1005897.g009
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Comparison of FFEA with all-atom molecular dynamics

From the MoDEL database [47], we obtained PCA compressed atomistic trajectories for two

small proteins (Arfaptin, PDB ID 1I49 [48], and xylanase, PDB ID 1TUX [49]). These proteins

were chosen due to the contrasting dynamical behaviour observed in the first principal compo-

nents extracted by PCA. For Arfaptin, which is long and thin, the first principal component

extracted from the atomistic simulations involved a motion that is delocalised over the entire

protein, whereas for the spherical protein xylanase, the first principal component was associ-

ated with local motions of individual side chains. Consequently, we expect that FFEA is able to

capture the dynamics observed in atomistic simulations of Arfaptin, but not of xylanase. The

atomistic and FFEA structures are shown in Fig 13, the animations of selected principal modes

are available as Supplementary Information in S2 File, as well as the trajectories and analysis

files within S2 Text.

In the FFEA simulations, we assigned homogeneous material parameters of E = 1GPa

for the Young’s modulus, a Poisson ratio 0.35 and shear, bulk and external solvent viscosities

μ = 1 × 10−3Pa.s. The FFEA simulations were run for 100ns for Arfaptin and 780ns for xyla-

nase, which corresponds to an order of magnitude longer than the atomistic trajectories in

each case. Using the mapping procedure described previously, we transformed each of the

resulting FFEA trajectories into pseudo-atomistic trajectories before performing PCA with the

pyPcazip software [43]. Performing this transformation from the FFEA model onto the atom-

istic structure allows us to directly compare the dynamics of the two types of simulation trajec-

tory on a common coordinate system. For each model, we compared the atomistic and FFEA

pseudo-atomistic PCA eigensystems by calculating the inner product matrices of the most flex-

ible 10 eigenmodes from each data set using the pyPczcomp utility of pyPcazip. These matrices

are shown in Fig 14a. As expected, while the atomistic and FFEA simulations exhibit common

dynamical modes for the global modes of Arfaptin (eigenspace overlap of 0.6), for the xylanase

trajectories, which involve only local structural changes, the continuum and atomistic repre-

sentations show less correlation (eigenspace overlap of 0.4). We also performed an eigenvector

comparison between the first and second halves of the atomistic trajectories, for which the

Fig 10. Four snapshots from the FFEA trajectory of GroEL and the atomistic pseudo-trajectory formed from the

mapping procedure.

https://doi.org/10.1371/journal.pcbi.1005897.g010
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inner product matrices are shown in Fig 14b (eigenspace overlaps 0.7 for Arfaptin, and 0.5 for

xylanase). A comparison of the first and second halves of the atomistic simulations for Arfap-

tin shows that the FFEA model provides a similar level of agreement to different segments of

an atomistic simulation.

Fig 11. Root Mean-Squared Deviation traces of an FFEA simulation of GroEL (calculated using the nodes), and

the pseudo-atomic trajectory created via the atomistic mapping procedure.

https://doi.org/10.1371/journal.pcbi.1005897.g011

Fig 12. The minimised structure of fully atomistic GroEL following the mapping procedure.

https://doi.org/10.1371/journal.pcbi.1005897.g012

Mesoscale simulation with Fluctuating Finite Element Analysis (FFEA)

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1005897 March 23, 2018 19 / 29

https://doi.org/10.1371/journal.pcbi.1005897.g011
https://doi.org/10.1371/journal.pcbi.1005897.g012
https://doi.org/10.1371/journal.pcbi.1005897


FFEA code performance

We benchmarked FFEA on two different machines by performing simulations containing an

increasing number of GroEL units. The first machine is a single compute node, with two Intel

Xeon E5-2640v3 2.60GHz processors, providing a total of 32 hyperthreaded (HT) cores, with

Fig 13. The two molecules used for our FFEA / atomistic comparative study: a) Arfaptin, and b) xylanase.

https://doi.org/10.1371/journal.pcbi.1005897.g013

Fig 14. The eigenvector inner product matrices between compared trajectories. a) is the comparison between

atomistic and FFEA pseudo-atomistic PCA datasets. b) is the comparison between the first and second halves of the

atomistic datasets.

https://doi.org/10.1371/journal.pcbi.1005897.g014
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32Gb of memory (DDR4, 1866MHz). Using a single core, FFEA provides 18 ns/hour for a

single GroEL, which is comprised of 3×3109 degrees of freedom. The best performance was

achieved using all 32 available cores, which ran at a speed of 129.6 ns/hour.

We then benchmarked FFEA for a simulation cell composed of 32 GroELs (as shown in Fig

15). This task is more computationally challenging, because steric interactions between faces

belonging to different proteins need to be included to prevent different molecules occupying

the same space within the simulation box. Fig 16 shows that while the performance increases

up to 32 cores, the level of improvement diminishes for higher core numbers.

The second machine we used for benchmarking FFEA is an SGI UV2000 shared memory

computer, with 32 nodes composed of an Intel E5-4650L processor (8 cores, 2.6GHz) and 8

DIMMs of 16Gb of memory (1600MHz, DDR3) each, resulting in a total of 256 cores and 4Tb

of memory. One node is reserved as the login blade, so we used up to 248 cores. To study the

Fig 15. Arrangment of 32 GroEL units used to benchmark the performance of the FFEA runner.

https://doi.org/10.1371/journal.pcbi.1005897.g015

Fig 16. Strong scaling plots for a system of 32 GroEL complexes, run using a 32 HT core computer. a) Execution

time b) Speedup.

https://doi.org/10.1371/journal.pcbi.1005897.g016

Mesoscale simulation with Fluctuating Finite Element Analysis (FFEA)

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1005897 March 23, 2018 21 / 29

https://doi.org/10.1371/journal.pcbi.1005897.g015
https://doi.org/10.1371/journal.pcbi.1005897.g016
https://doi.org/10.1371/journal.pcbi.1005897


weak scaling performance of FFEA, we loaded the machine with increasing numbers of GroEL

proteins so that one GroEL could be assigned to each thread. The results in Fig 17b show how

the efficiency is reduced when increasing numbers of proteins are placed on successively more

cores. The performance reduction is a result of the larger load per thread, due to the increased

number of face-face interactions that need to be considered. While the weak scaling bench-

marks show that the efficiency is reduced to 7% when using 248 cores in 31 blades, we are still

able to simulate as many as 248 GroELs. Consequently, it is possible, if expensive, to simulate a

very large biological system with FFEA.

FFEA validation

The FFEA package is released with a test suite that should be run by the user following successful

compilation. Tests can be run either sequentially (by typing “make test”) or concurrently (by

typing “ctest -j N”, where N is the number of processes) reporting either failure or success.

This test suite, summarised in Table 2, provides structural checks of the FFEA software itself

as well as validation of the physical results calculated by the code.

Fig 17. Weak scaling plots for a system composed of an increasing number of GroEL units matching the number

of processors used, up to 248, in a large shared memory machine. a) Execution time b) Efficiency.

https://doi.org/10.1371/journal.pcbi.1005897.g017

Table 2. List of tests included in the FFEA tests suite.

test name brief description

test_rngStream unit tests on the random number generator

test_volume the intersection volume of two tetrahedra is checked against a known geometry

test_script_loader test of the input file reader for the “runner”.

python_load_trajectory test of loading a trajectory using the ffeatools.

restart_check restart check proving that the RNG used to simulate the thermal noise is used safely

precomp_check calculate the energy for a number of beads interacting through

pre-computed potentials and compare it with the value obtained using Gromacs [36].

sphere_mass† showing correct distribution of thermal energy for the Langevin scheme

sphere_nomass† showing correct distribution of thermal energy for the Brownian scheme

sphere_diffusion_mass† showing correct diffusional properties for the Langevin scheme

sphere_diffusion_nomass† showing correct diffusional properties for the Brownian scheme

cyl_youngs_mod† mechanical stretching of a cylindrical beam

cyl_flexrig† mechanical bending of a cylindrical beam

steric_n_springs† test of springs and steric interactions

†Tests explained in detail in the main text.

https://doi.org/10.1371/journal.pcbi.1005897.t002
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Tests of thermodynamic properties. In order to check that the systems equilibrate to the

correct energy distributions and thus respond correctly to the thermal fluctuations, short tra-

jectories of single spheres are run under the Langevin and Brownian schemes. These spheres

have radius R = 5nm, a Young’s modulus E = 1GPa, Poisson ratio ν = 0.35 and viscosity

μ = 10−3 Pa�s. The trajectories are then analysed and the average energy of the last 60 recorded

steps is calculated for the different terms. These are strain energy and, for the Langevin

scheme, kinetic energy, and their averages are compared to the theoretical value given by the

equipartition theorem (kB T(3N − 6)/2 for the strain energy, and 3kB TN/2 for the kinetic

energy). A test of 105 time-steps (simulating 1ns in less than 20s of CPU time) is sufficient to

give an accuracy of 0.6% for the strain energy in the Brownian scheme, and 1.2% for the strain

energy and 2.9% for the kinetic energy using the Langevin scheme. Averages using 20ns trajec-

tories give better results, lowering to 0.07% for the Brownian strain, and to 0.03% for the strain

energy and 0.1% for the kinetic energy in the Langevin case. We suspect that the kinetic energy

does not converge more accurately to the theoretical value due to the time-stepping algorithm

used here, in agreement with previous studies (see [50] for a comprehensive review). Future

work on improving the algorithm for the integration of the stochastic differential equations,

especially in the Langevin scheme, is planned in order to provide greater accuracy together

with potential increases in speed. This should allow larger simulation time-steps whilst at the

same time preserving the stability of the numerical integration and thermodynamic correct-

ness of our thermal stress.

Tests of FFEA mechanics. Two tests are provided to validate the mechanical calculations

within FFEA. These perform simulations that separately stretch and bend a cylinder, 160 nm

long, with a 10 nm radius and Young’s modulus of 600 GPa. In both cases, one end of the cyl-

inder has all its nodes pinned, and constant force is applied on the other end, spread uniformly

over the end surface.

In the stretching test, a force F = 10 pN is applied in the same direction of the cylinder axis.

When the system reaches equilibrium the increase in length of the cylinder, ΔL, is measured

and the Young’s modulus is calculated using its definition: E = FL0/A0ΔL, where L0 and A0 are

the equilibrium length and cross section area respectively. This is then compared with the

Young’s modulus used to parametrise the system, resulting in error smaller than 0.2%.

In the bending test, we compare computational and theoretical results for the flexural rigid-
ity of the beam, EI, i.e. its resistance to bending. From beam theory, a beam with a free end

where a force is applied perpendicular to its axis, suffers a deflection of Δy = −FL3/3EI [51],

where I is the second moment of the cross-sectional area of the beam, a geometrical property.

Computationally, the test runs a trajectory for the same cylinder, where a constant force of 1

pN is now applied in a direction perpendicular to the cylinder axis. When the cylinder reaches

equilibrium, Δy is measured, and the corresponding EI is compared to the theoretical values.

However, in this case, errors depend on the quality of the mesh, the reason being that linear

elements restrict bending motion, and therefore coarse meshes are stiff compared to the true

continuum. In the mesh used and shipped in the test suite, the error is 4%, but coarser meshes

will be less accurate [25].

Validating diffusion in FFEA. A test is provided for both the Langevin and Brownian

schemes to check that the simulated diffusion of a biomolecule is correct. In each test, a 10 ns

simulation is performed on a spherical object, of radius R = 5 nm, and the diffusive behaviour

compared with the theoretical value.

The viscosity of the solvent results in a drag on the solute which we apply locally to each

node. The nodes are modelled as spheres with an effective radius, r, embedded in a fluid of vis-

cosity μs, as explained in S1 File. Choosing r ¼ R
N, R and N being the radius of the sphere and the
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number of nodes respectively, makes the total drag of the object λ = 6πRμs, the expected result

for a spherical object. In addition to these viscosities, each sphere has density, ρ = 1500kgm−3,

Young’s modulus, E = 1GPa and Poisson’s ratio, ν = 0.35.

For the Brownian scheme, the diffusion has the well known form:

hr2i ¼ 6
kBT
l

t ð6Þ

For the Langevin scheme however, inertial effects need to be taken into account. For meso-

scale objects like our sphere, the ballistic motion only occurs for short periods of time before

the background viscosity dominates. In this regime, the approximation h(x − x0)2i = hv2it2 is

valid, and using the equipartition theorem mhv2i = kB T,

hr2i ¼ 3
kBT
m

t2 ð7Þ

Short simulations are performed using time-steps small enough to retain numerical

accuracy (see S1 File). Following equilibration, we calculate hr2i per time-step by averaging

(rt+Δt − rt)
2 for 0 < t < tsim, where tsim is the total simulation time. We report errors of 2.73%

for the inertialess solver, and 8.39% for the inertial solver. These errors differ by * 0.1%

between tests due to the random nature of the stochastic noise over short simulations. The

higher overall error value for the inertial solver is expected, and is again likely a consequence

of our numerical integration scheme.

Tests of the steric repulsion within FFEA. Finally, simulations of viscoelastic cubes in

the absence of thermal noise are performed to ensure that the steric repulsion is correctly

implemented in both the Langevin and Brownian schemes. For the Brownian scheme, two vis-

coelastic cubes are placed in face-to-face contact and are pulled together by springs (see Fig

18) during the simulation to test the intermolecular forces. The resulting trajectory is analysed

automatically, checking that the centers of mass of both cubes approach progressively while

the overlapping volume between the meshes remains approximately zero.

To test the Langevin scheme, we show that our implementation of both the springs and the

steric forces are conservative, as required. The test performs an FFEA simulation in which two

Fig 18. Two viscoelastic cubes are put side by side with springs pulling from both ends in the configuration

displayed (where part of the red cube was made transparent) to test the effectiveness of the steric repulsion

introduced. As it can be seen, the interface between both bodies remains flat, while the overall volume is compressed.

https://doi.org/10.1371/journal.pcbi.1005897.g018
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soft, viscoelastic spheres collide, as shown in Fig 19. As a result of the collision, the spheres

undergo a large deformation before rebounding, losing energy as a result of dissipation, while

still recovering their equilibrium shapes. The deflection of the spheres following the collision

from their initial directions of travel prior to impact is small, and the largest rotation angle of a

sphere about its own centroid is less than 3˚.

Availability and future directions

With this first release of the FFEA software, we aim to provide a multi-purpose simulation tool

for the biomolecular modelling community to perform dynamic simulations of large protein

assemblies based on low resolution structural information, such as is available in the EMDB.

The software is released with a user-manual and tutorials, along with a test suite to validate

every local install of the program. Planned future developments include improvements to the

physics, such as inclusion of long-range hydrodynamics. To broaden the capabilities of FFEA,

we are currently implementing the ability to switch between pre-defined protein conforma-

tional states, so that we can represent the power-stroke of molecular motors, for example.

Moreover, we are introducing rod and sheet elements, in addition to tetrahedra, to facilitate

FFEA modelling of one-dimensional objects such as coiled-coils, and two dimensional surfaces

such as membranes. These additional capabilities will become available in subsequent software

releases. There is also the potential to significantly improve code performance, such as through

MPI parallelisation or porting to GPUs. Currently, a typical FFEA simulation running for sev-

eral days on a desktop linux workstation will contain up to 10 interacting proteins, and will

routinely explore μs timescales. In the future, when the software can make use of multiple (e.g

1000) cores or accelerator technologies, we anticipate that far larger systems sizes (e.g 1000

interacting proteins) and longer timescales (up to ms) will be accessible. Given the success

that MD simulations at the atomistic level have had in improving our understanding of the

biomolecular structures within the PDB, new computational tools that bear an equivalent rela-

tionship to the EMDB have the potential to be extremely useful in interpreting the new experi-

mental data from the biological mesoscale. FFEA is released under GPL license, made publicly

available at https://bitbucket.org/ffea/ffea, documentation built automatically and stored at

http://ffea.readthedocs.io/en/stable.

Supporting information

S1 File. Detailed physical and mathematical description of FFEA. This appendix details the

physics and mathematics that FFEA model uses, and that have been implemented in the soft-

ware package.

(PDF)

Fig 19. a) The two soft, viscoelastic spheres before collision. b) The spheres collide and suffer a large deformation. c)

The spheres bounce back as a result of the steric interactions, recover their shape, and experience negligible rotation or

deflection. A movie is available in the supplementary S3 File.

https://doi.org/10.1371/journal.pcbi.1005897.g019
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S2 File. PCA comparison of atomistic and FFEA dynamics. Movie showing the highest over-

lapping mode for Arfaptin using an atomistic and FFEA trajectories (mapped back to atomistic

coordinates).

(AVI)

S3 File. Movie of two soft viscoelastic spheres colliding within FFEA.

(AVI)

S1 Text. Study of the flexibility of GroEL through FFEA simulation and analysis. The input

scripts, structural information, output trajectories, measurement, and results for the GroEL

simulations presented in this paper are made available at https://doi.org/10.5518/209 for FFEA

version 2.4.

(DOCX)

S2 Text. Analysis and comparison of FFEA with all-atom molecular dynamics. The input

scripts, structural information, output trajectories, measurement, and results for the simula-

tions on Arfaptin and xylanase, comparing FFEA and all-atom molecular dynamics presented

in this paper, are made available at https://doi.org/10.5518/318.

(DOCX)
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ics Extended Library): a database of atomistic molecular dynamics trajectories. Structure. 2010; 18

(11):1399–1409. https://doi.org/10.1016/j.str.2010.07.013 PMID: 21070939

48. Tarricone C, Xiao B, Justin N, Walker P, et al. The structural basis of Arfaptin-mediated cross-talk

between Rac and Arf signalling pathways. Nature. 2001; 411(6834):215. https://doi.org/10.1038/

35075620 PMID: 11346801

49. Natesh R, Bhanumoorthy P, Vithayathil P, Sekar K, Ramakumar S, Viswamitra M. Crystal structure at

1.8 Å resolution and proposed amino acid sequence of a thermostable xylanase from Thermoascus aur-

antiacus. Journal of molecular biology. 1999; 288(5):999–1012. https://doi.org/10.1006/jmbi.1999.2727

PMID: 10329194

50. Leimkuhler B, Matthews C. Molecular dynamics: with deterministic and stochastic Numerical Methods.

Interdisciplinary Applied Mathematics. 2015; 39. https://doi.org/10.1007/978-3-319-16375-8

51. Beer F, Johnston E, DeWolf J. Mechanics of Materials. McGraw-Hill, New York. 2002;.

Mesoscale simulation with Fluctuating Finite Element Analysis (FFEA)

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1005897 March 23, 2018 29 / 29

https://doi.org/10.1016/j.softx.2016.04.002
https://doi.org/10.1016/j.softx.2016.04.002
https://doi.org/10.1016/j.str.2010.07.013
http://www.ncbi.nlm.nih.gov/pubmed/21070939
https://doi.org/10.1038/35075620
https://doi.org/10.1038/35075620
http://www.ncbi.nlm.nih.gov/pubmed/11346801
https://doi.org/10.1006/jmbi.1999.2727
http://www.ncbi.nlm.nih.gov/pubmed/10329194
https://doi.org/10.1007/978-3-319-16375-8
https://doi.org/10.1371/journal.pcbi.1005897

