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Distributed Heuristically Accelerated Q-Learning
for Robust Cognitive Spectrum Management in

LTE Cellular Systems
Nils Morozs, Student Member, IEEE, Tim Clarke, and David Grace, Senior Member, IEEE

Abstract—In this paper we propose an algorithm for dynamic spectrum access (DSA) in LTE cellular systems - distributed ICIC

accelerated Q-learning (DIAQ). It combines distributed reinforcement learning (RL) and standardized inter-cell interference coordination

(ICIC) signalling in the LTE downlink, using the framework of heuristically accelerated RL (HARL). Furthermore, we present a novel

Bayesian network based approach to theoretical analysis of RL based DSA. It explains a predicted improvement in the convergence

behaviour achieved by DIAQ, compared to classical RL. The scheme is also assessed using large scale simulations of a stadium

temporary event network. Compared to a typical heuristic ICIC approach, DIAQ provides significantly better quality of service and

supports considerably higher network throughput densities. In addition, DIAQ dramatically improves initial performance, speeds up

convergence and improves steady state performance of a state-of-the-art distributed Q-learning algorithm, confirming the theoretical

predictions. Finally, our scheme is designed to comply with the current LTE standards. Therefore, it enables easy implementation of

robust distributed machine intelligence for full self-organisation in existing commercial networks.

Keywords—Heuristically Accelerated Q-Learning, Dynamic Spectrum Access, Inter-Cell Interference Coordination.

✦

1 INTRODUCTION

One of the fundamental tasks of a cellular system is spec-
trum management, concerned with dividing the avail-
able spectrum into a set of resource blocks and assigning
them to voice calls and data transmissions in a way
which would provide a good quality of service (QoS)
to the users. Flexible dynamic spectrum access (DSA)
techniques play a key role in utilising the given spectrum
efficiently. For example, one of the key requirements for
LTE systems is to have a reuse factor of 1 [1]. Therefore,
there is an inherent need for DSA techniques in such
systems to mitigate the effects of inter-cell interference
on the system throughput and the QoS provided to
the mobile subscribers. In order to achieve this, LTE
systems use a dedicated X2 interface for exchanging
relevant interference information among neighbouring
eNodeBs (eNBs) [2]. This process is referred to as inter-
cell interference coordination (ICIC).
An emerging state-of-the-art technique for intelligent

DSA is reinforcement learning (RL); a machine learning
technique aimed at building up solutions to decision
problems only through trial-and-error [3]. It has been
successfully applied to a range of DSA problems and
scenarios, such as cognitive radio networks [4], femto-
cell networks [5], cognitive wireless mesh networks [6],
as well as generic cellular networks [7]. The most widely
used RL algorithm in both artificial intelligence and wire-
less communications domains is Q-learning [8]. There-
fore, most of the literature on RL based DSA focuses
on Q-learning and its variations, e.g. [6][7][9]. This pa-
per investigates distributed Q-learning based DSA. The

distributed Q-learning approach has advantages over
centralised methods in that no communication overhead
is required to achieve the learning objective, and the
network operation does not rely on a single computing
unit. It also allows for easier insertion and removal of
base stations from the network, if necessary. For example,
such distributed opportunistic protocols are well suited
to temporary event networks and disaster relief scenar-
ios, where rapidly deployable network architectures with
unplanned or variable topologies may be required to
supplement any existing wireless infrastructure [10].
Although RL algorithms such as Q-learning have been

shown to be a powerful approach to problem solving,
their common disadvantage is the need for many learn-
ing iterations to converge on an acceptable solution. One
of the more recent promising solutions to this issue,
proposed in the artificial intelligence domain, is the
heuristically accelerated reinforcement learning (HARL)
approach. Its goal is to speed up RL algorithms, par-
ticularly in the multi-agent domain, by guiding the ex-
ploration process using additional heuristic information
[11]. In [12], case-based reasoning is used for heuristic
acceleration in a multi-agent RL algorithm to assess
similarity between states of the environment and to make
a guess at what action needs to be taken in a given state,
based on the experience obtained in other similar states.
In [11], Bianchi et al. prove the convergence of four multi-
agent HARL algorithms and show how they outperform
the regular RL algorithms. There is no evidence in the
literature of the HARL approach being applied in the
wireless communications domain.
The purpose of this paper is to resolve the problem of
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poor temporal performance of RL based DSA algorithms,
by proposing a cognitive DSA scheme which combines
distributed Q-learning and ICIC using a novel adaptation
of the HARL framework. Furthermore, it is designed
to comply with the current LTE standards and enables
robust distributed machine intelligence to be easily im-
plemented in current or future LTE releases.
In previous work on combining ICIC and RL, re-

searchers have only considered applying RL to learning
various parameters related to ICIC or radio resource
management in OFDMA cellular systems, such as LTE
or WiMAX. For example, Simsek et al. [13] use RL to
learn optimal cell range bias and power allocation strate-
gies and compare them to static ICIC methods; Dirani
and Altman [14] use a fuzzy Q-learning algorithm and
ICIC to learn a coordinated power allocation strategy;
and Vlacheas et al. [15] use a fuzzy RL principle for
automatic tuning of the Relative Narrowband Transmit
Power (RNTP) indicator, which is a key ICIC parameter
in the LTE downlink. However, there is no evidence of
previous work in the literature on using heuristic ICIC
methods to enhance the performance of RL based DSA
algorithms.
The rest of the paper is organised as follows: Section

2 explains the current specification of ICIC signalling in
the LTE downlink. Section 3 describes the distributed Q-
learning approach to DSA. In Section 4 we introduce our
formulation of the HARL framework and propose the
distributed ICIC accelerated Q-learning (DIAQ) scheme
for DSA in LTE cellular systems. In Section 5 we use
a novel Bayesian network based method for theoretical
analysis and evaluation of the proposed scheme. Section
6 evaluates its performance by simulating a large scale
cellular system. The conclusions are given in Section 7.

2 INTER-CELL INTERFERENCE COORDINA-
TION IN LTE DOWNLINK

The main limiting factor for network throughput per-
formance in LTE systems is inter-cell interference, since
the key requirement for LTE systems is to have a reuse
factor of 1 [1], i.e. the full spectrum pool is available
to every eNodeB (eNB) in the network. The same ap-
plies to other future cellular systems which will em-
ploy advanced DSA techniques, as opposed to static
resource allocation methods [16]. Consequently, the key
interference management technology investigated within
the context of LTE is inter-cell interference coordination
(ICIC). The purpose of ICIC is to reduce interference be-
tween adjacent cells by exchanging information between
neighbouring eNBs over the X2 interface [1]. This ICIC
signal exchange is depicted in Fig. 1 using a generic
hexagonal cell network architecture. Here, the central
eNB is sending an ICIC signal to the eNBs around it
to let them know in which parts of the spectrum it is
likely to interfere with them.
The format of the messages exchanged between eNBs

using ICIC in the LTE downlink is standardized by

eNodeB

ICIC signals

Fig. 1. ICIC signalling among adjacent eNodeBs

the 3GPP and referred to as the Relative Narrowband
Transmit Power (RNTP) indicator [17]. It contains a
bitmap which indicates on which resource blocks an eNB
is planning to transmit at high power by setting their
corresponding bits to 1. The threshold used to decide if
a transmit power is high or low is derived using the
RNTP threshold, which can take the following set of
standardized values:

RNTPthreshold ∈ {∞,−11,−10, ..., 3} dB (1)

It is measured in dB relative to the average transmit
power in a given cell.

3 DISTRIBUTED Q-LEARNING BASED DY-
NAMIC SPECTRUM ACCESS

In pure distributed reinforcement learning (RL) based
DSA the task of every eNB is to learn to prioritise among
the available subchannels only through trial-and-error,
with no frequency planning involved, and with no infor-
mation exchange with other eNBs, e.g. [7]. In this way,
frequency reuse patterns emerge autonomously using
distributed artificial intelligence with no requirement for
any prior knowledge of a given environment.

3.1 Reinforcement Learning

RL is a model-free type of machine learning which is
aimed at learning the desirability of taking any available
action in any state of the environment only through trial-
and error [3]. This desirability of an action is represented
by a numerical value known as the Q-value - the ex-
pected cumulative reward for taking a particular action
in a particular state, as shown in the equation below:

Q(s, a) = E

[

T
∑

t=0

γtrt

]

(2)

where Q(s, a) is the Q-value of action a in state s, rt is the
numerical reward received t time steps after action a is
taken in state s, T is the total number of time steps until
the end of the learning process or episode, and γ ∈ [0, 1]
is a discount factor.
The job of an RL algorithm is to estimate Q(s, a) for

every action in every state, which are then stored in an
array known as the Q-table. In some cases where an
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environment does not have to be represented by states,
only the action space and a 1-dimensional Q-table Q(a)
can be considered [18]. The job of an RL algorithm then
becomes simpler; it aims to estimate an expected value of
a single reward for each action available to the learning
agent:

Q(a) = E[rt] (3)

This is also applicable to distributed Q-learning based
DSA in cellular systems, e.g. [7][19][20].

3.2 Distributed Stateless Q-Learning

One of the most widely used RL algorithms is Q-learning
[8]. In particular, a simple stateless variant of this al-
gorithm, as formulated in [18], has been shown to be
effective for several distributed DSA learning problems,
e.g. [7][19][20].
Each eNB maintains a Q-table Q(a) such that every

subchannel a has a Q-value associated with it. Upon
each file arrival, the eNB either assigns a subchannel
to its transmission or blocks it if all subchannels are
occupied. It decides which subchannel to assign based
on the current Q-table and the greedy action selection
strategy described by the following equation:

â = argmax
a

(Q(a)) (4)

where â is the subchannel chosen for assignment, and
Q(a) is the Q-value of subchannel a.
The values in the Q-tables are initialised to zero, so all

eNBs start learning with equal choice among all available
subchannels. A Q-table is updated by an eNB each time
it attempts to assign a subchannel to a file transmission
in the form of a positive or a negative reinforcement.
The recursive update equation for stateless Q-learning,
as defined in [18], is given below:

Q(a)← (1 − α)Q(a) + αr (5)

where Q(a) represents the Q-value of the subchannel a,
r is the reward associated with the most recent trial and
is determined by a reward function, and α ∈ [0, 1] is the
learning rate parameter which weights recent experience
with respect to previous estimates of the Q-values.
The reward function, which is generally applicable

to a wide range of RL problems and which has been
successfully applied to DSA problems in the past [4][7],
returns two values:

• r = −1 (negative reinforcement), if the file trans-
mission failed due to an insufficient SINR on the
selected subchannel.

• r = 1 (positive reinforcement), if the file is success-
fully transmitted, i.e. SINR did not drop below the
transmission threshold.

The choice of the learning rate values for this type
of distributed Q-learning based DSA problems is thor-
oughly investigated in [7]. The best performance is

achieved by using the Win-or-Learn-Fast (WoLF) prin-
ciple [21] described by (6), where a lower value of α is
used for successful trials (when r = 1), and a higher
value of α is used for failed trials (r = −1). In this way,
the learning agents learn faster when “losing” and more
slowly when “winning”.

α =

{

0.01 r = 1
0.05 r = −1

(6)

4 DISTRIBUTED HEURISTICALLY ACCELER-
ATED Q-LEARNING

A common disadvantage of machine learning algo-
rithms, such as distributed Q-learning described in the
previous section, is that they are normally used to
learn solutions only through trial-and-error with no prior
knowledge of the problem in hand. Consequently, it
takes a large number of trials for them to learn acceptable
solutions. This is undesirable in real-time applications
such as DSA in cellular systems. An emerging technique
to mitigate this poor initial performance problem is the
heuristically accelerated reinforcement learning (HARL)
approach, where additional heuristic information is used
to guide the exploration process [11].

4.1 Heuristically Accelerated Reinforcement Learn-
ing

The key additional element provided by HARL com-
pared to classical RL is the derivation of a heuristic func-
tion. According to [11], a heuristic function is derived
from additional knowledge, either external or internal,
which is not included in the learning process. Generally,
the goal of the heuristic function Ht(s, a) is to influence
the action choices of a learning agent, i.e. to modify its
current policy πt(s) in a way which would accelerate the
learning process. The format and dimensions of Ht(s, a)
should be compliant with the Q-table used by the given
learning agent, such that its new combined policy πc

t (s)
can be derived using the following equation:

πc
t (s) = argmax

a

(Qt(s, a) +Ht(s, a)) (7)

where πc
t (s) is the combined policy of the given learning

agent for state s at time t based on its Q-tableQt(s, a) and
the heuristic function Ht(s, a). If Ht(s, a) is always zero,
the algorithm becomes a regular Q-learning algorithm
with a greedy action selection strategy. In the case of the
stateless Q-learning algorithm described in Section 3, the
heuristic function would not have a state dimension and
can be denoted by Ht(a).

4.2 Distributed ICIC Accelerated Q-Learning

In this subsection we propose the distributed ICIC ac-
celerated Q-learning (DIAQ) DSA scheme that combines
distributed Q-learning and ICIC using the HARL frame-
work to mitigate the issue of poor temporal performance
characteristics of Q-learning based DSA algorithms.
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As described in Section 2, by using ICIC signalling
over the X2 interface, every eNB has the capability of
knowing on which virtual resource blocks (VRBs) the
neighbouring eNBs are likely to interfere with it, i.e.
transmit at a power above an RNTP threshold. In a
scenario, where a 20 MHz LTE channel consisting of 100
VRBs is allocated to the network, the length of an RNTP
message is 100 bits or 25 hexadecimal characters. There,
every subchannel, i.e. a minimum entity allocated to a
file transmission, consists of 4 adjacent VRBs, if resource
allocation “Type 0” is used [17]. In case of the central
eNB in Fig. 1, it receives 6 RNTP messages from its
neighbours, each containing 25 hexadecimal characters,
stating subchannels they need to reserve to avoid inter-
cell interference. 0xF denotes that a subchannel is in use
by the neighbouring eNB, and 0x0 means it is safe to use
by the eNB which receives the RNTP message.
We propose using these RNTP messages for creating

ICIC bitmasks indicating which subchannels are not safe
to use for any given eNB, as notified by its neighbours,
and using these bitmasks for creating heuristic functions
H(a), which in turn influence the spectrum assignment
choices made by the distributed Q-learning based DSA
algorithm.
When a request for a new file transmission is received,

the eNB starts by aggregating the latest RNTP messages
from its neighbours into an ICIC bitmask using a bitwise
OR operation, as described by the following equation:

Mask =

N
⋃

n=1

RNTPn (8)

where Mask is a 25 hexadecimal character string rep-
resenting the subchannels reserved by any of the neigh-
bouring base stations by F , and representing the “safe-to-
use” subchannels by 0, RNTPn is a 25 hexadecimal char-
acter RNTP message of the n’th neighbouring eNB, and
N is the total number of neighbouring eNBs. The RNTP
message exchanges can take place as often as every 20
ms [1], and they do not have to be synchronised. Every
eNB always uses the latest RNTP message received from
a given neighbour.
After creating the ICIC mask, we the eNB derives a

heuristic function H(a) as follows:

H(a) =

{

h Mask(a) = F
0 Mask(a) = 0

(9)

where H(a) is the value of the heuristic function for
subchannel a, and h is a fixed negative value with a
greater amplitude than the full range of possible Q(a)
values. In case of the distributed Q-learning algorithm
described in Section 3, Q(a) ∈ [−1, 1], therefore h < −2.
H(a) can be employed to create a temporary masked Q-
table Qm(a) using the following equation:

Qm(a) = Q(a) +H(a) (10)

Qm(a) is then used for heuristically guided decision
making, whilst a normal learning process takes place
using the Q(a), as defined in (5).

By using the proposed Qm(a) and H(a), the eNB
is guaranteed to prioritise the subchannels marked as
“safe” by Mask before the “unsafe” subchannels by
shifting the Q-values of the latter to the bottom of the
Q-table, whilst still preserving their respective order in
terms of the Q-values (due to the fixed value of h).

The detailed flowchart of the proposed DIAQ scheme
is shown in Fig. 2. The novel ICIC related algorithm
steps are shaded and use dotted outlines. The rest of
the flowchart describes a regular distributed Q-learning
based DSA process described in Section 3. The shaded
blocks with solid outlines indicate the functions which
drive the RL process, i.e. update the Q-table.

Start

Finish

Request for

new Tx?

Obtain ICIC mask from latest RNTP messages

Create temporary copy of the Q-table

Modify temporary Q-table using ICIC mask

All subchannels
occupied?

Pick the best available subchannel based on masked Q-table

Assign subchannel

SINR

above threshold?

Tx complete?

Positive reinforcement

Negative reinforcement

Schedule retransmission

ICIC

Reinforcement learning

Yes

Yes

Yes

No

No

No

No

Yes

Fig. 2. Flowchart of the proposed distributed ICIC accel-
erated Q-learning (DIAQ) scheme
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5 THEORETICAL EVALUATION

Before testing the developed DIAQ scheme in a realistic
scenario, its expected performance improvements over
regular distributed Q-learning are analytically derived
using a simple model which represents a generalized
inter-cell interference problem.

5.1 Simple Inter-Cell Interference Model

The network model used for analysis in this section is
depicted in Fig. 3. It consists of 2 eNBs and 2 user equip-
ments (UEs), each connected to its own eNB. If one of the
UEs is located within the interference range of the other
eNB, it suffers from harmful co-channel interference from
it. The network is assumed to be allocated 2 subchannels,
and the task of both eNBs is to learn to use their own
subchannel through distributed Q-learning and DIAQ.

UE1 UE2eNB1 eNB2

Signal Interference

Fig. 3. 2 eNB 2 UE network model

5.2 Bayesian Network Model

Bayesian networks are a powerful tool for modelling con-
ditional dependencies among stochastic variables [22].
Fig. 4 presents a novel Bayesian network model which
describes the behaviour of DIAQ when applied to the
simple DSA network model from Fig. 3. The shaded
nodes and dotted edges show extra dependencies intro-
duced by DIAQ, compared to classical Q-learning from
Section 3. The variables used to denote the Bayesian
network nodes are the following:

• RNTP ∈ {Y es,No} - whether or not, at the latest
file arrival time, the corresponding eNB has an up-
to-date RNTP message from its neighbour.

Πn

Πn+1

Πm
n

RNTP

RUE1

RUE2

IUE1

IUE2

Fig. 4. Bayesian network describing the behaviour of Q-
learning and DIAQ

• IUEx ∈ {Y es,No} - whether or not UE1 or UE2 is
located within the interference range of the adjacent
eNB during the current file arrival.

• Πn ∈ {Same,Diff} - joint policy of the eNBs
after n learning iterations. The policy of an eNB is
defined as its preferred subchannel (1 or 2), based
on (4). Πn takes two values of interest - whether
the policies of 2 eNBs are the same or different
(Πn = Diff is the learning objective).

• Πm
n ∈ {Same,Diff} - joint masked policy, i.e.

the combination of Πn and the heuristic functions
of both eNBs defined in (9). It is conditionally
dependent on Πn and RNTP (Πm

n may be different
to Πn, based on the transformation defined in (10)).

• RUEx ∈ {S, F} - whether or not a file transmission
to UE1 or UE2 was successful (S), or whether it
failed (F ) due to interference. It is conditionally
dependent on Πm

n and IUEx.
• Πn+1 ∈ {Same,Diff} - the updated joint policy

for the next iteration as a result of the outcome at
the current iteration. It is conditionally dependent
on Πn, Π

m
n , RUE1 and RUE2.

Based on the conditional dependencies described
above and depicted in the Bayesian network model, the
equation for calculating the joint probability distribution
over all variables Pjoint = P (Πn+1, Πn, Π

m
n , RUE1, RUE2,

IUE1, IUE2, RNTP ) is the following:

Pjoint = P (Πn+1|Πn,Π
m
n , RUE1, RUE2)

×P (RUE1|Π
m
n , IUE1) P (RUE2|Π

m
n , IUE2)

×P (Πm
n |Πn, RNTP ) P (Πn) P (RNTP )

×P (IUE1) P (IUE2)

(11)

which consists of a number of prior probabilities of the
form P (X), and conditional probabilities of the form
P (X |Y1...Yn).
The prior probability distributions that appropriately

describe the scenario depicted in Fig. 3 are defined
in Table 1. Before any file arrivals at either eNB, the
Q-tables of both eNBs are initialised to zero for both
subchannels. Therefore, there is a 50% chance of the
eNBs choosing the same subchannel, since both of them
choose a subchannel at random, i.e. P (Π0 = Same) = 0.5.
Furthermore, it is assumed without the loss of generality
that the interference range overlap of the eNBs is such
that there is a 40% chance of a UE being located in it, i.e.
P (IUEx = Y es) = 0.4. Finally, P (RNTP = Y es) = High
represents a high chance of an RNTP message exchange
taking place between current file arrivals at the two
eNBs. Since these exchanges can take place as often as ev-
ery 20 ms, an eNB is highly likely to have an up-to-date
RNTP message from its neighbour. If P (RNTP = Y es) is
changed to 0, the Bayesian network model will describe
the Q-learning algorithm from Section 3.
The conditional probability distributions are defined

in Table 2. The values used for P (Πm
n |Πn, RNTP ) state

that the masked policies Πm
n of the eNBs will be the

same (Same) with a probability of 1, if their Q-learning
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TABLE 1
Prior probability distributions

P (Π0) P (IUEx) P (RNTP )

Same Diff Yes No Yes No

0.5 0.5 0.4 0.6 High Low

TABLE 2
Conditional probability distributions

P (Πm

n
|Πn, RNTP )

Same 0 1 0 0

Diff 1 0 1 1

Same, Yes Same, No Diff, Yes Diff, No

Πn, RNTP

P (RUEx|Π
m

n
, IUEx)

S 0 1 1 1

F 1 0 0 0

Same, Yes Same, No Diff, Yes Diff, No

Πm

n
, IUEx

P (Πn+1|Πn,Π
m

n
, RUE1, RUE2)

Same 1 Low Low High f(n) 0

Diff 0 High High Low 1 − f(n) 1

Same Same Same Same Same Diff

Same Same Same Same Diff Diff

S, S S, F F, S F, F S, S S, S

Πn,Π
m

n
, RUE1, RUE2

policies are the same (Πn = Same) and there was no
RNTP exchange between the file arrivals that could
change them (RNTP = No). In all other cases, i.e if
RNTP = Y es or Πn = Diff , the masked policies of
the eNBs will always be different (Diff ). The reasoning
behind the P (RUEx|Π

m
n , IUEx) distribution is to indicate,

that a transmission to UE1 or UE2 will fail with a
probability of 1 (RUEx = F ), if IUEx = Y es and both
eNBs have chosen the same subchannel (Πm

n = Same).
If Πm

n = Diff or IUEx = No, then the transmission will
be successful: RUEx = S.
The P (Πn+1|Πn,Π

m
n , RUE1, RUE2) table defines how

the Q-learning policies of both eNBs (Πn+1) are likely
to change, given their current Πn and Πm

n , and the result
of transmissions to both UEs (RUE1 and RUE2). Firstly,
if both Πn and Πm

n are Same or both are Diff , and
the transmissions to both UEs were successful (RUE1 =
RUE2 = S), then both eNBs will reward their respec-
tive subchannels and maintain the same policies with a
probability of 1 (Πn+1 = Πn). Secondly, if both Πn and
Πm

n are Same and only a transmission to one of the UEs
failed ({S, F} or {F, S}), this UE is more likely to change
its policy due to the WoLF learning rate used in its Q-
learning algorithm, described by (6). Therefore, there is a
relatively high probability of the policies being different
at the next iteration: P (Πn+1 = Diff) = High. If trans-
missions to both UEs fail ({F, F}), both eNBs are likely to
change their policies, thus making Πn+1 = Same a more

likely outcome. Lastly, if the Q-learning policies of both
eNBs are the same (Πn = Same), the masked policies
are different (Πm

n = Diff ), and both transmissions are
successful (RUE1 = RUE1 = S), the probability of the
Πn+1 = Same at the next iteration is time-dependent. A
realistic approximation of its value at different stages of
learning is:

f(n) =

{

0 n = 0
0.5 n = 1
High n > 1

(12)

If this is the first learning iteration (n = 0), the Q-tables
of both eNBs are initialized to zeros. Therefore, if dif-
ferent subchannels are successfully used (Πm

n = Diff ),
they will be positively reinforced and used at the next
iteration with a probability of 1: P (Πn+1 = Same|...) = 0.
After one learning iteration, there is about a 50% chance
of one of the eNBs changing its Q-learning policy, de-
pending on whether its first trial was a success on its pre-
ferred subchannel, or a failure on the other subchannel:
P (Πn+1 = Same|...) = 0.5. Afterwards, the eNB, whose
Q-learning policy was overriden by the RNTP exchange
(since Πn 6= Πm

n ), is relatively unlikely to change its
policy due to the effect of the WoLF learning rates, i.e. the
Q-values undergo smaller step changes after successful
trials: P (Πn+1 = Same|...) = High.
The remaining 10 combinations of Πn, Πm

n , RUE1

and RUE2 values are not considered, since they can
never occur according to the P (Πm

n |Πn, RNTP ) and
P (RUEx|Π

m
n , IUEx) conditional probability distributions.

Regardless of the values used for these combinations
in the P (Πn+1|Πn,Π

m
n , RUE1, RUE2) table, they will be

multiplied by zero during the calculation of the joint
probability distribution defined in (11).

5.3 Convergence Properties

The main aim of the Bayesian network model described
above is to establish the marginal likelihood of the joint
Q-learning policy at the next iteration P (Πn+1) by taking
a sum over all other variables in Pjoint as follows:

P (Πn+1) =
∑

Πn

∑

Πm
n

∑

RUE1

∑

RUE2
∑

IUE1

∑

IUE2

∑

RNTP Pjoint
(13)

The resulting distribution can then be substituted as
the prior (P (Πn) ← P (Πn+1)) for the next learning iter-
ation. This enables iterative evaluation of the Bayesian
network model which shows how the probability of
transmission failure P (RUEx) and the probability of
eNBs using different subchannels P (Πm

n ) change over
time, as the learning process progresses. Both of these
probability distributions can be obtained using the prin-
ciple of marginalization shown in (13).
Fig. 5 shows the results of such iterative evaluation of

the Bayesian network from Fig. 4. It compares the conver-
gence performance of regular Q-learning and DIAQ with
P (RNTP = Y es) values of 0.9 and 0.6, respectively the
cases where ICIC signalling between the neighbouring
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Fig. 5. Convergence of Q-learning and DIAQ, using the
probabilistic model of the 2 eNB 2 UE cellular network

eNBs is moderately reliable and relatively unreliable. The
values for High and Low in the conditional probability
distributions in Table 2 are assumed to be {0.9, 0.1}.
However, similar convergence patterns can be observed
with other interpretations of “high” and “low” probabil-
ities.
Fig. 5 demonstrates how the presence of RNTP mes-

sage exchanges in DIAQ, even when they are relatively
unreliable (P (RNTP = Y es) = 0.6), significantly speed
up the learning process, especially at its early stages. The
eNBs become highly likely to converge on the optimal
solution (Π = Diff ) significantly faster using DIAQ
compared to Q-learning which only operates using trial-
and-error experience. Consequently, the temporal per-
formance of the network in terms of the probability of
transmission failures shown in Fig. 5b is also superior
using DIAQ.

6 SIMULATION RESULTS

This section presents the results of simulating the pro-
posed DIAQ scheme using a large scale stadium network
model. The performance of this scheme is compared to
that of a pure distributed Q-learning algorithm (Section
3) and a typical dynamic ICIC based scheme. The ICIC
based DSA scheme assumes that each eNB always avoids
transmitting on the VRBs used by its neighbours, as
reported in their RNTP messages. It chooses randomly
among the “safe” subchannels and blocks file trans-
missions when no such subchannels are available for
assignment. The comparison with these two schemes is

most appropriate, since they represent two key com-
ponents of the DIAQ scheme separately - the RL part
and the heuristic inter-eNB coordination part. The latter
represents a standard approach in LTE [1][23]. Therefore,
the results evaluate the importance of both of these
components in the proposed DIAQ scheme.
All experiments involving ICIC signalling assume that

RNTP message exchanges take place periodically every
20 ms. Therefore, the current subchannel usage of a given
eNB is always mapped onto its RNTP message, since an
eNB is highly likely to continue using the same subchan-
nels for 20 ms until the next ICIC update. All eNBs are
assumed to send their RNTP messages at the same time.
However, the scheme will work in exactly the same way,
if they are not synchronised or if the frequency of the
RNTP signals is lower. Every eNB always uses the last
received RNTP signal from each of its neighbours, which
only affects spectrum assignment decisions for new file
arrivals and does not affect current file transmissions.
The RNTP threshold used for all experiments involving
ICIC is -3 dB, so that the subchannels used at lower
transmit powers are not included in the RNTP messages,
thus increasing the potential spectrum reuse efficiency.

6.1 Stadium temporary event network

The cellular system used for simulation experiments in
this paper is designed for a stadium event scenario,
where a small cell LTE network is installed in a large
stadium to provide an increase in mobile data capacity to
the users attending the event. The network architecture
is depicted in Fig. 6, where the users are located in a

eNodeB

Nominal cell range

Stadium boundaries

Fig. 6. Stadium network architecture
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spectator area 53.7 - 113.7 m from the centre of the sta-
dium. The spectator area is covered by 78 eNBs arranged
in three rings at 1 m height, e.g. with antennas attached
to the backs of the seats or to the railings between the
different row levels. Seat width is assumed to be 0.5
m, and the space between rows - 1.5 m, which yields
the total capacity of 43,103 seats. The parameters and
assumptions used in the network model are listed in
Table 3.

TABLE 3
Network model parameters and assumptions

Parameter Value

Channel bandwidth 20 MHz: 100 LTE VRBs

Subchannel
bandwidth

4 VRBs: 4 × 180 kHz [17]

Frequency band 2.6 GHz

UE receiver noise
floor

94 dBm (290 K temperature, 20 MHz
bandwidth, 7 dB noise figure)

Propagation model WINNER II B3 [24]

Traffic model 3GPP FTP Traffic Model 1 [25], file size
- 4.2 Mb (≈0.5 MB)

Retransmission
scheduling

Uniform random back-off between 0
and 960 ms [26]

Link model Truncated Shannon Bound model [27]

Assumptions

Each UE is associated with an eNB with a minimum esti-
mated downlink pathloss to it, based on the Reference Signal
Received Power (RSRP)

Open loop control of the eNB Tx power is assumed, using a
constant Rx power of -74 dBm (20 dB Signal-to-Noise Ratio)

The minimum Signal-to-Interference-plus-Noise Ratio
(SINR) allowed to support data transmission is 1.8 dB [28]

6.2 Performance Metrics

The metrics used to assess the network performance
are the probability of retransmission P (re − tx) and
the system throughput density (STD). P (re − tx) is
the probability of a file transmission being blocked or
interrupted, i.e. the probability of a retransmission being
scheduled. It is calculated using the following equation:

P (re − tx) =
Nre−tx

Ntx

(14)

where Nre−tx and Ntx are the number of retransmis-
sions and the total number of transmissions during
one sampling period respectively. STD is obtained by
calculating the average system throughput during the
whole simulation and dividing it by the area covered by
the eNBs.

6.3 Temporal Performance

Fig. 7 compares the temporal response of the network
in terms of the probability of retransmission at 1 Gbps
offered traffic, using dynamic ICIC, pure distributed Q-
learning and DIAQ schemes for DSA. The graph shows

0

0.01

0.02

0.03

0.04

0.05

0 200000 400000 600000 800000 1e+06

P
ro

b
ab

il
it

y
 o

f 
re

tr
an

sm
is

si
o
n

Number of transmissions

ICIC
Q-learning

DIAQ

Fig. 7. Probability of retransmission time response using
dynamic ICIC, pure Q-learning and distributed ICIC accel-
erated Q-learning (DIAQ)

the average of 50 simulations with different random
seeds and UE locations in order to mitigate the noise
introduced by the bursty nature of the traffic, and to
produce a more statistically valid temporal response.
Firstly, the graph shows that both Q-learning and DIAQ
schemes converge on better DSA policies, than the ICIC
scheme. Secondly, the DIAQ scheme achieves a big
improvement in the initial performance compared to
the classical Q-learning approach. The highly efficient
guided exploration process of the DIAQ scheme results
in a substantial reduction in initial P (re− tx) by a factor
of ≈4, compared to pure Q-learning. This improvement
is consistent with the theoretically predicted outcome
shown in Fig. 5b.
Fig. 7 also shows that DIAQ still has a much lower

probability of retransmission compared to both schemes
after 1,000,000 trials, when it is approaching its steady
state. Therefore, using ICIC to enhance the Q-learning
algorithm in this way dramatically speeds up its con-
vergence, and substantially improves both its initial
and steady-state performance. Such acceleration of the
learning process may prove crucial in more realistic dy-
namically changing environments, e.g. with time-varying
traffic distributions and topologies. The impact of DIAQ,
compared to regular distributed Q-learning, is that it
can adapt to new interference environments considerably
faster. To further improve the temporal performance and
robustness of RL based DSA algorithms in dynamic
environments, a novel case-based RL approach is intro-
duced by us in [19]. However, combining the case-based
RL and DIAQ methods is outside of the scope of this
investigation and is one of the directions for our future
work.

6.4 Initial and Final Performance

Fig. 8 shows the difference in initial and final P (re− tx)
performance of these schemes at a wide range of traffic
loads. It is plotted against the system throughput density
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Fig. 8. Initial and final probabilitiy of retransmission using pure ICIC, pure Q-learning and distributed ICIC accelerated
Q-learning (DIAQ) at different system throughput densities

to evaluate both the QoS and the system capacity in
the same graphs. The initial P (re − tx) in Fig. 8a is
calculated using the first 20,000 transmissions, and the
final P (re − tx) in Fig. 8b is calculated from the last
20,000 file transmissions. The overall simulation length is
1,000,000 file transmissions. Every data point represents
the mean result of 50 different simulations at a given
traffic load with the error bars showing the minimum
and maximum P (re − tx) in those simulations.
Fig. 8a shows that the dramatic improvement in ini-

tial performance using DIAQ instead of a classical Q-
learning approach is consistent at most traffic loads.
DIAQ introduces a 44-81% reduction in the initial prob-
ability of retransmission at system throughput densities
below 44 Gbps/km2. Only at ultra-high system through-
put densities does the difference in their performance
become negligible. DIAQ also shows a significantly bet-
ter performance in initial and final probability of re-
transmission, compared to the dynamic ICIC scheme.
Furthermore, the latter only supports system throughput
densities of up to 49 Gbps/km2, whereas DIAQ and Q-
learning are significantly more robust at extremely high
offered traffic densities. They both manage to support
system throughput densities of up to 59 Gbps/km2.
This demonstrates that it is better to take opportunistic
spectrum assignment decisions, based on reinforcement
learning, instead of blocking transmissions based on
ICIC signalling, since the probability of a subchannel
not being occupied by any of the neighbouring eNBs
tends to zero. In these cases, the heuristic ICIC approach
“blindly” blocks most file transmissions, whereas Q-
learning is still able to provide some insight into which
subchannels could result in successful transmissions.

7 CONCLUSION

In this paper we propose a novel algorithm for dy-
namic spectrum access (DSA) in LTE cellular systems

- distributed ICIC accelerated Q-learning (DIAQ). It
combines distributed reinforcement learning (RL) and
standardized inter-cell interference coordination (ICIC)
signalling in the LTE downlink, using the framework of
heuristically accelerated reinforcement learning (HARL).
We also present a novel Bayesian network based ap-
proach to theoretical analysis of RL based DSA, which
explains a predicted improvement in convergence be-
haviour achieved by DIAQ, compared to classical RL.
Large scale simulation experiments of a stadium tem-
porary event network show that it achieves superior
quality of service compared to a typical heuristic ICIC
approach and a state-of-the-art distributed RL based ap-
proach. It provides significantly better quality of service
(QoS) in terms of the probability of retransmission and
supports higher system throughput densities of up to 59
Gbps/km2. A comparison of the probability of retrans-
mission time response characteristics of DIAQ and pure
distributed Q-learning reveals a dramatic improvement
in performance at the initial stage of learning, a 44-81%
improvement at all but ultra-high traffic loads, due to the
use of heuristics for guiding the exploration process. This
result confirms the theoretical predictions made using the
Bayesian network model of the algorithm. DIAQ also
exhibits excellent final performance and convergence
speed. Finally, it is designed to comply with the current
LTE standards. Therefore, it allows easy implementation
of robust distributed machine intelligence for full self-
organisation in existing commercial networks.
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