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ABSTRACT

A new technique to measure the lifetime \( \tau \) of a neutron-radioactive nucleus that decays in-flight via neutron emission is presented and demonstrated utilizing Monte Carlo simulations. The method is based on the production of the neutron-unbound nucleus in a target, in which at the same time slows down the produced nucleus and the residual nucleus after (multi-) neutron emission. The spectrum of the velocity difference of neutron(s) representing a case of neutron radioactivity. The new method fills a gap to measure directly resonant phenomena. The new method fills a gap to measure directly lifetimes in the regime of neutron radioactive nuclei.

For the neutron-unbound nuclei with \( Z \leq 10 \), which can be investigated nowadays, \( ^{26}\text{O} \) is the most promising candidate. \( ^{26}\text{O} \) will serve in the following as illustrative example to describe the method. It has been speculated according to the estimates of Grigorenko et al. [3,8], that a very low-lying ground-state resonance of \( ^{26}\text{O} \) might be rather long-lived representing a case of neutron radioactivity.

Invariant mass measurements of the \( ^{26}\text{O} \) ground state via proton-removal reaction from \( ^{27}\text{F} \) have been reported recently by NSCL [9], GSI [6], and RIBF [10] groups. The NSCL and GSI experiments could only deduce upper limits for the energy of the ground state. The experiment performed at RIBF determined the position of the ground-state resonance at \( 18 \pm 3\text{(stat)} \pm 4\text{(syst)} \) keV above neutron-separation threshold, see Fig. 2.

From the GSI data an upper limit of \( \tau \leq 5.7 \) ns (95% c.l.) for the \( ^{26}\text{O} \) ground-state lifetime was deduced by the time-of-flight between the target and the spectrometer magnet. The \( ^{26}\text{O} \) ground-state half-life value of \( T_{1/2} = 4.5^{+1.4}_{-0.3} \text{(stat)} \pm 3\text{(sys)} \) ps (corresponding to \( \tau = 6.5 \) ps) has been reported from an analysis of the NSCL measurement [7],

Fig. 1 shows the different lifetime regimes for radioactivity and resonant phenomena. The new method fills a gap to measure directly lifetimes in the regime of neutron radioactive nuclei.
on absolute calibrations of the velocity measurements, which is rather difficult and thus introducing a large systematic uncertainty.

We propose a complementary method, which does not depend on an absolute calibration and is more sensitive. Thus, the method will be able to provide a more precise measurement.

2. Lifetime measurement method

Our method adapts the basic principle of the well known Doppler Shift Attenuation Method (DSAM). In the DSAM [15] nuclear lifetimes of nuclei are measured. The nucleus is formed in an excited state in-flight and slowed down in the target material. While being stopped in the target, the nucleus may emit a γ-ray. The γ-ray energy carries information on the velocity of the emitting nucleus due to the Doppler effect. Taking the stopping power into account allows to extract the decay time of the nucleus.

The new technique presented here to measure lifetimes of possible neutron-radioactive nuclei is based on this idea. The nucleus of interest is produced in-flight at point \( x \), with reaction cross section \( \sigma \), in the reaction target of thickness \( d \), see Fig. 5. The energy loss, which the charged fragment undergoes in the target, depends on the point of decay, which in turn depends on the lifetime of the populated system. The lifetime \( \tau \) of the nucleus under investigation defines the decay curve:

\[
N(t) = N_0 \cdot e^{-\lambda t},
\]

where \( N(t) \) is the number of residual nuclei after time \( t \), and \( N_0 - N(t) \) the number of products which have decayed already. The time \( t \) in the laboratory frame is a function of the travelled straight pathlength \( x \), and the exponent becomes

\[
\frac{x}{\beta \gamma c \tau},
\]

let \( \lambda \) be

\[
\lambda = \beta \gamma c \tau
\]

de the decay length with Lorentz factor \( \gamma \) and velocity \( \beta c \) where the velocity is assumed to be constant along the target thickness for the moment. Decays will occur inside and outside the target with amount \( D_i \) and \( D_o \), respectively. Considering first the amount of decays inside the target: at the reaction point an amount of initial nuclei \( dN_0 \) is produced. The number that decays from there until the end of the target on path \( d-x \), is, cf. Fig. 3,

\[
dD_i = dN_0 \left[ 1 - e^{-\lambda (d-x)/\beta \gamma c \tau} \right].
\]

Taking into account all the reactions points in the target with cross section \( \sigma \), incoming beam particles \( N_\text{in} \) and target particle-density \( \rho_i \) with area density \( dN_i \), \( \rho_i \cdot dA \), leads to

\[
D_i = \int dD_i = \int dN_0 \left[ 1 - e^{-\lambda (d-x)/\beta \gamma c \tau} \right]
\]

\[
= \sigma \rho_i N_\text{in} \int_{x=0}^{d} \left[ 1 - e^{-\lambda (d-x)/\beta \gamma c \tau} \right] dx,
\]

\[
= \sigma \rho_i N_\text{in} \cdot \left[ d - \frac{\lambda}{\beta \gamma c \tau} \left( 1 - e^{-\lambda / \beta \gamma c \tau} \right) \right].
\]

The amount of decays outside the target \( D_o \) is simply the difference between produced nuclei-of-interest in the target and \( D_i \),

\[
D_o = \sigma \rho_i N_\text{in} \cdot \left[ 1 - e^{-\lambda / \beta \gamma c \tau} \right].
\]

The ratio defined as

\[
R(\lambda) = \frac{D_o}{D_i},
\]

is

\[
R(\lambda) = \frac{1}{\beta \gamma c \tau} - 1.
\]
and depends on the lifetime, $R(t)$ with $\tau = \lambda / (\beta \gamma)$, the decays can be measured and could be disentangled to inside and outside contributions to deduce the lifetime $\tau$. This analytical form of $R(t)$ does not include all the physics as, e.g., the stopping power and the resulting effect on $\beta$ and $\gamma$ and thus will not be used in the analysis here. It reproduces the behaviour of $R$ as function of $t$ well for one target, see Fig. 7(b), but shows deviations for consecutive calculations and longer lifetimes as described later. This is one reason why the simulations are employed. The dependence on the experimental circumstances as target material or incoming energy on the fragment velocity is addressed later.

A major improvement of our proposed method is achieved by analysing the shape of the velocity-difference distribution $\Delta v$ between neutron and fragment $\Delta v = v_n - v_{fr}$, which is related to $R(t)$, instead of the shift of its mean. $\Delta v$ can thus be used without the need of an absolute calibration of $\Delta v$ to determine $\tau$ very accurately. The idea of using the ratio between delayed and prompt decays to determine the lifetime of an unbound nucleus has also been applied very recently to measure a two-proton decay lifetime [16], although the experimental technique differs from the one presented here.

To enhance the sensitivity, the target material should be chosen such that on one hand the energy loss is maximized and on the other hand the decays outside the target will happen at a considerable rate. To maximize the energy loss, target materials of large stopping power, i.e., with high density and large atomic number $Z$ are used. This creates a box-like, broad neutron–fragment velocity difference distribution for the decays inside the target. A characteristic $\Delta v$ spectrum is shown in Fig. 4. Furthermore, the target length needs to be optimized such that decays outside the target become also possible with sufficient amount. These events yield a sharp “peak” in the $\Delta v$ spectrum since they as well as the neutrons do not suffer from a continuous slowing-down process in the material anymore.

### Simulation for the $^{26}$O case—An example

Simulation and experimental conditions are discussed in the next sections for a specific example, namely the $^{26}$O ground-state decay, for which the method being developed is most sensitive to the quoted value of $\tau = 6.5 \text{ ps}$ [7] and well below that.

Here, the emphasis is put on illustrating the idea and describing the method. The details of the experimental realization are not described or are not even covered.

The simulations are MonteCarlo type. The code itself is tailor-made, the work flow is described in the following. With regard to Fig. 3, each $^{26}$O event is produced by a one-proton removal reaction from $^{27}$F in the target where the cross section and detection efficiencies are assumed to be constant as a function of reaction position as well as energy. Secondary break-up reactions with a thick target may have a contribution of $\sim 10\%$ but are not further considered here since the focus is put on presenting the method and not the experimental implementation, the ratio $R(t)$ is anyhow not a function of the cross section. The cross section itself is scaled to $P$ according to the nuclear cross section on a C target as used in an experiment at RIBF [10]. After the reaction, as a next step, the decay point of the three-body system $^{24}$O + 2$n$ is sampled from a probability distribution which is described by an exponential-decay function with the state’s proper lifetime $\tau$ as the decay constant, as given in Eq. (1). The decay itself is assumed to be a simple phase-space decay with decay energy $E_{dec} = 0$ as a good approximation [10].

The energy loss $\Delta E$ of the charged fragments and unreacted particles travelling a distance $d\Delta x$ in the material is calculated with JavaATIMA, a program to calculate the energy loss of ions based on theory and experimental results. In addition to the used theory by Lindhard and Sørensen (applicable above 30 AMeV), it includes relevant corrections. In detail, the relation between stopping power and mean range $P$ is defined as follows

$$ \Delta x = \int_{E_{0}}^{E_{0} - \Delta E} \left( \frac{dE}{dx} \right)^{-1} dE = P(E_{0}, x_{0}) - P(E_{0} - \Delta E, x_{0} + \Delta x). \quad (11) $$

and it is evaluated from a lookup table, while the energy loss from the reaction to the decay point is, in particular, sampled stepwise in order to cope with the $\gamma$ dependence of the decay curve. The knowledge of the stopping power is as important as for the DSAM for extracting the lifetime. But the absolute range of the $\Delta v$ spectrum and possible peak positions allow to evaluate the quality of the underlying stopping power and can be used for calibration. The energy-loss straggling is modelled according to the relativistic Bohr formula as described in [17], whereas the effect of the angular straggling on the energy loss is found to be negligible.

Beam energy, target material, and target thickness are optimized to provide the highest sensitivity in a certain region of $\tau$. For the lifetime to be determined with high precision, a (natural) Pt target turned out to be a good choice. Both, high mass density and large charge $Z$ result in a large energy loss on a sufficiently short distance.

A time-of-flight resolution $\sigma_{t}$, assumed to be of Gaussian shape, for the neutron (fragment) measurement of 260 ps (40 ps) for a flight-path length of 11 m (9 m) are realistic values as achievable at SAMURAI setup [18] at RIBF. These values were used as an input of all following simulations.

Fig. 4 shows results from a simulation as proof of principle with a well fixed incoming energy of 220 AMeV and target thickness of 6 g/cm$^2$ optimized to be sensitive to lifetimes around $\tau = 6.5 \text{ ps}$. One identifies

---

3 Note, in Ref. [14], e.g., Fig. 4 it is visible that the shape of the velocity difference is sensitive to the lifetime, however, the idea on using this feature is not elaborated.

4 https://web-docs.gsi.de/~weick/atima/

5 With the R'BE setup and the neutron detector NeuAND at FAIR the time resolution will improve significantly down to $\sigma_{t} \lesssim 150 \text{ ps}$ for neutrons and $\lesssim 28 \text{ ps}$ for fragments [19].
Fig. 6. (Colour online) Chi-square \( \chi^2 \) distribution from the fit of trial spectra of the velocity difference \( \Delta v \) with lifetime \( \tau \) to an assumed "experimental" spectrum, with exact lifetime \( \tau = 6.5 \) ps denoted by the dashed green line. The fitted minimum (red curve) indicates the deduced lifetime, depicted by the short green line, and the longer green lines confine the statistical uncertainty deduced from \( \chi^2 = \chi^2_{\text{min}} + 1 \), \( \tau = 6.49 \pm 0.08 \) ps.

The measured lifetime \( \tau \) and the uncertainty is deduced from a second-order polynomial fit to the determined unnormalized \( \chi^2 \) values around the minimum as shown in Fig. 6, where the minimum results in \( \tau \). The 1\( \sigma \) limit is calculated by finding the values of \( \tau \) where \( \chi^2 = \chi^2_{\text{min}} + 1 \) in the fit. The resulting value for the case discussed previously is \( \tau = 6.49 \pm 0.08 \) ps. In the following sections it is described how to increase the sensitivity.

2.3. Extended method

From known experimental results and theoretical predictions, described in Section 1, the lifetime of \( ^{20}\text{O} \) is expected to be of lower picosecond range, which is what our proposed method can measure, however the lifetime could even be smaller by orders of magnitude. In order to increase the sensitivity, the coverable lifetime range, and the luminosity within one experimental run, several targets in a row as "sandwich-like structure" are suggested in this work. Thinner targets and lower energies translate into shorter lifetimes for \( B(\tau) = \text{const.} \). Here, the single target thicknesses are decreasing in the direction of the beam and are chosen according to energy and lifetime-sensitivity following a constant difference of the fragment flight time through the material, given as follows

\[
2E + 2m_\text{c}c^2 \sqrt{(E^2 + 2m_\text{c}E)^3} \Delta E = \text{const.},
\]

with the kinetic energy \( E \) and energy loss \( \Delta E \). The thicknesses of the initial target and incident energy are chosen such that high sensitivity is achieved for lifetimes longer than 3 ps. The target’s thickness uniformity in general is of special importance. It was evaluated that deviations of \( \pm 5\% \) smear out the \( \Delta \) distributions so much that no result can be extracted lower than 0.5 ps that looks different than for 0 ps.

In the following, a setup of eight Pt targets with first target thickness of 3.63 g/cm\(^2\) and \( ^{27}\text{F} \) beam at 200 AMeV energy on target is considered. In front and behind the target stack one and two silicon detectors are

---

clearly two structures in the \( \Delta \) \( v \) spectrum of neutrons and \( ^{24}\text{O} \) fragment: a broad "box-like" shape from \( \sim 0 \) to \( \sim 1 \) cm/ns and an adjacent peak around 0 cm/ns. For prompt decays the velocity difference becomes broadest and smears out the distribution with respect to the target thickness. Again, the velocity difference of neutrons and fragment depends only on the travelled distance from the point of decay in the target, thus on \( \tau \). The charged fragment suffers from the energy loss but neutrons are insensitive. The narrow component centred around zero appears for longer lifetimes, which arises from decays outside the target with no relative energy loss between neutrons and fragments any more. The width of the narrow component is dominated by the time-of-flight resolution \( \sigma_t \) of the neutron detection.

2.2. Analysis procedure—determining the lifetime

As discussed above, the ratio of outside-the-target to inside-the-target decays ("box-to-peak" ratio), cf. Eq. (10), translates into the lifetime, whereas the shape of the box itself depends also slightly on \( \tau \). In order to extract the lifetime from experimental data, where \( \tau \) is unknown, the data points are proposed to be fitted with trial spectra taken from simulations for several different lifetimes. The unnormalized chi-square \( \chi^2 \) is a measure on how good the parent distribution describes the experimental data. In the following, "experimental" and simulated data are compared to test the analysis. For "experimental" spectra the simulated data are taken with reasonable but lower statistics, it is called pseudo-experimental data in the following. All the pseudo-experimental spectra are randomly filled with statistics that could be acquired within four or five days of beam time with a \( ^{27}\text{F} \) rate of \( 3 \times 10^5 \) pps and the efficiency of triple coincidences as both is achievable at the RIBF, 1.6 \times 10\(^4\) events are analysed for Fig. 5.

The measured lifetime \( \tau \) and the uncertainty is deduced from a second-order polynomial fit to the determined unnormalized \( \chi^2 \) values around the minimum as shown in Fig. 6, where the minimum results in \( \tau \). The 1\( \sigma \) limit is calculated by finding the values of \( \tau \) where \( \chi^2 = \chi^2_{\text{min}} + 1 \) in the fit. The resulting value for the case discussed previously is \( \tau = 6.49 \pm 0.08 \) ps. In the following sections it is described how to increase the sensitivity.
Fig. 7. (Colour online) Simulation for eight targets and optimized conditions for $\tau = 0.5$ ps and above (see text). (a) Velocity difference $\Delta v$ as a function of the lifetime $\tau$. The peak structure becomes more pronounced with larger lifetimes. (b) Inside-to-outside the target decay-ratio as function of the lifetime for only the first (green) and last target (blue) and all the simulated eight targets together (red). The “peak-to-box” ratio $R(\tau)$ increases with increasing lifetime. The simulation result is compared to the analytical Eq. (10) for the first target, for the following targets the deviation increases. (c) Velocity difference spectrum for $\tau = 0.5$ ps; the single components for inside (red) and outside (blue) the target decay, and the total spectrum (green) are shown. The background contribution (grey) after the $\Delta v$ cut for particle identification from the silicon detectors is included. (d) Fit of best trial spectrum ($\tau = 0.5$ ps, cross-hatched in green) with fixed background (grey) to pseudo-experimental data (black crosses; $6 \times 10^4$ events in total, the simulation has a factor $\sim 30$ more statistics) for exactly this case. (e) Chi-square $\chi^2$ as function of the fit of the trial spectra with lifetime $\tau$ in steps of 0.01 ps. The green dashed lines indicates the “experimental” lifetime. (f) This graph shows a zoom of (e) in the region 0.3 ps to 0.7 ps. The fitted minimum (red curve) for $\tau_{\text{sim}} = 0.50 \pm 0.15$ ps indicates the deduced lifetime. The obtained lifetime $\tau_{\text{fit}} = 0.50 \pm 0.01$ ps and the 1σ uncertainty interval are denoted by the green lines.

inserted, respectively, in order to identify the proton removal reaction. In fact, these materials also act as target, see next Section 2.4. The simulation result for $\Delta v$ is shown in Fig. 7(a) as function of $\tau$ in steps of 0.01 ps. For longer lifetimes the peaks of outside decays are getting more pronounced, which is also evident the ratio $R(\tau)$ in Fig. 7(b). The projection for a physical lifetime of 0.5 ps, one of the lowest reachable values, is shown in Fig. 7(c) where the sandwich-like arrangement of the targets can be recognized (cf. Fig. 3) in the repeating box-peak structure. The probed ratio of outside to inside decays is increasing from one target to another, while the targets are getting thinner and lowering the particle’s energy from one to the other. In this way, a broad range and lower lifetimes are probed as well, where the last target is most sensitive to shorter lifetimes with a distinct ratio $R(\tau = 0.5$ ps $) \approx 0.38$ and a pronounced box shape. The overall $\Delta v$ spectrum shows several pronounced peaks, which improves accuracy and precision of the method, even when the number of outside decays is relatively small. The first targets could also be replaced by an upstream energy degrader but sensitivity to longer lifetimes would then be lost. The approach with only one target is better suited to probe a narrow lifetime region when
the lifetime to look at is known and the setup is optimized such that the ratio \( R(\tau) \) does not saturate.

It turned out that a peak-to-box ratio (outside to inside the target decays) of \( \sim 0.4-0.7 \) is optimal for deducing the lifetime with several targets. This includes a well pronounced peak and a “box” shape of the velocity-difference distribution for a certain lifetime, and for the analysis a small \( \chi^2 \) value and a one-to-one relation between the extracted and simulated \( \tau \). Furthermore, the thickness is optimized such that a steep slope of the ratio \( R(\tau) \) is achieved.

### 2.4. Contribution from auxiliary detectors

The method could be applied at one of the setups for spectroscopy of unbound neutron-rich nuclei, MoNa/NSCL [20], SAMURAI/RIBF [18], and R\(^3\)B at GSI or future FAIR [19].

To identify proton removal reactions from \(^{27}\)F\(_\gamma\), energy-loss measurements need to be conducted in front of the target stack and behind. Three simple \( 300 \mu \text{m} \) thick single-area silicon detectors (one in front and two behind) are proposed to be installed. Actually, it is not necessary to identify explicitly in which target the reaction happens because this is already indicated in the \( \Delta \nu \) spectrum. The targets themselves are placed sufficiently apart with 1 cm distance between them to avoid reactions in one and the decay in the following target; this covers nearly 100% for \( \tau \leq 20 \text{ ps} \).

A selection on incoming charge \( Z \) is applied using the first detector and in the second detector the outgoing charge is fixed to \( Z-1 \). In the simulation, the energy-loss in the detectors is treated explicitly with a resolution of \( \Delta E/E = 3.5\% \) and a selection on \( (Z-1) = 8 \) is applied. The silicon detectors themselves act as targets (cross section scaled with \( A^{1/3} \) compared to Pt) contributing to the \( \Delta \nu \) distribution as peaks at both sides of the spectrum, Fig. 7(c). The main difficulty caused by this background is that an empty target measurement will not allow to subtract the background contribution. Due to the missing energy loss in the reaction target the background from one silicon detector will overlap with the background from another detector.

This challenge can be tackled by using the information from an empty target run as input to the simulation to improve the shape of the background contribution. Also, the total amount of events which contributes to the background can be determined from the experimental data. From the known integral and the relative amplitudes of the background components they can be uniquely identified and fixed. A second approach is to use in the here discussed \(^{28}\)O example the \(^{25}\)O [6,9,10] reference channel as “null measurement”, where the desired contributions are measured all together in the \( \Delta \nu \) spectrum, but no lifetime is expected.

The full \( \Delta \nu \) distribution is then fitted using the shapes from the simulation for several different \( \tau \), where the amplitude of the simulated spectrum is the only free parameter and the background is fixed, Fig. 7(d). Here, the advantage of the target stack is that the background peaks from first and second silicon detector contribute only at the extreme edges of the \( \Delta \nu \) spectrum. Even though the last target is most sensitive to the shortest lifetimes, several peaks are present and one could also only fit the region where the silicon detectors do not contribute.

### 2.5. Sensitivity

The determined \( \chi^2 \) is considered to be smallest in case of the real lifetime, cf. Fig. 7(e), which allows to determine the statistical uncertainty from the minimum of the \( \chi^2 \) parabola as \( \Delta \tau \equiv \Delta \tau_{\text{stat}} \). The minimum number of reconstructed events in the experiment needed to determine a lifetime of 0.5 ps by a 5 \( \sigma \) interval, only governed by the statistical uncertainty, is \( 5 \times 10^3 \) events. In the case discussed above, the spectrum is clearly different from an instantaneous decay of a resonant ground state, see Fig. 5, which can be shown experimentally also with the one-neutron decay of \(^{25}\)O. The method is proven to measure and confirm the neutron radioactive decay down to \( \tau = 0.50 \pm 0.01(\text{stat}) \text{ ps} \) or even \( \tau = 0.20 \pm 0.01(\text{stat}) \text{ ps} \) within at least a 5\% uncertainty interval under the examined conditions. Other systematic and experimental effects are not presented here. Further results from the same simulation, cf. Figs. 7 and 8, are summarized in Tab. 1.

### 3. Summary and outlook

We developed a method which will allow to directly measure the lifetime of neutron-unbound states from decays inside and outside the target. This method fills a gap for such decay studies and allows to measure lifetimes in the lower time regime of radioactive decays, the pico-second range. The method considers the velocity-difference spectrum between neutron(s) and fragment where the ratio of inside-to-outside decays translate into a characteristic spectrum, analysing the spectrum’s
shape results in the lifetime. Thus, this method is independent of an absolute calibration of the velocity-difference spectrum.

The case of the 2s emitter $^{16}$O was studied in detail. With a specific choice of target material and thickness according to the incoming energy we could show with simulations that the method is sensitive down to a lifetime of $\tau = 0.2$ ps within 5$\sigma$ under the given conditions and statistics, especially in a target-stack arrangement. The method is however applicable to measure longer lifetimes even with one target. The systematics can be adapted for other possible candidate nuclei according to the lifetime.

Other possible candidates for neutron radioactive decays could be $^{16}$B [14] or other sd-shell nuclei with a low ground-state energy and a sufficiently large angular momentum barrier.
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